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Abstract: Data of an artificial lateral line, an array of sensors which are able to sense the differences in water flow, can be used for source localisation and angle prediction. In this research, possibilities to improve an extreme learning machine used for this purpose are explored. This is tried with filters, by changing the input representation, and by changing the activation function. Changing the input representation to a square matrix improves the accuracy of the algorithm, with the mean square error reaching an asymptotic line as increasingly more filters are added. An algorithm with both the ReLu and tanh activation functions also turned out to work well, because of the fact that one function was good at predicting the location and the other function was good at predicting the angle.

1 Introduction

1.1 Artificial Lateral Line sensors

Fish that live so deep down in the sea that they can’t see anything due to the darkness, have to trust on other senses. Most of these fish have a lateral line organ, allowing them to detect objects and obstacles without actually seeing them [3]. This organ detects the disturbances in water, caused by nearby sources, relative to the body of the fish. Due to these disturbances within water, the fish can determine the location and the angle of motion of the source [2].

With artificial lateral line (ALL) sensors, the disturbances in water can also be measured. Using the measured profile, the location and angle of a moving object can be inferred [1]. This has been tried with a multilayer perceptron (MLP), an extreme learning machine (ELM), and an echo state network [1]. They showed that the ELM achieved the best results overall, while the MLP showed better results when increasingly more noise was added. Another advantage of an ELM over a MLP is the training time, an ELM may take in the order of seconds to train, where the MLP needs in the order of hours to train [6]. Both take in the order of seconds to test [1]. In this research, the possibility to achieve even better results with an ELM is explored.

1.2 Extreme learning machine

Since its discovery by Huang [6], the ELM has been researched a lot, especially by its inventor. One of the variants was the local receptive field ELM (ELM-LRF) [5]. In this ELM, the random layer in a plain ELM is replaced with a layer consisting of what are called orthogonal filters. This layer is followed up by a pooling layer. The idea behind this ELM is to have the feature extracting power of filters while having the speed of a plain ELM.

Orthogonal filters are filters where the matrix which represents the filter shows orthogonal characteristics, i.e. the inverse of the matrix is the same as the transpose of the matrix. Orthogonalisation allows to extract a more complete set of features than non-orthogonal ones, improving the generalisation of the network [5], [7].

In [5], square-root pooling was used to scale down the amount of information. Specifically square-root pooling was used because it has been proven to be frequency selective and translational invariant, meaning that the system produces exactly the same response, regardless of how its input is shifted [5], [9]. Because the spatial features contain most infor-
mation, this is more suitable for image processing, and making it less interesting for source localisation.

In [5], Huang states that for the problem of 3D image classification the ELM-LRF algorithm outperforms the other state of the art (neural network) algorithms with an error of 2.74% against errors of 2.8% to 6.6%. Despite the fact that the task of 3D image classification is not comparable to source localisation, the improvement in performance of the algorithm was a reason to experiment with it. The main difference between the ELM-LRF and the algorithms used in this research is that the pooling layer will be omitted completely.

In this research, the goal is to find out if (orthogonal) filters can increase the accuracy of an ELM used for source localisation using ALL data. A second requirement for the algorithm is not to take ‘too’ long, i.e. it is still possible to train and test the algorithm in the order of seconds.

2 Method

2.1 Extreme learning machine

An ELM is a neural network with one hidden layer, first described in [6]. The weights from the input to the hidden layer are fully connected and randomly initialised. The values this generates are then evaluated with a predetermined activation function, deciding for each node in the random layer individually which value is used for the continuation of the calculation. This is layer $H$, the output of the hidden layer. This hidden layer is fully connected to the output layer with weight matrix $W$. When $W$ would be perfectly chosen, the multiplication of $W$ and $H$ would give the training output $T$:

$$WH = T.$$  \hspace{1cm} (2.1)

Because $W$ is not known beforehand, the algorithm needs to be trained to find it. This is done using batch learning with the formula:

$$W = TH^\dagger,$$  \hspace{1cm} (2.2)

where $H^\dagger$ is the MoorePenrose generalised inverse of matrix $H$.

![Figure 2.1: Example of how a vector $[x_1, x_2, x_3, y_1, y_2, y_3]$ is put into two columns. This is to be able to apply a $2 \times 2$ orthogonal filter. In the research there are 16 x-values and 16 y-values for the sensed velocities.](image)

2.1.1 Input

In this research, different kind of filters are applied to the input. Because the filters have different shapes, it was necessary to change the dimensions of the input to be able to apply all the filters.

The inputs of the algorithm are the x- and y-velocities of 16 ALL sensors, creating a $32 \times 1$ vector. In the simulation, noise of $10^{-6} \text{m/s}$ flow is added and the values are normalised before being fed to the algorithm [1]. In the input vector, the 16 x-values are stored first and then the 16 y-values.

Because the orthogonal filters are square, and so have at least a width of two, the input also needs to have at least a width of two. This was achieved by storing the x- and y-values in separate columns, instead of storing the x- and y-values all in one column, creating an input matrix of $16 \times 2$. This can be seen in table 2.1. This input format is only used for orthogonal filters.

Filters are used for feature detection, because observed values might not match the filter features exactly or they might be alike but shifted, also a square instance of the input vector was created. This was achieved by creating a $32 \times 32$ matrix, where each column is shifted 1 place with respect to the previous column. This is from now on referred to as squared input. Table 2.1 shows an example of a vector which is squared. This input format is used for both orthogonal as signal shaped filters.

2.1.2 Filters

In this research, three kinds of filters are investigated: orthogonal filters, signal shaped filters, and random filters.

Orthogonal filters are filters where the inverse of
Table 2.1: Example of how a vector \([x_1, x_2, x_3, y_1, y_2, y_3]\) is squared, both for signal shaped as orthogonal filters to be applied. In the research there are 16 x-values and 16 y-values and so this results in a 32 x 32 matrix.

\[
\begin{array}{c|cccccc}
  x_1 & x_1 & x_3 & y_1 & x_3 & x_2 \\
  x_2 & x_2 & x_1 & y_3 & y_2 & y_1 & x_3 \\
  x_3 & x_3 & x_2 & x_1 & y_3 & y_2 & y_1 \\
  y_1 & y_1 & x_3 & x_2 & x_1 & y_3 & y_2 \\
  y_2 & y_2 & y_1 & x_3 & x_2 & x_1 & y_3 \\
  y_3 & y_3 & y_2 & y_1 & x_3 & x_2 & x_1 \\
\end{array}
\]

For matrix \(M\) with size \(m \times n\) and rank \(r\), \(U\) is a \(m \times m\) orthogonal matrix, \(V\) is a \(n \times n\) orthogonal matrix and \(S\) is a \(m \times n\) pseudo-diagonal matrix where the first \(r\) elements are the singular values of \(M\) and all other elements are zero. The columns of \(U\) are the left singular vectors, the columns of \(V\) are the right singular vectors. Here \(U\) and \(V\) are not unique while \(S\) is. When multiplying \(U\) and \(V\) the closest orthogonal filter to \(M\) is found.

\[
U, S, V = \text{SVD}(M).
\] (2.3)

Signal shaped filters are simulated and normalised signals without noise. An example of a signal shaped filter, and thus a velocity profile without added noise, is showed in figure 2.2. The two lines represent the observed x- and y-velocities.

Random filters are randomly initialised. These are, in contrast to the orthogonal filters, not square. They are, like the signal shaped filter, as long as one input velocity profile.

The amount of filters used is experimented with throughout the research and varies from 2 to 350. The size of the orthogonal filters is for the 16 x 2 input always a 2 x 2 orthogonal matrix. The size of the filters for the 32 x 32 squared input, varies from a 2 x 2 to 32 x 32 orthogonal matrices.

2.1.3 Activation function

After applying weights or filters to a layer, the nodes in the following layer have a certain activation value. An activation function can be applied to these activation values, this can serve to scale the activation values to predetermined ranges, but they also serve to give the network non-linear characteristics.

In this research, the possibilities of two activation functions are explored, the tanh and ReLu activation functions. Both are shown in figure 2.3. The tanh function scales the value between -1 and 1 in a non-linear manner. The ReLu function is a linear function when the input value is 0 or higher and otherwise 0 (\(\max(0, x)\)). This is particularly interesting when the value after applying a filter is high. This means there is a high correlation between the filter and the input which most likely means that the feature of that particular filter is matched. When the filter does not match at all, the value is negative, resulting in an output of 0. This means that that node does not propagate any information further.

2.1.4 Second hidden layer

There are two possible continuations after the filters and activation function are applied. The first possibility is to apply the Moore-Penrose Inverse (equation 2.2) to get the output weights and have
The second possibility is to add a random layer, one that in a plain ELM is directly placed after the input, after the filters. The idea is that in this way the algorithm can take advantage of the power of filters, as well as random transformations.

2.2 Simulation environment

All the training and testing samples are obtained from a simulated environment stretching from $(-1, 0)$ to $(1, 1)$, comparable to the simulation environment as in [1]. The difference is that the sensors are placed between $(-0.5, -0.1)$ and $(0.5, -0.1)$. The amount of sensors is set to 16, creating a 32 input vector. $10^{-6}$ m/s flow of noise is added to the sampled signals. The source which creates the disturbances in the simulated water has a radius of 0.06 meter and moves with a speed of 0.16 m/s. The environment can be thought of as a small swimming pool of 1 by 2 meter, this means this is a closed environment where the borders can’t be passed.

As in [1], potential flow is assumed. This is justified by previous studies on fish. The shape of the wavelets and the distance coding predicted by potential flow are also observed in a biological lateral line response of fish [2]. The movement made by the simulated source generates a potential flow which can be measured by the sensors in the ALL and from this the angle and location predictions are made.

For training, 1386 samples are taken in a grid-like manner with random angles. For testing, multiple motion paths are simulated where each new state has a change of direction within the magnitude of $\pi/4$ with respect to the previous state.

2.3 Bias

By adding either a single or multiple ones to every layer except the output layer, a bias was added to the algorithm. In the case the input is squared, a whole row of ones is added after the squared input. Bias has the effect of shifting the result. By adding bias to the network, the network is capable of learning the necessary shift, which is harder/not possible for the network to learn without bias.

2.4 Used performance measure

The results will be evaluated based on the achieved average mean squared error (MSE) on the test set. The average MSE is the average value of two other MSE’s. The location MSE is the error in the prediction of the location of the source and the angle MSE is the error in the prediction of the angle of the source. From here on, when referring to MSE, the average MSE is meant except when explicitly mentioned otherwise.

3 Results

3.1 Baseline: A plain ELM

A plain ELM, as seen in figure 2.4a, with normal input and 400 hidden nodes was used as baseline. This algorithm with a tanh activation function achieves a MSE of 4.96%. Using the ReLu activation function a MSE of 5.26% was achieved.
(a) Visualisation of a plain ELM.

(b) Visualisation of an ELM with added signal shaped filters

Figure 2.4

(a) Visualisation of an ELM with added signal shaped filters and a random layer.

(b) Visualisation of an ELM with added signal shaped filters and a split connected hidden layer.

Figure 2.5
Table 3.1: Results of the different variations on the plain ELM. For each variation, the results of the algorithm with the optimal hyper parameters are shown.

* is fully connected, ** is split connected.
3.2 Input in 2 columns with orthogonal filters

Table 3.1 rows 15-18, show the result of the algorithm using 2 x 2 orthogonal filters on input which was split up in 2 columns. The algorithm using the tanh function and added bias achieved the lowest MSE. The highest MSE was also using the tanh function but without bias.

3.3 Signal shaped filters with different activation functions

Table 3.1 rows 3-6, show the results of the algorithm using signal shaped filters and the different kind of activation functions. A visual representation of this algorithm can be seen in figure 2.4b. Using the tanh function with no bias gives the highest MSE. The lowest MSE was achieved by the tanh function with bias.

3.4 Signal shaped filters followed by a random layer with and without bias

Table 3.1 rows 7-8, show the results of an algorithm with filters and a random layer without and with bias. A visual representation can be seen in figure 2.5a. The first layer which consists of the filters, uses the ReLu activation function, the second, random, layer uses the tanh activation function. In both cases the algorithm achieves the best result with 500 random nodes and 50 filters. Figure A.2a shows a peak in the MSE for the algorithm with bias at 250 filters for 500 and 700 random nodes.

3.5 Two different activation functions in hidden layer

Table 3.1 rows 9-14, show the results of the algorithm with a hidden layer with the two activation functions and signal shaped filters. In the fully connected hidden layer, the hidden nodes are fully connected to the four output nodes. In the split connected hidden layer, the nodes using the tanh activation function predict the angle while the nodes using the ReLu activation function predict the location. A visual representation of this is shown in figure 2.5b.

The algorithm with filters that are randomly initialised is also shown in the table. This performance is worse than when signal shaped filters are used. The result of a plain ELM with the tanh and ReLu activation function split connected in the hidden layer is also shown. This variant achieves a higher MSE than when filters are used.

3.6 Squared input with signal shaped filters

Table 3.1 rows 19-22, show the results of the algorithm with a squared input and signal shaped filters. Both the algorithms with no bias achieve a high MSE. When a bias is added the MSE is lower, and when looking at figure A.3a they seem to approach an asymptotic line.

3.7 Squared input with orthogonal filters

Table 3.1 rows 23-26, show the results of an algorithm with squared input and orthogonal filters with and without bias. The results without bias are again worse than with bias. With bias and ReLu function the best MSE is achieved and it again seems that for both activation functions an asymptotic line is approached, which is shown in figure A.4a and A.4b.

3.8 Location and Angle prediction

When using the algorithm with 150 signal shaped filters, the different activation functions and whether a bias is added, have large effects on the results. Table 3.2 shows that when no bias is used, the algorithm using the ReLu activation function is better at predicting the location while the algorithm using the tanh activation function is better at prediction the angle. When a bias is added, these differences get smaller for the ReLu function while disappearing almost completely for the tanh function.

3.9 Training and testing time

An argument to use an ELM instead of an back propagating algorithm is its speed. The plain ELM trains on 1386 training examples in 0.2 seconds. The algorithm with a squared input and 250 2 x
2 orthogonal filters trains on that same amount of samples in 94.9 seconds, which is 474 times longer. Testing takes for the ELM also 0.2 seconds, for the algorithm with squared input and 250 2 x 2 orthogonal filters this takes 7.15 seconds, which is 35 times longer.

### 3.10 Best performing algorithm variation

Figure 3.1 shows the different variations of the algorithm that performed best, i.e. better than the plain ELM. The algorithm with a squared input and 20 x 20 orthogonal filters using the tanh activation function and with added bias achieved the best results with a MSE of 2.8%.

### 4 Discussion

#### 4.1 Input

When comparing figure A.1a and figure A.3a, the difference between signal shaped filters applied to a normal and a squared input can be seen. In both cases, the performance of the algorithm is much better when a bias is added. The MSE of the algorithm with the squared input keeps getting smaller. The MSE of the algorithm with a normal input and signal shaped filters reaches a minimum and then starts getting higher again. The reason why

<table>
<thead>
<tr>
<th></th>
<th>ReLu-</th>
<th>tanh-</th>
<th>ReLu+</th>
<th>tanh+</th>
</tr>
</thead>
<tbody>
<tr>
<td>average MSE</td>
<td>13%</td>
<td>19%</td>
<td>7.5%</td>
<td>4.8%</td>
</tr>
<tr>
<td>location MSE</td>
<td>1.2%</td>
<td>31%</td>
<td>1.2%</td>
<td>4.2%</td>
</tr>
<tr>
<td>angle (rad) MSE</td>
<td>25%</td>
<td>5.7%</td>
<td>14%</td>
<td>5.4%</td>
</tr>
<tr>
<td>location MED</td>
<td>13%</td>
<td>73%</td>
<td>13%</td>
<td>23%</td>
</tr>
<tr>
<td>angle (deg) MED</td>
<td>63%</td>
<td>20%</td>
<td>35%</td>
<td>18%</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of location and angle MSE. - means no bias, + means with bias. Results were measured with an algorithm using 150 signal shaped filters on a normal input.

the MSE of the squared input keeps dropping may be because using signal shaped filters boils down to pattern matching. The chance that a filter is similar to the input increases when increasingly more filters are added. In this way, the algorithm has a ‘memory’ of every possible location for the source and because the input is squared, the algorithm is also able to recognise it when it is shifted slightly. This might not be maintainable when the problem space gets larger. The amount of filters necessary to have one for almost every location will not be realistic because every filter first needs to be sampled.

#### 4.2 Filters

When looking at figure A.1a and figure A.1b, the results of the two different filters can be analysed. In both cases, choosing the tanh activation function is worse when using no bias, but better when using a bias. Also, a lot less filters are necessary when using an orthogonal filter to reach the minimum MSE. This is due to the fact that an orthogonal filter does not have the same shape as the input, meaning that when a filter is applied, multiple hidden layer nodes are created.

However, the difference is that when signal shaped filters are used, the MSE goes as low as 4.83% while the lowest achieved MSE using the 2 x 2 orthogonal filters was 7.33%.

This changes when orthogonal and signal shaped filters are applied on a square input, these situations can be seen in figures A.4a and A.4b for orthogonal filters and in figure A.3a for signal shaped filters. In both cases, the MSE seems to go to an asymptotic line which is around 2.8% for the signal shaped filters and lower, but not yet good definable for the orthogonal filters. The problem is that sources from different locations show different characteristics which are ‘recognised’ by the filters, and when the problem space gets bigger, increasingly more filters will be necessary to recognise every characteristic from the different locations.

For the optimisation of the number of filters, the amount of steps for each filter increment taken goes up to 20, this gives a good estimation of where the (local) minimum for the MSE lies, but this might miss the optimum amount of filters. Smaller increments could solve this problem but increases the time necessary for testing.

*On an Intel Core i7 3770 @ 3.40GHz.
4.3 Random layer

When looking at figure A.1c and figure A.2a showing the performance of an algorithm with filters and a random layer, and figure A.1b for the same filters but without random layer, it is visible that adding a random layer after the filters can further increase the performance of the algorithm. Where only signal shaped filters with the tanh activation and bias achieved a MSE of 4.84%, the algorithm with 50 filters, 500 random and no bias achieved a MSE of 3.74%. One possible hypothesis why this happens, is that the extra random layer can derive more information based on which nodes in the previous layer are activated than the MoorePenrose function can, giving the algorithm with the extra random layer an advantage over the algorithm without random layer.

The high peak in figure A.1b for 250 filters and 500 and 700 random nodes is noteworthy, especially because other configurations do not show this peak. When running the algorithm with 10 filters less, the peak does not show up. There is likely a bad combination of filters with an unlucky initialisation of random weights present causing one or two predictions to be completely off. Figure A.1b shows the predicted locations. It is clearly visible that the high peak in the MSE is caused by 2 network outputs which are way off, while all the other outputs are in an acceptable range of the actual teacher location.

4.4 Activation function

The different activation functions show different results, which are shown in table 3.2. It is clear that the algorithm with the tanh activation function was not capable of predicting the location very well, while with an added bias this is less of a problem. This is presumably the case because the algorithm predicted the source locations around the coordinates of (0, 0), while the problem space was between(-1, 0) and (1, 1) causing the actual centre of locations to be around (0, 0.5), adding a bias allowed shifting the results enough to achieve a lower MSE. The algorithm with the tanh function did predict the angle right all along. This is probably due to the fact that the angle is location independent and because there are less different angles to predict than locations. Due to the limiting nature of the tanh function, scaling all activation between -1 and 1, it is better in ‘storing’ information for answers which have a smaller, rather than a larger problem space.

The algorithm using the ReLu activation function is a lot better at predicting the location than the angle. This may be due to the fact that the
Figure 4.1: Plots of the predicted location vs the actual location. Figure 4.1a shows an unfortunate filter/random weight initialisation in the algorithm with a second hidden layer with 500 nodes, 250 filters and added bias. Two locations are predicted far off, causing the MSE to increase. Figure 4.1b shows how it looks like in the case of a MSE of 3.5%.

The ReLu function has in theory no maximum, giving it the ability to store a lot of information about the different locations. The prediction of the angle is a lot worse, most likely due to what makes the ReLu function good for location prediction, i.e. the ability to get a large activation level. This ability is less suitable for angle prediction with a smaller problem space, where fewer values are a possible right answer.

Bias increases the angle prediction performance by a factor of two for the ReLu function. This may be caused by the values in the hidden layer. Because the filters do not fit as perfectly on the input as without bias, the activation in the hidden layer tends to be smaller. In line with the observation made before, smaller activations in the hidden layer are better at predicting the smaller problem space of angle prediction.

This results in the algorithm with two activation functions to work quite well, because each activation function is used for the task it showed to perform best in. The use of filters does increase the need to think well about the activation functions. This is because the results of the plain ELM were 4.96% for the tanh, 5.26% for the ReLu and 4.84% for two split connected activation functions. These are less far apart than when filters were used.

4.5 Bias

When looking at table 4.1, it is clear that a bias is necessary to improve the results. The only instance adding a bias does not improve the performance of the algorithm is with the split connected hidden layers. In this variant of the algorithm, the hidden nodes using a ReLu activation function are connected to the output nodes which predict the location. The hidden nodes which use the tanh activation function are connected to the output nodes which predict the angle. The fact that in this case bias does not improve the performance, may be so because every node is predicting what it showed to perform best in.

4.6 Conclusion

It is not easy to conclude that one algorithm is better than another. When looking just at the performance, the algorithm with squared input, 20 x 20 orthogonal filters, tanh activation function and...
added bias is better than the others. But because the algorithm can use increasingly more filters and thus achieve a better result, it is not clear when to stop adding filters. By adding increasingly more filters the training and testing time also goes up, while the short training and testing times were one of the arguments for an ELM in the first place. The testing time increases about 10-fold, but the algorithm still is able to give back the result in the order of seconds, which meets the requirement set in the introduction.

The algorithm with two activation functions in the hidden layer which are split connected to the output shows a clear minimum MSE for a specific amount of filters. This gives the algorithm a more predictable training time. However, the MSE of this algorithm lies around 1% higher than the asymptotic line of the algorithm with orthogonal filters seems to approach.

The use of filters as single alteration to the algorithm does not improve the algorithm drastically. Meaning that the use of filters is almost comparable to the standard random layer. But when the input and/or the hidden layer is altered in a way to have maximal profit from filters, the accuracy can increase with respect to the plain ELM.

Adding a bias to the algorithm is generally a good idea. However, this is not the case when the algorithm is specifically designed to not need one. The algorithm with two activation functions shows that it is possible to design such an algorithm and still be able to compete with the algorithms that use a bias.

4.7 Further research

All the variations on the algorithm are tested in a simulated environment. This means, the results may not be representative for the performance of the algorithm in a real-world environment. Variations that perform better than the original algorithm might not work that well with the extra amount of noise observed in water. As observed in [8], in a more realistic simulation environment the location estimation accuracy got worse by a factor two and the angle estimation accuracy by a factor five. Experiments should be conducted to test the algorithms with data from a more advanced simulation environment or from real sensors.

The enhanced performance from the filters might not transfer to other problems. It is obvious that the signal shaped filters are suitable for this problem, but for problems where the input is for example an image, it makes less sense to have filters shaped like previously seen pictures.

In section 2 a lot of different possibilities to alter the algorithm are mentioned. In this research, different kinds of alteration are combined with each other and for each alteration the optima for the different kind of parameters was looked for. However, not every possible combination was tried and to know for sure the results can’t be optimised further, it might be worth to implement and test the untried alterations in the algorithm. This could also mean to apply a filter which is made from only a part of a signal, for example the x- and y-values from only the first 8 sensors.

The choice to not use (square-root) pooling was partly made because the expectations were that the hidden layer would not become large enough to profit from the down scaling that pooling causes. Using a 2 x 2 orthogonal filter on a squared input (32 x 32 matrix), results in a 31 x 31 matrix in the hidden layer. Figures A.4a shows the results for this scenario upto 250 filters. This means there are 250 31 x 31 matrices in the hidden layer. This amount would make it interesting to test if adding a (square-root) pooling layer improves the result of a MSE of 32%.

For the signal shaped filters, the normalised observations were taken and used as filters. It might be that non-normalised filters cause a different behaviour of the algorithm, especially when the ReLu activation function is used and the activation in the hidden layer is not normalised.

In conclusion, it was shown that using signal shaped and orthogonal filters can improve the performance of an ELM. Using two different activation functions after using filters gave interesting results because each activation function had specific outputs it was better at to predict.
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Orthogonal filters on square input & ReLu function with bias

Orthogonal filters on square input & tanh function with bias