**Abstract:** This research examines the effectiveness of using deep learning for medical image segmentation. Here, tumors are segmented from a dataset of three-dimensional PET-scans. A deep convolutional neural network is trained on this dataset, and approaches from natural image segmentation are tested, particularly residual connections and dilated convolution. Its segmentation performance is compared to that of a simple thresholding algorithm that segments based on voxel intensity values. Using a weighted Jaccard index metric and loss and a positive predictive value and sensitivity metric, the neural network appears to outperform the simple thresholding algorithm slightly but consistently. However, additional varied research is needed to corroborate the findings and the advantages of deep learning for medical image segmentation in general.

1 **Introduction**

Semantic segmentation is the process of partitioning meaningful objects from natural images. This technique is often used to filter out relevant information from an image. In recent years, semantic segmentation has found practical use in applications that are in active development, including autonomous navigation [1], augmented reality systems [2], and video surveillance [3]. This growing relevancy is linked to an increasing performance of segmentation methods, resulting from the development of more effective machine learning techniques. Starting in 2012, deep learning in particular became an increasingly popular approach to perform image segmentation, generally outperforming established techniques such as Random Forest–based classifiers [4][5]. In subsequent years, the techniques in deep learning–based semantic segmentation have improved considerably—and with it, the popularity and performance of its applications [6].

One paper that has proved an important contribution to the early successes of deep learning in semantic segmentation is named “Fully Convolutional Networks for Semantic Segmentation” (FCN) [7]. Its key contribution is the use of an end-to-end convolutional network that incorporates deconvolutional upsampling and residual connections to negate information loss from pooling. Since then, other papers have improved upon the innovation of FCN. Among them is a paper named “Segnet: A Deep Convolutional Encoder-Decoder Architecture for Image Segmentation” [5], which reduced the memory complexity of the residual connections, and “Multi-Scale Context Aggregation by Dilated Convolutions”, [8], which replaced the pooling layers by dilated (or atrous) convolution layers. Later, a paper named “Pyramid Scene Parsing Network” (PSPNet) was published [9], which uses pyramid pooling and auxiliary loss.

These contributions have all improved the contemporary state-of-the-art performance on semantic segmentation datasets such as PASCAL VOC2012 and MSCOCO. FCN reached an average precision of 62.2% on VOC2012 in 2014, whereas the best performing system at the moment of writing is “DeepLab v3” [10], scoring 89.0% on VOC2012 in February 2018 when pretrained on the JFT-300M dataset*

However, the research on the use of image segmentation for medical purposes is still less matured than the research on segmentation in natural images. At the moment, the question whether the methods and results from semantic segmentation in natural images can be reliably extrapolated to medical imaging is being actively researched. For instance, a paper named V-Net explored the possibility of segmenting three-dimensional MRI scans using an implementation of FCN [11]. In another

---

paper, bladders are segmented using deep convolutional neural networks on CT-scans [12]. In a comparative study by Hatt et al. [13], a method based on convolutional neural networks outperformed 12 other automatic functional volume segmentation methods in PET-scans. The aim of this paper is to analyze the effectiveness of using existing deep learning segmentation methods to segment tumors from three-dimensional PET-scans. PET-scans are constructed by introducing a positron-emitting tracer onto a biologically active molecule. By detecting the emitted gamma rays from these tracers, certain metabolic processes can be observed. The PET-scans used in this report depict regional glucose uptake, because the scans are acquired with the tracer fludeoxyglucose (FDG). Since tumors have a high metabolic activity, this tracer is commonly used to detect cancer tissue in the human body.

In radiation therapy—a common cancer treatment in oncology—a tumor is targeted with a high dosage of radiation to eliminate it, while the volume of surrounding healthy tissue that is also exposed to the radiation is kept to a minimum. As tumor segmentation from PET-scans becomes more precise, it is easier to expose more of the tumor, and less healthy tissue, to the radiation.

Recent advances in PET imaging have increased demand for better segmentation techniques to improve diagnostics and treatment [14]. The rapidly improving image quality of PET-scans is driven by better detection material and new reconstruction algorithms. Consequentially, PET-scans are used more often for diagnostic and treatment purposes, and have to be segmented more frequently as well.

If the recent advancements in two-dimensional semantic segmentation from deep learning turn out to extrapolate well to tumor segmentation in three-dimensional PET-scans, and outperform other medical segmentation methods such as manual or thresholding-based methods, the efficiency of the diagnosis and the quality of radiation therapy can be improved.

The primary research question of this paper is therefore: “Can deep learning be used for more accurate tumor segmentation in three-dimensional PET-scans than simple thresholding methods?”

To answer this question, a deep convolutional neural network with residual connections and dilated convolutions is trained on a diverse set of PET-scans, which have been manually segmented by an expert. Its performance is then compared to the performance of a thresholding algorithm.

2 Method

2.1 Data preprocessing

Before the simple threshold and neural network model algorithms can be tested on the data, the PET-scans must first be processed. This section will describe how the data is transformed from a set of PET-scans in their native file format to a representation that can be properly used by both algorithms. This series of data transformation steps—the preprocessing pipeline—is necessary to ensure that the neural network model can train efficiently.

The original data set contains 75 PET-scans and corresponding ground truth segmentations. There are varying types of cancer tissue in the PET-scans, including lung tumors, lymph node tumors, melanomas, and sarcomas.

2.1.1 File format conversion

Both the PET-scans and the label segmentations were encoded in the NIfTI-1 file format (file extension .nii). This file format allows metadata to be encoded with a PET-scan itself, in a type of dictionary inside the file format. One of the entries in this dictionary is a matrix of the intensity values of the voxels of the PET-scan. Other examples of the metadata are the date on which the PET-scan was made, the anonymized patient details, and other information that relates to the PET-scan. Since the segmentation algorithms only require the matrix of voxel intensity values, and not the related metadata, the NIfTI scans were converted to NumPy format (file extension .npy), by using the NiBabel package in Python. This conversion retained only the matrices of the PET-scans in a three-dimensional NumPy array, allowing for highly efficient data processing in a conventional and flexible way. The other scan metadata was discarded. The resulting PET-scans had shapes that varied considerably in size, ranging from $144 \times 144 \times 213$ to $256 \times 256 \times 991$. Their voxel values had a floating point number data type, and ranged from 0 up to roughly $1.6 \times 10^5$. The label segmentations had the
same shape as the corresponding PET-scan, but their data types were integer numbers. A value of 0 indicated no tumor on the corresponding PET-scan voxel, and vice versa for a value of 1.

The input scans were individually normalized to floating point values between 0 and 1. This normalization has a number of advantages. First, the network can train more efficiently on values in this range. Second, the scans are now all equal in terms of intensity values, reducing the chances of overfitting on scans with exceptionally high intensity values. Third, the simple thresholding algorithm can only work when the scans are in a uniform range of values.

2.1.2 Distribution into sets
After the scans are converted to NumPy arrays and normalized, they are randomly distributed into a training set (55 scans), validation set (10 scans), and test set (10 scans). The training set is used to train the weights of the network (see Section 2.4.4). The validation set is used to adjust and optimize the hyperparameters of the network. The test set is used to determine the final performance of the segmentation algorithms (see Section 2.2).

2.1.3 Scan slicing
The scans are inadequate to serve directly as data points due to their large size and limited amount; accepting a full scan at every single epoch in training the network would lead to a poor space complexity and to inefficient training. Therefore, the sets of three-dimensional training and validation scans (as well as their label segmentations) are converted to a larger set of smaller slices from these scans. These slices are obtained by iterating over the coronal plane of the scan and resized to a shape of 128 × 128 × 1. Hence, four large sets of slices are created: the training images, the training labels, the validation images, and the validation labels. It is not yet necessary to convert the test scans to slices, because the test scans are only used during the test phase of the system, and converting the scans to slices at this point would merely result in memory usage that might hinder the training of the neural network. In fact, the test scan data is not loaded into RAM either. The system only saves the file names of the test scans, so that the random distribution is still adhered to in the testing phase.

2.1.4 Training data balancing
Roughly 90% of the training slices have empty label segmentation slices. The slices that are not empty generally only have a relatively small area of positively labeled pixels. Experimental testing indicated that this would make it very likely that the network would find one of the local minima where all output would be empty. This was circumvented by balancing the training data with regard to the segmentation labels. In this step, 98% of the training slices that have empty segmentation labels were removed from the training dataset.

2.1.5 Data augmentation
After removing a large majority of the slices that have empty labels, the size of the training set was decreased substantially. To restore it to roughly its original size, data augmentation is performed on each of the remaining training slices. Seventeen transformations of every training slice were appended to the training dataset. These transformations were horizontally flipping the slice, rotating it clockwise or counterclockwise by 10 degrees, zooming in or out by 30%, or any combination of these three transformations. This increased the size of the dataset with a factor of eighteen, close to its size before the data balancing step.

2.2 Performance metric
The performance of the algorithms is determined by the similarity of their segmentations to the labels. Two metrics are used to measure this similarity. Both of these metrics use the intersection of the output and label, the relative complement of the label with respect to the output, and the relative complement of the output with respect to the label. Respectively, the sizes of these sets are referred to as the number of true positives ($TP$), the number of false positives ($FP$), and the number of false negatives ($FN$).

The first of these metrics $M_1$ is the weighted sum of the positive predictive value (PPV) and the sensitivity (SE) (see Equation 2.1). The PPV is calculated as the number of true positives divided by the sum of true positives and false positives. The SE is
calculated as the number of true positives divided by the sum of true positives and false negatives. In other words, PPV is the fraction of the voxels in the output segmentation that are indeed voxels labeled as tumor tissue in the corresponding label scan. In contrast, SE is the fraction of voxels in the label segmentation that was positively identified in the output segmentation.

Here, $S$ is the set of positives in the algorithm segmentation and $L$ is the set of voxels that is labeled as tumor tissue in the label scans. The reason for using this metric is that it is widely used, and accounts for both false positives and false negatives.

$$M_1(S, L) = 0.5 \cdot \frac{I}{I + S_{RC}} + 0.5 \cdot \frac{I}{I + L_{RC}}$$

(2.1)

where

$$I = |S \cap L|$$

$$L_{RC} = |L \setminus S|$$

$$S_{RC} = |S \setminus L|$$

An exceptional case to this metric is when both the scan and label are empty sets (i.e., have no tumors). In that case the metric is 1 (see Equation 2.2).

$$M_1(\emptyset, \emptyset) = 1$$

(2.2)

However, false positives and false negatives are not always equally harmful in medicine. For instance, in the case of tumor detection, false negatives can be considered as more harmful, because there are usually many more negatives than positives. A second assessment of all positives by a human expert is realistic, but not of all negatives. For that reason, a second metric $M_2$ is used (see Equation 2.3), which is a weighted variant of the Jaccard index (i.e., intersection over union). The standard Jaccard index is calculated as the number of true positives divided by the sum of true positives, false positives, and false negatives. This weighted variation includes a parameter $\gamma$, which is a value between 0 and 1, and acts as a multiplier to set the importance of false negatives in the Jaccard index. When $\gamma = 0$, only false positives are counted towards $M_2$, and contrariwise, when $\gamma = 1$, only false negatives are counted.

$$M_2 = J_w(S, L, \gamma) = \frac{I}{I + 2\gamma \cdot L_{RC} + 2(1 - \gamma)S_{RC}}$$

(2.3)

where

$$I = |S \cap L|$$

$$L_{RC} = |L \setminus S|$$

$$S_{RC} = |S \setminus L|$$

An exceptional case to this metric is when both the scan and label are empty sets (i.e., have no tumors). In that case the weighted Jaccard index is 1 (see Equation 2.4).

$$J_w(\emptyset, \emptyset, \gamma) = 1$$

(2.4)

The loss function of the neural network (see Section 2.4.4) is closely based on $M_2$, and so the network can be trained toward a particular balance of false positive and false negative errors. The two metrics are similar, in the sense that they both indicate the error based on the number of false positives and false negatives. However, the way in which the metrics are presented offers different insight into the results. $M_1$ is plotted against the values of the binary threshold value $\theta$, which classifies the images and network output into positive and negative pixels. On the other hand, $M_2$ is plotted against the values of $\gamma$, which indicates the desired trade-off between false positives and false negatives. Therefore, $M_1$ can be used to see how the threshold value influences the performance, and $M_2$ can be used as a complement to see which of the two algorithms performs better for which error type trade-off.

### 2.3 Simple thresholding

The simple threshold algorithm segments the image slices in a relatively straightforward fashion. This algorithm requires no training phase, so it is only used in the testing phase of the system. The set of normalized testing scans is used to find the performance of the simple thresholding algorithm (see Section 2.1.2). For every possible threshold value $\theta$ (0 to 1 exclusive, with a step size of 0.01), the set of test scans is segmented. The test scan voxels are segmented if and only if their intensity value exceeds this threshold value. Then, the segmentation is compared to the label segmentation. Hence, for
every threshold value the mean values of $TP$, $FP$, and $FN$ are obtained.

The first metric $M_1$ can be directly calculated from these values. The sum of the positive predictive value and sensitivity is calculated (following Equation 2.1) for the mean values of $TP$, $TN$, and $FN$ for every value of $\theta$. For the second metric $M_2$, however, the mean values of the error types are not enough to determine the performance, because the third parameter $\gamma$ is also used. For all possible values of $\gamma$ (in the range between 0 and 1 with a step size of 0.01), the threshold value with the highest weighted Jaccard index is saved, as well as its corresponding performance.

2.4 Convolutional neural network

The neural network model operates very similarly to the simple thresholding algorithm in terms of calculating the performance metrics, but with a crucial additional step: whereas the simple thresholding algorithm takes the input scan, the neural network model takes the network output of the input scan. That means that in this research, we essentially see if this additional step improves the performance of the segmentation. It is necessary to threshold the output of the neural network, because its last layer is a sigmoidal activation function that yields a continuous value between 0 and 1 for every voxel, although a binary value (as in the label scans) is required. Only then can the values for $TP$, $FP$, and $FN$ be calculated.

The neural network needs to be trained before it can give meaningful output segmentations. Put concisely, the neural network is a series of layers. The original input slices are given to the input layer, which passes it to the other layers. Every subsequent layer has a number of convolution + leaky ReLU layers, as well as one dilated convolution layer (in the first, “encoding” half) or transposed convolution layer (in the second, “decoding” half). In this report, a depth of 1 dilation, and 1 convolution + leaky ReLU layer in the two resulting blocks is used. During parameter optimization, deeper networks appeared more likely to overfit on the training data, compared to when only one dilation layer was used. The total size of the dataset is 103,500 training slices from 55 scans, and 7,002 validation slices from 10 scans.

Leaky ReLU is a simple activation function that returns the input if it is positive, and returns a fraction of the input if it is negative.

2.4.1 Convolutional layers

Most of the network layers are convolutional layers, each of which has a set of kernels. When an image is given as input to such a convolutional layer, the weights of the kernels are convoluted with this image, and the resulting set of convolutional output images is passed on to the next layer. Every standard convolutional layer has kernels with size $10 \times 10$. The number of filters increases linearly throughout the network: the first block’s convolutional layers have 96 filters, and for every subsequent block, this number is incremented by another 96 filters.

2.4.2 Dilated convolution layers

In dilated convolution layers, the resolution is halved by using dilated kernels. By using valid padding and a kernel size of 1 plus 1/4th of the width and height of the input image (so $128/4+1 = 33$), the output image is downsampled by a factor of 2. Valid padding means that no zero-padding is used, but instead only the positions where the kernel fully fits inside of the input image are used in the convolution. The advantage of using dilated convolutions over the more traditionally used pooling layers is that dilated convolutions can preserve pixel-level patterns, because the dilated convolution kernels can be trained to detect those. In pool-
Figure 2.1: The architecture of the neural network model.

ing, however, a rectangular grid of pixels is reduced to one single pixel by the use of a simple and constant function. That means that potentially important patterns and information will be lost in the process. Using dilated convolution is a way to downsample the image while retaining this information.

2.4.3 Transposed convolution layers

The transposed convolution layers upsample the images back again to their original size. Here, the input image is dilated, and zero-padding is inserted in-between the dilated input pixels. By using a kernel size of 2, the image is upsampled by a factor of two.

2.4.4 Loss function

The loss function reflects the weighted Jaccard index metric as closely as possible. The weighted Jaccard index operates on the sets of voxels that are true positives, false positives, and false negatives after the network output was thresholded. However, this means that this metric is discontinuous and therefore non-differentiable. Because the network loss function should be differentiable, we take the direct output of the neural network at the output layer and calculate the loss before applying the thresholds. The weighted Jaccard index is imitated by using linear algebra as a substitute for set operations. For instance, in the weighted Jaccard index, the intersection of the segmentation $S$ and label $L$ was defined by $|S \cap L|$. In the loss function, we use the continuously-valued output prediction matrix $P$ and label matrix $L$. The substitute for the intersection, for instance, can be calculated by the sum of all the pixels in the Hadamard product (i.e., elementwise multiplication) of $S$ and $L$. Equation 2.5 gives the full equation for the loss function, given the network output $P$ and label $L$.

$$\text{loss}(P, L, \gamma) = 1 - \frac{S(I) + \epsilon}{S(I) + S(L, \gamma) + S(P, \gamma) + \epsilon}$$

(2.5)

where

$$S(I) = \sum_{i=1}^{\text{width}} \sum_{j=1}^{\text{height}} (I)_{ij}$$

$I = L \circ P$ (Hadamard product)

$L, \gamma = 2\gamma(L - I)$

$P, \gamma = 2(1 - \gamma)(P - I)$

$\epsilon = 10^{-10}$ (arbitrary small value)

Here, the loss is a value between 0 and 1. The small constant $\epsilon$ prevents division by zero, which would otherwise happen when the union is empty, in case of an empty label and an empty prediction. This constant ensures that in this case, the loss is $1 - 0 + \epsilon = 0$.

This loss function was selected because it performed better than the mean squared error (MSE) loss function. One of the reasons that MSE did not perform as well is the fact that the positively-labeled voxels are relatively sporadic—many of the label slices are empty, even after the data balancing step, and the slices that are not empty contain only
a few positively labeled pixels. When MSE is used, the network would almost certainly converge toward one of the many local minima where the output is consistently empty. This is because an empty output yields a very low loss in the MSE function, but not in the weighted Jaccard loss function. For instance, in the extreme but not rare case where the label slice contains only one pixel that is a tumor value, the MSE loss would be $128^{-2} = 6.1e^{-5}$ for an empty output prediction. The weighted Jaccard loss, on the other hand, would be $1 - \frac{0.875}{1.5} \approx 1$. This makes the network far less likely to converge to giving empty output.

Another more obvious advantage of the weighted Jaccard index loss function is that its parameter $\gamma$ can be used to train towards any desired balance between false positive errors and false negative errors, which is important in medical diagnostics. Symmetrical loss functions such as MSE do not have this parameter.

2.4.5 Optimizer

The loss is used to adjust the weights to better performing values that result in a lower loss in later batches of images. If the weights change, then the loss will change correspondingly. To optimize the weights, the optimization algorithm takes the gradient of the error in the direction where the loss decreases the fastest. In this network, the Adam optimizer is used [15]. This optimizer computes individual adaptive learning rates for the weights of the neural network, based on the first and second moments of the gradient. It calculates an exponential moving average of the gradient and squared gradient, and uses two decay parameters $\beta_1$ and $\beta_2$ to control the adaptive learning rate. The parameters for a time step $\theta_t$ are updated by using the first and second raw moment estimates: $\theta_t = \theta_{t-1} - \alpha \cdot \hat{m}_t / (\sqrt{\hat{v}_t} + \epsilon)$. Here, $\alpha$ is the step size parameter, and $\hat{m}_t$ and $\hat{v}_t$ are the bias-corrected first and second raw moment estimates, respectively: $\hat{m}_t = m_t / (1 - \beta_1^t)$ and $\hat{v}_t = v_t / (1 - \beta_2^t)$

These are in turn based on the gradient on the corresponding time step: $m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot \nabla$ and $v_t = \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot \nabla^2$. This optimizer will continue to update the parameters until they converge at some time step.

![Figure 3.1: Some example input-prediction-label pairs from the validation set.](image)

3 Results

In this section, the results of the two segmentation algorithms are presented. First, in Figure 3.1, some example results from the simple thresholding algorithm and the neural network model are displayed. Then, in Figures 3.2 and 3.3, the PPV+SE and the weighted Jaccard metrics (as explained in Section 2.2) are plotted.

Figure 3.1 illustrates a small number of example segmentations. These are examples from the validation set, because the test set is not converted to slices, and these are for exploratory purposes only. During the search for well-performing hyperparameter settings, these validation slice predictions were used to examine how the various settings affect the output.

Figure 3.2 illustrates the PPV+SE metric $M_1$ (see Equation 2.1). The continuous lines indicate the weighted sums of the positive predictive values (dotted lines) and sensitivity (dashed lines). The blue lines represent the model performance, and the orange lines represent the simple threshold per-
Figure 3.2: This graph shows the performance of the simple thresholding (referred to as “S.T.”) and the neural network model segmentation algorithms, according to the PPV+SE metric. On the horizontal axis are the possible thresholds in the range [0,1]. On the vertical axis are the scores for positive predictive value, sensitivity, and their sum. The highest metric scores are 0.573 for the simple thresholding (with $\theta = 0.13$) and 0.572 for the neural network model (with $\theta = 0.26$).

Performance. The horizontal axis indicates the value that is used for the binary threshold. Any values in the output (for the neural network model) or in the scans (for the simple thresholding algorithm) smaller than this value will be classified as having no tumor, and vice versa. This graph is generated for a balanced false positive and false negative trade-off (i.e., $\gamma = 0.5$). It appears that the neural network model performs relatively consistent over the full range of possible threshold values: increasing the threshold value only slightly reduces the SE and increases the PPV. This effect is caused by the fact that network output is not evenly distributed, but polarized to values near 0 or 1. The binary threshold value appears to affect the simple threshold algorithm more strongly. Two performance maxima are observed in Figure 3.2—the highest at $\theta = 0.13$, and a lower maximum around $\theta = 0.7$. The sensitivity monotonically decreases as the binary threshold increases, but the positive predictive value fluctuates between 0 and 0.38.

Figure 3.3 illustrates the weighted Jaccard index metric $M_2$ (see Equation 2.3). The horizontal axis indicates the value of $\gamma$. The continuous lines indicate the weighted Jaccard index, calculated using the highest-scoring binary threshold value, which is indicated by the dashed line, for every value of $\gamma$. For both the neural network model (indicated by blue lines) and the simple thresholding algorithm (indicated by orange lines), the weighted Jaccard index is generally higher for higher values of $\gamma$. The optimal threshold logically decreases as $\gamma$ increases, because at higher values of $\gamma$, false negatives become increasingly more important than false positives. Hence, as $\gamma$ increases, the number of negatives is decreased by lowering the binary threshold value.

4 Conclusion

A number of conclusions can be drawn from the results in Figures 3.2 and 3.3. First, for all balances
Figure 3.3: This graph shows the performance of the simple thresholding (referred to as “S.T.”) and the neural network model segmentation algorithms, according to the weighted Jaccard index metric. On the horizontal axis are the possible FN/FP-balances ($\gamma$) in the range [0.1, 0.99]. On the vertical axis are the highest weighted Jaccard index for the optimal threshold (continuous line), and the optimal thresholds themselves (dashed line).

between false positive and false negative errors, the neural network model outperforms the simple thresholding algorithm in the weighted Jaccard index metric (see Figure 3.3). Therefore, we can answer the research question posed in Section 1. Deep learning can indeed be used for more accurate tumor segmentation in three-dimensional PET-scans than simple thresholding methods. However, this conclusion involves some important considerations and side notes, which are set out in Section 5.

Figure 3.3 also shows that for higher values of $\gamma$, the weighted Jaccard index is also higher, for both algorithms. This indicates that the number of false positives in the segmentation output is higher than the number of false negatives, possibly because of the metastasis in the scans, that yields similar voxel intensity values but is not labeled in the ground truths. Another observation that can be made, is that the optimal threshold values are not centered around one value, but display rather unpredictable behavior.

Although the neural network consistently outperforms the simple threshold algorithm on the weighted Jaccard index, this is not always the case in the other PPV+SE metric (see Figure 3.2). The main reason for this is that this metric indicates the performance for all possible threshold values, rather than for all values of $\gamma$. The simple threshold algorithm performs better when lower threshold values are used (specifically, only for the threshold values of 0.13 and 0.14), but its performance is poor for higher threshold values.

Some other interesting conclusions can be drawn from the PPV+SE graph as well. The positive predictive value of the neural network is considerably higher than that of the simple thresholding algorithm, especially for higher threshold values. This means that the number of false positives on the simple thresholding algorithm is relatively high. However, for the neural network model, the PPV and SE are fairly consistent over the range of thresholds. This indicates that the mean of the nonzero pre-thresholded output voxels is close to 0 (as can also be seen in the weighted Jaccard index graph, because the optimal threshold is also close to 0). Both metrics show that for the simple threshold al-
algorithm, the optimal threshold value is 0.13 when there is no custom balance between false positives and false negatives (i.e., \( \gamma = 0.5 \)). The optimal threshold for the different values of \( \gamma \) for the neural network model varies more widely, but has a median value of roughly 0.8.

5 Discussion

The research in this report sought to explore the possibility of using deep learning for semantic segmentation in non-natural images—specifically, the segmentation of tumor tissue in PET-scans. A relatively novel neural network architecture was selected that performed well in natural image segmentation, and some adaptations were made to fit this new type of data. The performance of the neural network model was compared to a simple thresholding algorithm, and the main result was that the neural network model consistently outperformed the simple thresholding. However, this does not necessarily mean that the neural network model is a good alternative; to comprehensively appraise this model and its possible implementation, some careful considerations must be made about this particular model, and about the use of deep learning for semantic medical image segmentation in general.

5.1 Considerations

The results of this report are unambiguous: on the testing data, the trained neural network model performs better than the simple thresholding algorithm on the weighted Jaccard index metric. The other metric indicates that for unweighted error types, the positive predictive value of the neural network is higher than that of the simple thresholding algorithm. The sensitivity of the simple thresholding algorithm is higher for low thresholds, but the merits of this high sensitivity remain questionable, considering its associated low positive predictive value. The results indicate (and output segmentations show) that both algorithms segment with a relatively high number of false positives, compared to false negatives. A factor that leads to this might be found in the data: metastasis is not labeled, even though it looks very much like the labeled tumor tissue in the scan slices. Therefore, it might be the case that the network has learned to distinguish cancerous tissue from healthy tissue, but not labeled tumors from metastasis. It can be conjectured that this distinction might be learned when more data is used, which would improve the network performance substantially.

It is important to note that the clarity of the outcome in this report does not mean that deep learning outperforms all other segmentation techniques. Many other segmentation techniques exist, and simple thresholding is only one of them—and a very trivial one as well. Examples of such techniques include fuzzy local adaptive Bayesian (FLAB) methods [16], fuzzy C-means [17], and basic region growings [18]. Like deep learning and simple thresholding, each of these techniques has its own particular advantages and disadvantages. For instance, in FLAB methods, a bounding box has to be drawn around the tumor, and the algorithm will segment the tumor inside this box. However, the segmentation is highly dependent on the exact position of the bounding box, introducing an undesirable factor of arbitrariness to the segmentation. This often results in the bounding box having to be drawn over and over again, until a satisfactory segmentation is obtained. Fuzzy C-means classifies and segments voxels on an individual basis, without regarding spatial context of neighboring voxels. This generally leads to a less than optimal segmentation. Basic region growing methods depend on initial seeds that are set by the operator. If the seed points are badly placed, the segmentation will also be relatively poor. This means that other well-known segmentation algorithms that require some user interaction, like the FLAB method, are more contingent and arbitrary than both simple thresholding and deep learning methods, which do not require such interaction. Still, despite these disadvantages, these conventional methods might still outperform simple thresholding methods—and indeed deep learning methods as well. A more exhaustive comparison is needed to accurately gauge the relative performance of deep learning methods in the broad field of non-natural image segmentation methods. This goes for evaluating various types of conventional methods, such as the ones mentioned above, but also for the many different types and implementations of deep learning.

In this research specifically, the performance of residual connections and dilated convolution in
an encoder-decoder network for non-natural image segmentation was explored. The idea behind the residual connections is that the network learning speed might be positively enhanced: the network is both shallow and deep at the same time, depending on the series of connections that is taken. The shallow route of connections improves the learning speed in the early stages of training, because clear patterns are learned quickly. In later stages, the deeper connections allow the model to be more detailed in its output, because they have the capacity to learn deeper and more abstract underlying patterns of the data. The dilated convolutions offer a way to increase the receptive field of the intermediate convolution layers, without compromising on pixel-scale information (when using pooling layers) or on space or time complexity (when using larger kernels). By effectively increasing the receptive field this way, larger patterns may be detected through a single convolutional filter that would otherwise require a complex combination of multiple smaller filters and layers. For instance, if a tumor in one part of the slice would reliably predict another tumor elsewhere, a receptive field that encompasses both areas could be more effective than multiple small receptive fields that work together through connections between multiple layers.

However, many other parameter settings and implementations of residual connections and dilated convolution exist. Although the hyperparameters of this model were optimized reasonably well, it cannot be guaranteed that these are the optimal parameters. A large variety of different network settings was used, including deeper networks with multiple parallel residual connections and dilated convolutions, but these quickly caused the network to converge toward giving only empty output—despite using the Jaccard index loss function and data augmentation. Furthermore, encoding scan slices with a depth of 3, so that the three channels comprise the slice itself, and its two adjacent slices, did not result in a higher accuracy. However, on a subset of the dataset it did. The reason for trying out this approach is that the adjacent slices might contain additional information about the middle slice, and effectively provide some three-dimensional information about the scan. Another approach was to reconstruct the prediction scan not from the coronal plane only, but also from the sagittal and transverse planes. This did not work as well as reconstruction from a single direction, presumably because the network would need to generalize scan readings from multiple directions. Larger image sizes and more filters per layer reliably resulted in a higher performance, but because of memory constraints, these parameters could not be increased to higher values (the model was trained on a GTX 1070 GPU with 8GB memory). The architecture presented in this report (in Figure 2.1) performed the best out of all tested architectures. Searching for the optimal set of hyperparameters is a non-trivial task, and there are not much algorithms available yet to find very good settings. The hyperparameters in this model were found by using a combination of random search and grid search heuristics, in a way that is reminiscent of simulated annealing. However, when handling other types of data, or more data, the optimal hyperparameters and architecture might be wildly different from those used in this research.

There are also different ways in which the data could be encoded. For example, as small three-dimensional cubes instead of two-dimensional slices. However, this method has the drawback that convolution and downsampling would be more difficult.

The network model architecture is most closely based on FCN [7], SegNet [5], and U-Net [19], which are all designed to do semantic segmentation on natural images. However, in optimizing the results on this non-natural dataset, some adaptations were made to this architecture to increase the performance. A factor that might have necessitated these adaptations was the limited size of the data set, especially compared to the very large datasets used in natural image segmentation. Particularly the shallowness of the network, compared to networks used in the FCN, SegNet, and U-Net papers, was necessary to prevent overfitting on the limited number of training slices. The smaller size of datasets could be considered as an intrinsic factor of non-natural image datasets—it is more expensive to make a PET-scan than a natural image, and therefore accumulating a very large dataset of medical images is more burdensome. Data protection regulation and medical privacy law are other factors that hinder large-scale data collection of these types of data, especially in Western countries. For these reasons, non-natural image datasets might almost intrinsically necessitate shallower networks because
of their size, compared to the network models in natural image segmentation that grow deeper as larger datasets become available and better data augmentation methods are developed.

The model in this research explored the possibility of a general neural network model for various types of tumors. However, what remains to be explored is the extent to which more specialized models might improve the segmentation accuracy. This specialization can be understood in terms of tumor type (i.e., training a model only on specific types of tumors), but also in terms of PET-scanner configurations. Simple thresholding methods are not so generalizable, and this is one of the main limitations of simple thresholding. This drawback should be kept in mind when interpreting the metric results—the optimal threshold for a desired value of $\gamma$ might not hold for a different test set. There exists no threshold that works for every image. But it is possible that more specialized models and standardized PET-scan data helps to improve the reliability of simple thresholding. However, this requires more specialized research and thus more data.

5.2 Deep learning: drawbacks and benefits

At the moment, deep learning has some drawbacks and limitations, compared to other, more conventional methods. First, since deep learning models are essentially “black-box” models, where the output prediction cannot be clearly traced and explained, there is an ethical and social implication when using deep learning for medical applications, where critical life-and-death decisions are made based on the network model. Deep learning models are not perfect, and although on average they might potentially be highly accurate, it is possible that in exceptional cases a person might die because of complacency in second assessment or over-reliance on deep learning models. Second, training deep learning models requires a large body of medical data. This data is relatively difficult to collect, either because it is expensive to make, or because patient records are confidential and sharing data discretely and safely is difficult—not only in gathering data for a dataset, but also for peer-reviewing existing research. Additionally, training a neural network on such a dataset requires label images as well. Because these label images have to be segmented manually by an expert, it is tedious and time-consuming to collect a substantial dataset. Finally, the performance of deep learning methods depends heavily on the degree of specialization that is used. General models are applicable in a lot of cases, but require much more data than specialized models. The extent to which a model is trained on generalized or specialized data is quite arbitrary and it is not always clear in advance which degree of specialization performs best, or which is most desired.

However, there are also a lot of benefits and advantages to deep learning methods. For instance, whereas the performance of methods such as simple thresholding or FLAB methods is static, the performance of deep learning methods grows indefinitely as more data is collected. To be sure, there are complications in the collection of this data, but there might be ways to overcome these. For instance, the discretion and safety of patient records can be safeguarded by using anonymization or encryption. That way, researchers can share confidential patient records more easily. The possibility of online learning can also help in this regard: second assessments by a doctor can be fed to the model as new training examples, allowing the model to improve indefinitely and while it is being deployed. This might be made even more effective if hospitals would share the same trained neural network model (but not patient data). Since it is very difficult, if not impossible, to retrieve patient records from the weights of a complex trained model, large collections of patient data might hence still be used confidentially and securely. Another reason why deep learning is promising is the fact that at the moment, it is a field that is rapidly developing and improving. Medical areas for which deep learning is currently difficult to implement might have great potential for improvement with the techniques and approaches that will be developed in the future, especially as those medical areas continue to improve as well.

To overcome the main drawbacks of using deep learning in medical imaging, and to maximize its utility, more research is required. Interdisciplinary research in particular remains important as the different disciplines develop—not only for integration of findings and sharing of results, but also for a mutual understanding of the leading techniques and operational frameworks in medical imaging and
machine learning.
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