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Abstract

In this master thesis the spacetime, global and gauge symmetries of the Standard Model are reviewed. These symmetries are used as a basis for finding possible extensions of this successful model, such as the two Higgs doublet model and Left-Right model. Methods of finding subgroups and the slitting up of representations are discussed based on Dynkin diagrams. These methods are applied to analyse the subgroups of the exceptional group $E_6$ as candidates for Grand Unified Theory groups. In this study $SU(5)$, $SO(10)$ and $SU(3)^3$ and $SU(4) \times SU(2) \times SU(2)$ are most important. A phenomenological comparison between these models is given focussed on the different types of leptoquarks that could be responsible for the not yet observed proton decay.
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Chapter 1

Introduction

The number of objects around us without any symmetry is astoundingly low. Even more surprising is how hardly any of these symmetries is exact. But most remarkable of all is how these broken symmetries can be used to describe nature amazingly accurately. Because of this large amount of approximate symmetry it is understandable that many classical natural philosophical were based on geometric shapes. Even in the first scientific texts written centuries later, when natural philosophy was evolving into natural science, explanations were often supported by symmetrical diagrams. The motion of the objects in our universe was first described using structures involving many lines and circles rather than mathematical formulas, which prove to be so useful today.

Although we have come a long way since, the importance of symmetry in physics remained. Even the basic idea of being able to describe the universe by a set of equations requires a symmetry, that nature follows simple, uniform causal patterns. Some other assumptions have a direct implication for the equations describing nature, the equivalence of physical laws over all time and space imply spacetime symmetries, that will be discussed at the end of the chapter 2.

Next to translations and rotations in space and time internal symmetries of some abstract space turn out also to be of great use in describing the world around us. Both spacetime and internal symmetries play a fundamental role in Quantum Field Theories, one of the common frameworks in modern physics. In Quantum Field Theories both matter particles and the interactions between them are described by fields spanned out over space and time. The mathematics describing symmetries is group theory, which will be reviewed in chapter 2.

The most successful Quantum Field Theory of today is the Standard Model, including leptons and quarks as matter particles and gluons, W and Z bosons and photons as interaction particles between them. The Higgs boson plays a special role as it is responsible for spontaneous symmetry breaking and the resulting masses of most of the particles. The Standard Model is based on a spacetime dependent internal symmetry, called a gauge symmetry, known as the Standard Model group,

$$SU(3)_C \times SU(2)_L \times U(1)_Y.$$ (1.1)

This gauge theory consisting of three separate sectors is extremely successful in predicting and describing results for experiments. The structure and symmetries of the Standard Model are discussed in chapter 3.

Despite its great success the Standard Model it is not a complete theory. The largest limitation is its lack of describing gravity, it describes only three of the four fundamental interactions in nature. Also the less understood Dark matter is not included in the Standard Model. Both these problems are still unsolved and will not be discussed in this thesis. There are however other hints that the Standard Model is incomplete. It does, for instance, not explain the masses of neutrinos needed to describe their observed flavour oscillations. Also the asymmetry between left and right-handed particles, which is put explicitly to match the $V - A$ structure observed in experiments, could be a reason to believe there is physics beyond the Standard Model. Some basic extensions are presented in chapter 4.

The main topic of this thesis is however the possibility that the Standard Model might be the low energy effective theory of a larger Grand Unified Theory. The main reason for this idea is the unsatisfactory amount of free parameters in the Standard Model, such as masses and
coupling strengths. If the universe seems to be so symmetric, is there no symmetry relating and constraining these many parameters? The attempt is to combine the three separate components of the model into one gauge theory based on a simple symmetry group, resulting in a link between the otherwise unrelated coupling strengths. How symmetry groups can be combined into larger symmetry groups is discussed in chapter 5.

Many Grand Unification groups have been suggested during the last 40 years. Although these indeed solve some problems of the Standard Model, such as the exact cancellation of the electric charge of the proton and the electron, other problems emerge. For instance new particles are predicted, of which the absence in observations must be explained. This also includes new gauge and Higgs bosons leading to interactions, predicting the proton to be unstable. The lower bound on its lifetime found in experiments restricts the possible decay modes of the proton. A phenomenological analysis for some popular models is given in chapter 6.

At first sight the number of possibilities for unification models might be overwhelming, but in a structured framework many patterns can be understood. Some models, such as those based on $SU(5)$ and $SO(10)$ gauge groups, have been suggested based on their simplicity and the perfect way in which Standard Model fits within. Others were based on more principle reasons, such as Left-Right models and trinification. It turns out that many subgroups of $E_6$ are of interest for unified model building, therefore these will be used throughout this thesis as unification groups.

In the end the mathematical framework needed to deal with these groups will turn out to bear more resemblance to the diagrams of circles used in classical natural sciences than formulas, showing that there is even symmetry in scientific methodologies used over centuries.
Chapter 2

Symmetry groups and Gauge theories

In this chapter some of the relevant properties of groups, in particular of Lie groups are revisited. After this the local transformations of fields and their derivatives are analysed, as a first step towards gauge theories describing the interactions between the fundamental particles in nature. At the end of this chapter the spacetime symmetries and corresponding discrete symmetries are reviewed. There are many more elaborate texts dealing with the basics of Group theory. This review is based on [1, 2, 3, 4, 5, 6, 7], to which the reader is referred for further details.

2.1 Group theory

Symmetry plays a fundamental role in physics. Many theories can be viewed as results of invariance of the system under translations and rotations, either in real or in a more abstract space. These sets of operations that leave systems invariant can be described mathematically using groups, as described here.

2.1.1 Definition of a group

The mathematical definition of a group $G$ consists of a set of conditions that have to fulfilled in all the multiplication $\circ$ between elements $g_i$ of the group.

(i) **Closure:** $g_1, g_2 \in G \Rightarrow g_1 \circ g_2 \in G$,

(ii) **Associativity:** $g_1, g_2, g_3 \in G \Rightarrow (g_1 \circ (g_2 \circ g_3)) = (g_1 \circ g_2) \circ g_3$,

(iii) **Identity:** $\exists e \in G : \forall g \in G, g \circ e = e \circ g = g$,

(iv) **Inverse:** $\forall g \in G \exists g^{-1} \in G : g \circ g^{-1} = g^{-1} \circ g = e$.

These can be interpreted as,

(i) **Closure:** The group multiplication of any two elements in the group results in another element in the group,

(ii) **Associativity:** It does not matter which multiplication is done first, as long as the order of the elements is unchanged,

(iii) **Identity:** There is an element that corresponds to doing nothing,

(iv) **Inverse:** For every element there is one undoing its operation.

The elements of a group can be a set of discrete transformations, such as the operations that can be done on a triangle (rotation over $2\pi/3$ and reflections) or the three roots of unity in $Z_3$. The elements can however depend continuously on a set of parameters. Examples of these are the rotations of a directed circle and the complex phases in $U(1)$. In that case the group is called a Lie group. There exists a more formal definition, but this more intuitive description suffices for the following text.

An Abelian group is one in which the order of operations does not matter. For the elements of
the Abelian group $G$ this means,

$$\forall g_1, g_2 \in G: g_1 \circ g_2 = g_2 \circ g_1. \quad (2.1)$$

### 2.1.2 Local properties and Lie algebras

Since the elements of a Lie group depend on a continuous set of parameters the structure of these groups can be considered by expanding in the element in these parameters. Let $g = g(\xi)$ be an element of a $n$-dimensional Lie group with $\xi = (\xi_1, \ldots, \xi_n)$ the set of parameters it can depend on. The identity element of the group is obtained by putting all parameters to zero, corresponding to the trivial transformation of doing nothing, $e = g(0)$. For infinitesimal transformations, connected to the identity element by a continuous path described by the parameters $\xi_a$, the group element can be expanded around the identity element using an exponential map as,

$$g(\xi) = \exp(i\xi^a t_a) = e + i\xi^a t_a - \frac{1}{2}(\xi^a t_a)^2 + O(\xi^3), \quad (2.2)$$

where $a = 1, 2, \ldots n$ is summed over. The generators of the group $t_a$ are found from this relation to be,

$$t_a = -i \left. \frac{\partial g(\xi)}{\partial \xi^a} \right|_{\xi=0}. \quad (2.3)$$

Since the group multiplication of two infinitesimal transformations in a group must also be an infinitesimal transformation in that group,

$$g(\xi_1)g(\xi_2) = \exp(i\xi_1^a t_a) \exp(i\xi_2^b t_b) = \exp(i\xi_3^c t_c) = g(\xi_3). \quad (2.4)$$

This is provides a restriction on the commutator between the generators, as the product of two exponentials involves this via the Campbell–Baker–Hausdorff formula. By taking the natural logarithm on both sides one finds,

$$i\xi_3^c t_c = \ln\left( \exp(i\xi_1^a t_a) \exp(i\xi_2^b t_b) \right),$$

$$= \ln\left( e + i(\xi_1 + \xi_2)^a t_a - \frac{1}{2}(\xi_1^a t_a)^2 - \frac{1}{2}(\xi_2^b t_b)^2 - \xi_1^a t_a \xi_2^b t_b + O(\xi^3) \right),$$

$$= i(\xi_1 + \xi_2)^a t_a - \frac{1}{2}(\xi_1^a t_a)^2 - \frac{1}{2}(\xi_2^b t_b)^2 - \xi_1^a t_a \xi_2^b t_b + \frac{1}{2}((\xi_1 + \xi_2)^a t_a)^2 + O(\xi^3),$$

$$= i(\xi_1 + \xi_2)^a t_a - \frac{1}{2}(\xi_1^a t_a, \xi_2^b t_b) + O(\xi^3), \quad (2.5)$$

where the Taylor expansion of $\ln(1 + x) = x - x^2/2 + O(x^3)$ was used. It is assumed for this argument that all terms converge, for which elements close to identity must be considered. Now for the left and right side to be consistent the commutation relation must be of the form,

$$[t_a, t_b] = i f_{ab}^c t_c, \quad (2.6)$$

where the $i$ is convention, resulting in,

$$\xi_3^c = \xi_1^c + \xi_2^c - \frac{1}{2} \xi_1^a \xi_2^b f_{ab}^c + O(\xi^3) \quad (2.7)$$

The commutation relation in (2.6) is called the Lie product between two generators. The Lie Algebra corresponding to a Lie group with elements generated by the generators $t_a$ is the set of these generators. The Lie algebra is determined by the structure constants $f_{ab}^c$. From the relation between the Lie algebra and the Lie group it is clear that this commutation relation determines the local structure of the group.

### 2.1.3 Representations

For application in physics the abstract concept of groups and algebras must be transferred to a concrete set of operations working on states of the system. For instance the operation
corresponding to an abstract rotations must be transferred to a rotation of the system around some axis over some angle. For this interpretation of the group a mapping of the group elements to operators working on vector space describing the physical system has to be considered. This is called a representation of the group, denoted by $D$. The operators working on the vector space correspond to matrices, whose matrix multiplication follows the multiplication of the group,

$$D(g_1 \circ g_2) = D(g_1)D(g_2). \quad (2.8)$$

There must be the representation of the identity element $D(e)$ such that,

$$D(g \circ e) = D(e \circ g) = D(e)D(g) = D(g)D(e) = D(g), \quad (2.9)$$

from which it is clear that $D(e) = 1$ is the identity matrix. For the representation of the inverse
this implies,

$$D(g)D(g^{-1}) = D(g \circ g^{-1}) = D(e) = 1, \quad (2.10)$$

and thus the representation of the inverse of an element must be the inverse of the representation
of that element, $D(g^{-1}) = D(g)^{-1}$. From this we find that the representation matrices must be non-singular.

Every group has a trivial representation, where all elements are represented by the identity, $D(g) = 1 \quad \forall g$. In the exponential map (2.2) this representation can be recognized by taking
all parameters $\xi^a$ zero. At first this representation might seem useless, but in practice many
particles will be recognized to transform under the trivial representation of a group. Mostly this
particle is then said not to transform under the group.

The dimension of the representation is the size of the matrices to which the group elements are
mapped. An $n$-dimensional representation of a group corresponds to $n \times n$ non-singular matrices
following the group multiplication. This must not be confused with the dimension of the group,
which is the number of parameters in the group.

From the exponential map it is clear that in considering a representation of the group elements
a representation of the generators must be found. The Lie product in the Lie algebra (2.6) is
independent of the representation. The structure constants are determined by the group, and
are therefore independent of the representation. Any non-trivial representation can therefore be
used to find the structure constants.

In Abelian groups the order of multiplication of the elements does not matter. From (2.5)
it follows that in this case the commutation of the generators must be equal to minus itself.
Therefore the structure constants of an Abelian group are always zero.

**Irreducible representations**

There exist infinitely many representations of every group. One can always construct larger
representations from combining multiple smaller ones. Consider for instance a two-dimension
rotation represented by $2 \times 2$ matrices $A$. There exists the three-dimensional representation of
the form $\text{diag}(A, 1)$, which clearly follows the same multiplication. This would be the rotations
around some invariant direction in three-dimensional space. These representations with an
invariant subspace are called reducible representations. In general it turns out that in a reducible
representation by a basis transformation all matrices can simultaneously (the transformation is
independent on the group element) brought to the form,

$$D(g) = \begin{pmatrix} A & B \\ 0 & C \end{pmatrix} \quad (2.11)$$

An irreducible representation is one that is not reducible. The irreducible representations are
often labelled by their dimension, although there exist inequivalent representations that have
the same dimension, thus it is not a unique label. From the multiplication of irreducible repre-
sentations new irreducible representations can be constructed, for instance by composition into
symmetric and antisymmetric part or trace and traceless part. Fortunately this has been done
for many groups and representations, the results can be found in [8].

Most of the groups that will be considered in gauge theories are defined by the multiplication
of a specific set of matrices. It is clear that these matrices form a representation of the group,
called the *defining representation*. In the following sections some Lie groups will be discussed in terms of their defining representation, note however that there can also be other irreducible representations that follow the same multiplication. The defining representation is of great importance in physics, since mostly matter fields transform under the defining representation of (part of) the gauge group.

## 2.2 Unitary and Special Unitary groups

*Unitary groups* $U(N)$ are groups with *unitary* $N \times N$ matrices as elements $U$, meaning $U^{-1} = U^\dagger$. *Special unitary groups* $SU(N)$ have as an extra condition that the determinant of the matrices $U$ must be one, $\det(U) = 1$. Unitary $N \times N$ matrices have $N^2$ real degrees of freedom, therefore the Lie group $U(N)$ depends on $N^2$ real parameters. In other words, the *dimension* of $U(N)$ is $N^2$. The condition on the determinant in $SU(N)$ reduces the number of independent real parameters by one, resulting in a dimension of $N^2 - 1$.

From the exponential map we find that the unitarity of the elements restricts the generators of these groups to be *hermitian*, $t_a = t_a^\dagger$, since,

$$
U(\xi) = \exp(i\xi^a t_a),
$$

$$
U(\xi)^{-1} = \exp(-i\xi^a t_a),
$$

$$
U(\xi)^\dagger = \exp(-i\xi^a t_a^\dagger).
$$

For the generators of a special unitary group an extra condition applies, $\text{tr}(t_a) = 0$, since,

$$
\exp(0) = 1 = \det(U(\xi)) = \det(\exp(i\xi^a t_a)) = \exp(i\xi^a \text{tr}(t_a))
$$

### 2.2.1 $U(1)$

The unitary group $U(1)$ consists by definition of unitary $1 \times 1$ matrices, thus complex scalars $U$ with $U^{-1} = \frac{1}{U} = U^*$. These can be represented by complex phases, $U = \exp(i\phi)$, in which $\phi$ is one real free parameter, as expected from the dimension of this group. This group is generated by a real scalar, consistent with the hermiticity condition. The resulting exponential map is consistent with the complex phase proposed earlier as representation. The commutation of numbers is zero, thus all structure constants for this group are zero, from which it is clear that this is an Abelian group.

### 2.2.2 $SU(2)$

The elements of $SU(2)$ are defined by their representation in unitary $2 \times 2$ matrices with unit determinant,

$$
U = \begin{pmatrix}
\alpha & \beta \\
-\beta^* & \alpha^*
\end{pmatrix} = \begin{pmatrix}
a + bi & c + di \\
-c + di & a - bi
\end{pmatrix},
$$

with $\det(U) = \alpha\alpha^* + \beta\beta^* = a^2 + b^2 + c^2 + d^2 = 1$, where $\alpha, \beta \in \mathbb{C}$ and $a, b, c, d \in \mathbb{R}$. Indeed we find three independent real parameters. The defining representation of the generators of $SU(2)$ must be three $2 \times 2$ hermitian traceless matrices. A common choice is $t_a = \frac{2}{\sqrt{2}}$ using the Pauli matrices which indeed obey these conditions,

$$
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

An important property of these matrices is that for each of them $\sigma_3^2 = 1$. Using this one finds for the exponential map,

$$
U = \exp(i\xi^a t_a) = \exp(i\xi n^a \sigma_a/2) = \cos(\xi/2) \mathbb{1} + i\sin(\xi/2)n^a \sigma_a,
$$

$$
= \left( \begin{array}{cc}
\cos(\xi/2) + i\sin(\xi/2)n^3 \\
\cos(\xi/2)(n^1 + in^2)
\end{array} \right)
\left( \begin{array}{c}
\sin(\xi/2)(n^1 - in^2) \\
\cos(\xi/2)n^3
\end{array} \right),
$$

$$
(2.18)
$$

$$
(2.19)
$$
from which it is clear that det(U) = e^{i\theta} is a phase. Therefore,

\[ U^{-1} = \left( \begin{array}{ccc} \alpha & \beta e^{i\theta} & \gamma e^{i\theta} \\ -\beta & \alpha & \delta \\ -\gamma & \delta & \alpha \end{array} \right) \]

This can be solved for \( \gamma \) and \( \delta \) to find that any unitary 2 \&times; 2 matrix can be parametrized as,

\[ U = \left( \begin{array}{ccc} \alpha & \beta & \gamma e^{i\theta} \\ -\beta & \alpha & \delta \\ -\gamma & \delta & \alpha \end{array} \right) \]

which satisfies \( \det(U) = e^{i\theta} \) if \( \alpha \beta + \beta \gamma = 1 \). Via redefinitions of \( \alpha \) and \( \beta \) the place of the explicit phase can be shifted around to get a more suitable form if needed. Indeed we find 4 real free parameters in this representation, as should be for \( U(2) \).

2.2.4 SU(3)

It is clear that explicit calculations on the eight-dimensional \( SU(3) \) start becoming rather involved. One would expect the group to be generated by eight hermitian traceless 3 \&times; 3 matrices, and indeed an explicit form of these is well known. It is common to define the generators using the Gell-Mann matrices, \( \lambda_a = \frac{1}{2} \), where

\[ \lambda_1 = \left( \begin{array}{ccc} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right), \quad \lambda_2 = \left( \begin{array}{ccc} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{array} \right), \quad \lambda_3 = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{array} \right) \]

\[ \lambda_4 = \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{array} \right), \quad \lambda_5 = \left( \begin{array}{ccc} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{array} \right), \quad \lambda_6 = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{array} \right) \]

\[ \lambda_7 = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{array} \right), \quad \lambda_8 = \frac{1}{\sqrt{3}} \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{array} \right) \]

are indeed all hermitian and traceless.
2.2.5 SU(N)

This construction of the generators of the special unitary groups can be extended for even larger groups SU(N). A basis must be found for $N \times N$ hermitian traceless matrices. The normalisation of the Pauli and Gell-Mann matrices is continued,

$$\text{Tr}(t_a t_b) = \frac{1}{2} \delta_{ab}. \quad (2.27)$$

The labelling of these $N^2 - 1$ matrices becomes rather arbitrary, but the structure of these should be understood, since these matrices will be used later. There are $N(N - 1)/2$ non-diagonal real matrices, of the form,

$$[t_a]_{xy} = \frac{1}{2}(\delta_{ix} \delta_{jy} + \delta_{jx} \delta_{iy}), \quad (2.28)$$

where $x, y = 1, \ldots, N$ are the matrix indices, and $i, j = 1, \ldots, N$ are two generator specific indices determining which two off-diagonal components are non-zero. To avoid double counting consider $i < j$. For example,

$$t_{i=1, j=2} = \frac{1}{2} \begin{pmatrix} 0 & 1 & \cdots \\ 1 & 0 & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix}. \quad (2.29)$$

The next $N(N-1)/2$ generators are non-diagonal imaginary matrices,

$$[t_a]_{xy} = \frac{i}{2}(\delta_{ix} \delta_{jy} - \delta_{jx} \delta_{iy}), \quad (2.30)$$

with the same interpretation and range of $x, y, i$ and $j$. The final $N - 1$ real diagonal matrices are defined as [2],

$$[t_a]_{xy} = \frac{1}{\sqrt{2m(m+1)}} \left( \sum_{k=1}^{m} \delta_{ik} \delta_{jk} - m \delta_{m+1,x} \delta_{m+1,y} \right), \quad (2.31)$$

where $x, y$ are again the matrix indices and $m = 1, \ldots, N - 1$ is the generator specific index. One can check that the Pauli and Gell-Mann matrices indeed are of this structure, up to a factor $1/2$. The generator label $a$ ranging from 1 to $N^2 - 1$ that fixes $i, j$ and $m$ can be chosen in many different ways, resulting in a reordering of the generators. Note again that this is only the defining representation.

2.3 Orthogonal and Special Orthogonal groups

The Orthogonal groups $O(N)$ are defined as the real orthogonal $N \times N$ matrices. This means that a group element $O$ has an inverse $O^{-1} = O^T$ which is also a group element. Special Orthogonal adds the condition that $\det(O) = 1$. The generators of the orthogonal group must be antisymmetric, $t_a = -t_a^T$, since,

$$O(\xi) = \exp(i\xi^a t_a),$$

$$O^{-1}(\xi) = \exp(-i\xi^a t_a),$$

$$O^T(\xi) = \exp(i\xi^a t_a^T). \quad (2.32)$$

To make the antisymmetry of the generators clear it is common to consider the generators in the form $M_{ab} = -M_{ba}, a, b = 1, \ldots, N$ instead. In this way the group elements are,

$$O(\xi) = \exp(i\xi^{ab} M_{ab}), \quad (2.33)$$

where $\xi^{ab}$ are again real parameters. Since the group elements $O$ are real by definition the generators $t_a$ must be fully imaginary. Imaginary anti-symmetric $N \times N$ matrices have $(N^2 - N)/2 = N(N - 1)/2$ real degrees of freedom, from which it follows that the dimension of $O(N)$ is $N(N - 1)/2$. The dimension of $SO(N)$ is the same, since antisymmetric matrices are already traceless, in contrast to $U(N)$ and $SU(N)$ there is no local distinction between $O(N)$ and
The difference is in the global properties, since $O(N)$ consists of two connected components, with $\det(O) = \pm 1$ respectively. These are the only two options since,

$$1 = \det(1) = \det(OO^T) = \det(O)^2. \quad (2.34)$$

The defining representation can be parametrized as [2],

$$[M_{ab}]_{xy} = -i (\delta_{ax} \delta_{by} - \delta_{bx} \delta_{ay}), \quad (2.35)$$

where $x,y = 1, \ldots, N$ are the matrix indices. In comparing with (2.30) one finds that the generators of $SO(N)$ are included in the generators $SU(N)$, which is as expected since real orthogonal matrices are unitary. It follows that $SO(N)$ is a subgroup of $SU(N)$. From the defining representation one finds the Lie algebra to be,

$$[M_{ab}, M_{cd}] = i (\delta_{ac} M_{bd} - \delta_{ad} M_{bc} + \delta_{bd} M_{ac} - \delta_{bc} M_{ad}). \quad (2.36)$$

## 2.4 Gauge theories and fields

Both in the Standard Model and in beyond the Standard Model physics gauge symmetries play an important role. In this section the occurrence of gauge fields is studied resulting from invariance under imposed local symmetries.

A field $\psi$ is defined to transform as follows,

$$\psi(x) \rightarrow \psi'(x) = U \psi(x). \quad (2.37)$$

Any object transforming in this way is said to transform covariantly. As long as a global symmetry is considered the transformation of spacetime derivative of the field is covariant,

$$\partial_\mu \psi(x) \rightarrow \partial_\mu \psi'(x) = U \partial_\mu \psi(x), \quad (2.38)$$

but if instead a local transformation is considered, in which the transformation is considered to be spacetime dependent, $U(x)$, the ordinary derivative no longer transforms covariantly,

$$\psi(x) \rightarrow \psi'(x) = U(x) \psi(x), \quad (2.39)$$

$$\partial_\mu \psi(x) \rightarrow \partial_\mu \psi'(x) = U(x) \partial_\mu \psi(x) + \partial_\mu U(x) \psi(x). \quad (2.40)$$

A new derivative is introduced that transforms covariantly by construction, therefore called the covariant derivative,

$$D_\mu \psi(x) \rightarrow \left(D_\mu \psi(x)\right)' = U(x) D_\mu \psi(x). \quad (2.41)$$

This covariant derivative is defined as,

$$D_\mu \psi(x) = \partial_\mu \psi(x) - iW_\mu(x) \psi(x). \quad (2.42)$$

From now on the spacetime dependence of the fields is considered understood and will no longer be written explicitly. The transformation of $W_\mu$ must be such that the covariant derivative follows the defining transformation (2.41), therefore,

$$iW_\mu \rightarrow (iW_\mu)' = (\partial_\mu \psi - D_\mu \psi)' = \partial_\mu U \psi + U \partial_\mu \psi - U D_\mu \psi,$$

$$\partial_\mu \psi + U \partial_\mu \psi = \partial_\mu U \psi + D_\mu \psi + U iW_\mu \psi,$$

$$= (U iW_\mu + \partial_\mu U) \psi,$$

$$= (U iW_\mu + \partial_\mu U) U^{-1} \psi'. \quad (2.43)$$

From this we find that $W_\mu$ must transform as follows,

$$W_\mu \rightarrow W'_\mu = U W_\mu U^{-1} - i\partial_\mu U U^{-1}. \quad (2.44)$$
Now consider the order expansion of the exponential map (2.2) for the transformation matrix $U(x)$.

$$U(x) = \exp\left( i \xi^a(x) t_a \right) = 1 + i \xi^a(x) t_a + \mathcal{O}(\xi^2),$$

(2.45)

$W_\mu$ can also be decomposed in a linear combination of the generators,

$$W_\mu(x) = B^a_\mu(x) t_a,$$

(2.46)

where the parameters $B^a_\mu$ are called the gauge fields. Here the generators can in principle still be in any representation, but if the field $\phi$ transforms under the defining representation, as is often the case, the generators are those of the adjoint representation. The first order transformation of these gauge fields can be derived from (2.44),

$$i B^a_\mu t_a \rightarrow i B'^a_\mu t_a = (1 + i \xi^a t_a) i B^b_\mu t_b (1 - i \xi^c t_c) + i \partial_\mu \xi^a t_a (1 - i \xi^b t_b) + \mathcal{O}(\xi^2),$$

$$= i B^a_\mu t_a - \xi^a t_a B^b_\mu t_b + B^b_\mu t_b \xi^c t_c + i \partial_\mu \xi^a t_a + \mathcal{O}(\xi^2),$$

$$= i B^a_\mu t_a - \xi^b B^c_\mu \{t_b, t_c\} + i \partial_\mu \xi^a t_a + \mathcal{O}(\xi^2),$$

(2.47)

$$= i B^a_\mu t_a - f^{ab}_c \xi^b B^c_\mu t_a + i \partial_\mu \xi^a t_a + \mathcal{O}(\xi^2).$$

Resulting in the first order transformation of the gauge fields,

$$B^a_\mu \rightarrow B'^a_\mu = B^a_\mu + i f^{ab}_c \xi^b B^c_\mu + \partial_\mu \xi^a.$$

(2.48)

**Field strength**

Since the covariant derivative of the field $\psi$ transforms covariantly,

$$D_\mu \rightarrow D'_\mu = UD_\mu U^{-1},$$

(2.49)

any product of these covariant derivative also transforms in the same way. For instance the commutation between two covariant derivatives, here introduced in combination with a test function $\psi$,

$$G_{\mu\nu} \psi = i[D_\mu, D_\nu] \psi = i[\partial_\mu - iW_\mu, \partial_\nu - iW_\nu] \psi,$$

$$= (\partial_\mu W_\nu - \partial_\nu W_\mu - i[W_\mu, W_\nu]) \psi.$$

(2.50)

This can again be decomposed in terms of the generators, $G_{\mu\nu} = G^a_{\mu\nu} t_a$, where $G^a_{\mu\nu}$ is called the field strength. In terms of the gauge fields $B^a_\mu$, the field strength is therefore,

$$G^a_{\mu\nu} = \partial_\mu B^a_\nu - \partial_\nu B^a_\mu - i f^{ab}_c B^b_\mu B^c_\nu.$$

(2.51)

This field strength will be relevant in the construction of Lagrangians as the kinetic term for the gauge fields.

**Coupling constant**

For describing physical systems based on these gauge theories a measure of strength of the interaction must be included. This is implemented by the introduction of a coupling constant $g$, via the following rescaling of the parameters,

$$B^a_\mu \rightarrow g B^a_\mu, \quad G^a_{\mu\nu} \rightarrow g G^a_{\mu\nu}, \quad \xi^a \rightarrow g \xi^a.$$

(2.52)

Therefore the covariant derivative (2.42) reads,

$$D_\mu = \partial_\mu - ig B^a_\mu t_a.$$

(2.53)

The transformation up to order $\xi^2$ of the gauge fields (2.48) is,

$$B^a_\mu \rightarrow B'^a_\mu = B^a_\mu + i g f^{ab}_c \xi^b B^c_\mu + \partial_\mu \xi^a.$$

(2.54)

The definition of the field strength (2.51) becomes,

$$G^a_{\mu\nu} = \partial_\mu B^a_\nu - \partial_\nu B^a_\mu - i g f^{ab}_c B^b_\mu B^c_\nu.$$

(2.55)
2.5 Spacetime symmetries

One of the most important symmetries in physics is the symmetry of spacetime itself. Since from Special Relativity we know that the speed of light is the same in all inertial reference frames the following relation between coordinate systems \(x'^\mu\) and \(x^\mu\) holds \([4]\),

\[
g_{\mu\nu}dx'^\mu dx'^\nu = g_{\mu\nu}dx^\mu dx^\nu, \tag{2.56}
\]

from which it follows that,

\[
g_{\mu\nu} = \frac{\partial x'^\alpha}{\partial x^\mu} \frac{\partial x'^\beta}{\partial x^\nu} g_{\alpha\beta} = \Lambda^0_\mu \Lambda^\beta_\nu g_{\alpha\beta}, \tag{2.57}
\]

the coordinate transformations \(\Lambda\) leave the Minkowski metric invariant. The transformation of spacetime coordinates is therefore,

\[
x'^\mu = \Lambda^\mu_\nu x^\nu, \tag{2.58}
\]

These transformations form the Lorentz group, with identity element \(\Lambda^0_\nu = \delta^0_\nu\), and inverse \((\Lambda^{-1})^\mu_\nu = \Lambda^\mu_\nu\), since from (2.57),

\[
\Lambda^\alpha_\mu \Lambda^\mu_\nu = \delta^\alpha_\nu = \frac{1}{4} g_{\alpha\gamma} g^{\mu\beta} g_{\beta\sigma} g^{\sigma\gamma} = \delta^\mu_\nu. \tag{2.59}
\]

Since physics is supposed to be the same in all space and at all time, theories are also supposed to be invariant under translations in spacetime, \(x'^\mu = x^\mu + a^\mu\). The combination of Lorentz transformations and spacetime translations form a bigger group, the Poincaré group with elements \(U(\Lambda, a)\), under which the spacetime coordinates transform as,

\[
x'^\mu = \Lambda^\mu_\nu x^\nu + a^\mu. \tag{2.60}
\]

From performing this transformation twice it is clear that the group multiplication of the Poincaré group is,

\[
U(\tilde{\Lambda}, \tilde{a})U(\Lambda, a) = U(\Lambda \tilde{\Lambda}, \Lambda \tilde{a} + \tilde{a}). \tag{2.61}
\]

The identity element of this group is \(U(1, 0)\), from which it is clear that the inverse \(U(\Lambda, a)^{-1} = U(\Lambda^{-1}, -\Lambda^{-1} a)\).

It is clear from the above that the Lorentz group is a subgroup of the Poincaré group, with \(a = 0\). This Lorentz group is in itself not a connected group, but can be split in four parts \([1, 4]\). From equation (2.57) it is clear that \(\det(\Lambda)^2 = 1\) and \((\Lambda^0_\nu)^2 = 1 + (\Lambda^0_\nu)^2\), from which it follows that,

\[
\det(\Lambda) = +1 \text{ or } \det(\Lambda) = -1 \text{ and } \Lambda^0_0 \geq +1 \text{ or } \Lambda^0_0 \leq -1. \tag{2.62}
\]

Therefore the Lorentz group can be split up in four disconnected subsets, related to each other via the discrete transformations,

\[
P^\mu_\nu = \text{diag}(1, -1, -1, -1), \quad T^\mu_\nu = \text{diag}(-1, 1, 1, 1), \tag{2.63}
\]

corresponding to space and time coordinate inversion respectively. The subset with \(\det(\Lambda) = 1\) and \(\Lambda^0_0 \geq +1\) form a subgroup \(\mathcal{L}_+\), called the proper orthochronous Lorentz group. The other subsets do not form subgroups since the identity element \(\Lambda^0_\nu = \delta^0_\nu\) is not in these sets. An overview of the sets and their relations is given in table 2.1.

<table>
<thead>
<tr>
<th>(\Lambda^0_0)</th>
<th>(L^\uparrow_+)</th>
<th>(\uparrow\mathcal{T})</th>
<th>(L^\uparrow_-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\geq +1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\leq -1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Overview of the connected subsets of the Lorentz group and the discrete transformation between them, based on \([3]\).
Since the Lorentz transformations correspond to rotations in (3,1)-dimensional spacetime, the corresponding Lie group is $SO(3,1)$. The corresponding Lie algebra, the Lorentz algebra, is $[3]$, 

$$[M^\mu{}{}{}^\nu, M^\rho{}{}{}^\sigma] = -i(g^{\mu\rho}M^\nu{}{}{}^\sigma - g^{\rho\sigma}M^\nu{}{}{}^\mu + g^{\nu\sigma}M^\rho{}{}{}^\mu - g^{\mu\sigma}M^\rho{}{}{}^\nu),$$  

(2.64)

which is the extension from Euclidean (2.36) to Minkowski spacetime.

### 2.6 C, P and T transformations

Next to the continuous transformations described above there are two discrete spacetime symmetries, parity and time-reversal. These are the connections between the subsets of the Lorentz group, suitably labelled $P$ and $T$ before. Parity mirrors the space dimensions $(t,x) \rightarrow (t,-x)$, where time reversal mirrors time, $(t,x) \rightarrow (-t,x)$.

A third discrete symmetry, unrelated to spacetime symmetries, that is often discussed in the same context is charge conjugation $C$, which brings particles to their anti-particle and vice versa. These symmetries are discussed in great detail in many other texts, such as $[3, 4]$, here only the results are given as they will be needed later.

$$P\psi(t,x)P^{-1} = \gamma^0 \psi(t,-x),$$

$$T\psi(t,x)T^{-1} = \zeta \gamma^1 \gamma^2 \gamma^3 \psi(-t,x),$$

$$C\psi(t,x)C^{-1} = \xi i\gamma^5 \psi^T(t,x),$$

(2.65)

The gamma matrices here are the Dirac matrices as discussed before in appendix A. The phases $\eta, \zeta$ and $\xi$ can often be all set to one to simplify computations, since they do not appear in bilinears $[3]$. Note that the transpose in these equations only works on the spinor indices. Often the left and right-handed chirality components are treated separately, defined as

$$P_L\psi = \frac{1-\gamma^5}{2}\psi = \psi_L, \quad P_R\psi = \frac{1+\gamma^5}{2}\psi = \psi_R.$$  

(2.66)

It is interesting to consider what happens with these components under the discrete transformations. From filling in the definitions above and using properties of the Dirac matrices one finds,

$$P\psi_L(t,x)P^{-1} = \gamma^0 \psi_R(t,-x), \quad P\psi_L(t,x)P^{-1} = \psi_R(t,-x)\gamma^0,$$

$$T\psi_L(t,x)T^{-1} = \gamma^1 \gamma^2 \gamma^3 \psi_L(-t,x), \quad T\psi_L(t,x)T^{-1} = \psi_L(-t,x)\gamma^1 \gamma^3,$$

$$C\psi_L(t,x)C^{-1} = i\gamma^5 \psi^T_R(t,x), \quad C\psi_L(t,x)C^{-1} = i\psi^T_R(t,x)\gamma^2 \gamma^0.$$  

(2.67)

where one can also swap all left and right labels. The general phase is left out for simplicity. Not that $P$ and $C$ relate lift and right-handed spinors, while $T$ does not. A combined transformation of charge conjugation and parity will leave the chirality invariant,

$$C\mathcal{P}\psi_L(t,x)\mathcal{P}^{-1} = -i\gamma^5 \psi^T_L(t,-x), \quad C\mathcal{P}\psi_L(t,x)\mathcal{P}^{-1} = i\psi^T_L(t,-x)\gamma^2.$$  

(2.68)

The transformation of scalar and vector fields and more straightforward to find. Since scalar fields do not transform under spacetime transformations by definition, the discrete transformations are,

$$\mathcal{P}\phi(t,x)\mathcal{P}^{-1} = \eta \phi(t,-x),$$

$$T\phi(t,x)T^{-1} = \zeta \phi(-t,x),$$

$$C\phi(t,x)C^{-1} = \xi \phi^*(t,x).$$

(2.69)

where the in general $\eta, \zeta$ and $\xi$ are included for completeness. These can be different from the phases for spinor fields. Since the fields $W_\mu$ transform as vectors under spacetime transformations should transform accordingly. The transformations of vectors are $[4]$,

$$\mathcal{P}W_\mu(t,x)\mathcal{P}^{-1} = -\eta \gamma^\mu \psi^\nu(t,-x),$$

$$\mathcal{T}W_\mu(t,x)\mathcal{T}^{-1} = -\zeta \gamma^\nu \psi^\mu(-t,x),$$

$$\mathcal{C}W_\mu(t,x)\mathcal{C}^{-1} = \xi \psi^\nu_W(t,x).$$

(2.70)
From the Coleman-Mandula theorem [9] we know that the generators of the internal symmetries, such as the gauge symmetries, are not allowed to transform in any but the trivial way. This fixes the transformation of the gauge bosons $W^{\mu}_{a}$ under parity and time reversal, but since charge conjugation is not a spacetime symmetry the transformation of the gauge bosons still has freedom. It will therefore be derived separately when it is needed.
Chapter 3

The Standard Model

In the *Standard Model* the building blocks of matter and the interactions between those via quantum mechanics are described. This *quantum field theory* includes *leptons* and *quarks*, which can interact by the exchange of *gauge bosons* corresponding to the *strong nuclear force*, the *weak nuclear force* and the *electromagnetic force*. The *Higgs bosons*, responsible for the mass of many fundamental particles, is also included in the Standard Model. The lack of describing gravity, neutrino oscillations, and the observation of dark matter are among the reasons to assume that the Standard Model is not a complete theory. Nevertheless, the Standard Model has enormous successes in both describing and predicting phenomena in particle physics. It should therefore be considered a fundamental basis for any theory beyond it, such as unification or a theory of everything. Therefore some important aspects of the Standard Model will be revisited here, to build a framework in which the possible extensions can be understood.

3.1 The Electroweak interaction

In the Standard Model the weak and electromagnetic interactions are unified according to the *Glashow-Weinberg-Salam* theory. This theory is based on a *spontaneously broken* $SU(2)_L \times U(1)_Y$ gauge symmetry. The $SU(2)_L$ weak isospin symmetry is generated by the Pauli matrices (2.17). The generator of $U(1)_Y$ is the real scalar $Y$, called the *hypercharge*. Note that the interactions have different couplings $g$ and $g'$. An arbitrary transformation under this gauge symmetry is therefore,

$$U(x) = e^{i\xi(x)\sigma_a/2}e^{i\theta(x)Y},$$  \hspace{1cm} (3.1)

where $a = 1, 2, 3$ ensures summation over all $SU(2)_L$ generators. From (2.53) the covariant derivative is therefore,

$$D^\mu_{ij} = \partial^\mu \delta^{ij} - ig W^a_{\mu} \sigma^{ij}_a/2 - ig' B^\mu_Y \delta^{ij},$$ \hspace{1cm} (3.2)

The isospin indices $i, j = 1, 2$ are denoted explicitly. In this equation $W^a_{\mu}$ and $B^\mu_Y$ are the *gauge bosons* corresponding to the $SU(2)$ and $U(1)$ symmetry respectively.

3.1.1 The Higgs mechanism

To describe the observed particles and interactions the gauge symmetry must be spontaneously broken. This means that although the Lagrangian is constructed to be invariant under $SU(2)_L \times U(1)_Y$ transformations, the vacuum is not. The theory must be constructed such that the vacuum is however invariant under a $U(1)_Q$ gauge transformation, where $Q$ stands for the *electric charge*.

The symmetry breaking is performed by a complex scalar field $\phi$, with isospin and hypercharge of $1/2$, therefore transforming as a doublet under $SU(2)_L$. An example of a scalar potential that is invariant under these transformations and allows spontaneous symmetry breaking is the Mexican hat potential,

$$V(\phi) = -\mu^2 \phi^\dagger \phi + \lambda(\phi^\dagger \phi)^2,$$ \hspace{1cm} (3.3)
with $\mu$ and $\lambda$ real constants. For $\lambda < 0$ this potential is not bounded from below and therefore unphysical. For $\lambda > 0$ it obtains a minimum for,

$$\phi^\dagger \phi = \frac{\mu^2}{2\lambda} = \frac{v^2}{2}.$$  \hfill (3.4)

Every vacuum expectation value $\langle \phi \rangle$ satisfying this minimum equation is a vacuum state, resulting in equivalent physical quantities. One can therefore pick any orientation, thereby fixing the gauge. A common choice is,

$$\langle \phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix},$$  \hfill (3.5)

in which $v$ is the constant real scalar defined in (3.4). A gauge transformation does not leave this state invariant but takes it to another vacuum state. The $SU(2)_L \times U(1)_Y$ is thus spontaneously broken.

The kinetic term $|D_\mu \phi|^2$ at this vacuum state is,

$$|D_\mu \phi|^2 = \frac{1}{\sqrt{2}} \begin{pmatrix} \partial_\mu - \frac{i g}{2} W^\mu_3 - \frac{i g'}{2} B_\mu & -\frac{i g}{2} (W^\mu_1 - i W^\mu_2) \\ -\frac{i g}{2} (W^\mu_1 + i W^\mu_2) & \partial_\mu + \frac{i g}{2} W^\mu_3 - \frac{i g'}{2} B_\mu \end{pmatrix} \begin{pmatrix} 0 \\ v \end{pmatrix} \left( \begin{pmatrix} 0 \\ v \end{pmatrix} \right)^2,$$  \hfill (3.6)

$$= \frac{v^2}{8} \left( g^2 |W^\mu_3 - i W^\mu_2|^2 + |g W^\mu_3 - g' B_\mu|^2 \right).$$  \hfill (3.7)

From this we recognize three massive vector bosons: one particle anti-particle pair,

$$W^\pm_\mu = \frac{1}{\sqrt{2}} (W^\mu_1 \pm i W^\mu_2) \quad \text{with mass} \quad m_W = g \frac{v}{2},$$  \hfill (3.8)

and one that is its own antiparticle,

$$Z^\mu_0 = \frac{1}{\sqrt{g^2 + g'^2}} \left( g W^\mu_3 - g' B_\mu \right) \quad \text{with mass} \quad m_Z = \sqrt{g^2 + g'^2} \frac{v}{2}.$$  \hfill (3.9)

Indeed one finds that only three linear combinations of the four gauge bosons $W^a_\mu$ and $B_\mu$ arise in this Lagrangian. One vector boson remains massless, the linear combination orthogonal to $Z^\mu_0$,

$$A_\mu = \frac{1}{\sqrt{g^2 + g'^2}} \left( g' W^3_\mu + g B_\mu \right).$$  \hfill (3.10)

These relations can be inverted to,

$$W^1_\mu = \frac{1}{\sqrt{2}} \left( W^+_\mu + W^-_\mu \right), \quad W^3_\mu = \frac{1}{\sqrt{g^2 + g'^2}} \left( g' A_\mu + g Z^0_\mu \right),$$  \hfill (3.11)

$$W^2_\mu = \frac{1}{\sqrt{2}} \left( W^+_\mu - W^-_\mu \right), \quad B_\mu = \frac{1}{\sqrt{g^2 + g'^2}} \left( g A_\mu - g' Z^0_\mu \right).$$

From filling in these re-parametrizations in (3.2) one finds the covariant derivative in terms of the mass eigenstates of the gauge bosons,

$$D_\mu = \partial_\mu - \frac{ig}{\sqrt{2}} W^\mu_1 \frac{1}{2} (\sigma_1 + i \sigma_2) - \frac{ig'}{\sqrt{2}} W^\mu_1 \frac{1}{2} (\sigma_1 - i \sigma_2)$$

$$- \frac{i}{\sqrt{g^2 + g'^2}} Z^\mu_0 \left( \frac{g^2 \sigma_3}{2} - g'^2 Y \right) - \frac{igg'}{\sqrt{g^2 + g'^2}} A_\mu \left( \frac{\sigma_3}{2} + Y \right).$$  \hfill (3.12)

In the last term the electromagnetic interaction can be recognized, carried by the massless photon, in which the coupling is the elementary charge $e$ and the generator is the electric charge $Q$,

$$e = \frac{gg'}{\sqrt{g^2 + g'^2}}, \quad Q = \frac{\sigma_3}{2} + Y.$$  \hfill (3.13)
This interpretation is consistent with the previous choices. The components of the scalar doublet with hypercharge 1/2 have an electric charge of +e and 0 respectively, and can therefore be suitably labelled as,

$$\phi = \begin{pmatrix} \phi^+ \\ \phi^- \end{pmatrix}.$$  \hfill (3.14)

The vacuum in the form of (3.5) is recognized to be chargeless, as it is supposed to be.

**Symmetries after breaking**

To find out what is left over of the $SU(2)_L \times U(1)_Y$ symmetry after breaking an arbitrary transformation (3.1) up to first order is considered.

$$\frac{1}{\sqrt{2}} \begin{pmatrix} 1 + i \frac{\alpha}{2} & \alpha^3 + i \beta \\ \alpha^3 - i \beta \end{pmatrix} \begin{pmatrix} 0 \\ v \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix} + \frac{i v}{2\sqrt{2}} \begin{pmatrix} \alpha^1 + i \alpha^2 \\ \alpha^1 - i \beta \end{pmatrix}. \hfill (3.15)$$

The vacuum is invariant under transformations if the last term is zero. This leads to the restrictions,

$$\alpha^1 = \alpha^2 = 0, \quad \alpha^3 = \beta \equiv \alpha, \hfill (3.16)$$

resulting in the transformation that leaves the vacuum invariant,

$$U = \exp \begin{pmatrix} i & 0 \\ 0 & 0 \end{pmatrix} = e^{i\alpha Q}. \hfill (3.17)$$

The electric charge enters here via its definition (3.13), from which it is clear that after spontaneous symmetry breaking a $U(1)_Q$ symmetry survives, the symmetry of *Quantum Electrodynamics*. This is again consistent with the findings before. The degree of freedom corresponding to one generator survives, resulting in one massless gauge boson $A_\mu$, while the three other degrees of freedom are absorbed by the $W^{\pm}_\mu$ and $Z_0^\mu$ resulting in their mass. In group theoretical terms this Standard Model Higgs mechanism could be described as,

$$SU(2)_L \times U(1)_Y \rightarrow U(1)_Q \hfill (3.18)$$

### 3.1.2 The Higgs boson

A general expansion of the doublet $\phi$ around its vacuum expectation value can be parametrized as,

$$\phi(x) = U(x) \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h(x) \end{pmatrix}, \hfill (3.19)$$

where $U(x)$ is a gauge transformation. The real scalar excitation $h(x)$ is called the *Higgs field*, corresponding to the Higgs boson. If now one again considers the Mexican-hat potential (3.3), one finds,

$$V(\phi) = -\frac{\mu^2}{2} (v + h(x))^2 + \frac{\lambda}{4} (v + h(x))^4 = -\frac{\mu^4}{4\lambda} + \mu^2 h^2 + \sqrt{\lambda}\mu h^3 + \frac{\lambda}{4} h^4. \hfill (3.20)$$

In this Lagrangian a constant term occurs that can be scaled away. Also a mass term can be recognized from which the Higgs mass is predicted to be,

$$m_h = \sqrt{2}\mu. \hfill (3.21)$$

The self interactions of the Higgs field can also be found from (3.20),

\[ h \quad \quad = -6i\sqrt{\lambda}\mu, \quad \quad h \quad \quad = -6i\lambda. \]
Now consider the kinetic term $|D_\mu \phi|^2$ in terms of the mass eigenstates of the gauge bosons (3.12) and for the expansion around the vacuum expectation value,

$$
|D_\mu \phi|^2 = \left| \frac{1}{\sqrt{2}} \left( \partial_\mu - \frac{ig}{\sqrt{2}} W^\mu_\mu - ie A_\mu \right) \right|^2 Z^0_\mu - \frac{i}{\sqrt{2}} W^\mu_\mu - \frac{ig}{\sqrt{2}} W^\mu_\mu \partial_\mu \left( 0 \right)^2 \left( v + h(x) \right),
$$

$$
= \frac{1}{2} \left( \partial_\mu h \right)^2 + g^2 v^2 4 W^\mu_\mu W^\mu_\mu \left( 1 + \frac{h}{v} \right)^2 + (g^2 - g^2) v^2 4 Z^0_\mu Z^0_\mu \left( 1 + \frac{h}{v} \right)^2, \quad (3.22)
$$

Here we recognize the kinetic term for the Higgs field, the mass terms for the gauge bosons and the following interactions between the Higgs and massive gauge bosons ($V^\mu_\mu = W^\mu_\mu, W^\mu_\mu, Z^0_\mu$),

\[
\begin{align*}
V^\mu_\mu &= \frac{2i m^2}{v} g_{\mu\nu}, \\
V^\mu_\nu &= \frac{2i m^2}{v^2} g_{\mu\nu}.
\end{align*}
\]

### 3.2 The Strong interaction

From the group theoretical point of view the Strong interaction is less involved than the electroweak interaction. The $SU(3)_C$ gauge symmetry on which the theory is based is not broken. The gauge transformation is generated by the Gell-Mann matrices (2.26),

$$
U(x) = e^{i a(x) \lambda^a / 2}, \quad (3.23)
$$

where $a$ ensures summation over all eight generators. The corresponding covariant derivative (2.53) is,

$$
D^{ij}_\mu = \partial_\mu \delta^{ij} - ig S \frac{\lambda^a}{2}, \quad (3.24)
$$

where $i, j = 1, 2, 3$ are now colour indices. The eight gauge bosons $G^a_\mu$ are the massless gluons. This short description of the Strong interaction skips over the many complications this non-abelian gauge theory brings. This summary is however enough for the arguments in this thesis.

### 3.3 Fermion content

Next to the Higgs and gauge bosons the Standard Model involves fields corresponding to the leptons and quarks. These fermions are described by the Dirac Lagrangian,

$$
\mathcal{L}_D = \bar{\psi}(x) (i \gamma^\mu \partial_\mu - m) \psi(x), \quad (3.25)
$$

This Lagrangian can be generalized to a gauge invariant form by using the covariant derivative $D_\mu$ instead of the ordinary derivative $\partial_\mu$, to describe the interactions with gauge bosons. Spinors can be decomposed in their right-handed and left-handed chirality component using the projection operators,

$$
P^2_L = P_L, \quad P^2_R = P_R, \quad P_L P_R = 0. \quad (3.27)
$$

where the projection operators follow,
Using this and the anti-commutation of the Dirac matrices one find the decomposition in left- and right-handed spinors,

\[ \mathcal{L}_D = \bar{\psi}_L i \gamma_5 \psi_L + \bar{\psi}_R i \gamma_5 \psi_R - m(\bar{\psi}_L \gamma_5 \psi_R + \bar{\psi}_R \gamma_5 \psi_L), \]  

(3.28)

The left- and right-handed leptons and quarks behave differently in the Standard Model. Only the left-handed fermions transform under the defining representation of SU(2)_L, explaining the subscript. The right-handed fermions transform trivially under this symmetry and therefore have zero weak isospin. The lepton sector consists therefore of left-handed isospin doublets and right-handed isospin singlets. For the quarks this implies,

\[ Q_L = \begin{pmatrix} u \\ d \\ \nu_e \\ \nu_\mu \\ \nu_\tau \end{pmatrix}_L, \quad u_R = (u_R, c_R, t_R), \quad d_R = (d_R, s_R, b_R), \]

(3.29)

where all three generations are denoted explicitly. For the lepton sector we find,

\[ L_L = \begin{pmatrix} \nu_e \\ \nu_\mu \\ \nu_\tau \end{pmatrix}_L, \quad \nu_\mu = (\nu_\mu, \nu_\tau, \nu_\tau), \quad \nu_\tau = (\nu_\tau, \nu_\tau, \nu_\tau). \]

(3.30)

No right-handed neutrino is considered in the Standard Model.

The upper and lower components in \( Q_L \) and in \( L_L \) differ by one in electric charge, according to the definition in (3.13). The hypercharge of the different multiplets are fixed by the experimentally known electric charge of the content. The up-like quarks (up, charm and top) have an electric charge of \( +\frac{2}{3}e \), while down-like quarks (down, strange and bottom) have electric charge \(-\frac{1}{3}e\). Therefore,

\[ Y(Q_L) = \frac{1}{6}, \quad Y(u_R) = \frac{2}{3}, \quad Y(d_R) = -\frac{1}{3}. \]

(3.31)

Since the electron, muon and tauon (or tau) have electric charge \(-e\), while the neutrinos are chargeless, the hypercharge is,

\[ Y(L_L) = -\frac{1}{2}, \quad Y(\nu_R) = -1. \]

(3.32)

Only the quarks take part in the strong interaction, resulting in an SU(3)_C colour charge for each quark, arbitrarily labelled red, blue and green. The leptons transform trivially under SU(3)_C and therefore carry no colour. The colour index is not denoted in (3.29) for short.

It is common to label the transformation of the fermions by the dimension of SU(3)_C and SU(2)_L under which these transform, and their hypercharge. The resulting fermion content of the Standard Model and its transformation under SU(3)_C \times SU(2)_L \times U(1)_Y is,

\[ Q_L = (3, 2, 1/6), \quad u_R = (3, 1, 2/3), \quad d_R = (3, 1, -1/3), \quad L_L = (1, 2, -1/2), \quad e_R = (1, 1, -1). \]

(3.33)

### 3.3.1 Coupling of gauge bosons to fermions

The gauge invariant Dirac Lagrangian (3.25) for these massless fermion fields is,

\[ \mathcal{L}_f = \bar{Q}_i Q_i + \bar{u}_R i \gamma_5 Q_i + \bar{d}_R i \gamma_5 Q_i + \bar{L}_i i \gamma_5 L_i + \bar{\nu}_R i \gamma_5 Q_i, \]

(3.34)

where \( i = 1, 2, 3 \) is the generation index. The covariant derivatives contain contributions from the electroweak (3.2) and strong (3.24) sector.
The electroweak interactions between the fermion fields and gauge bosons are,

\[
\mathcal{L}^{\text{EW}} = \frac{g}{\sqrt{2}} W^{\mu}_\nu \left( \overline{d}_L \gamma^\mu u_L + \overline{u}_L \gamma^\nu d_L \right) + \frac{g}{\sqrt{2}} W^{\mu}_\nu \left( \overline{L} \gamma^\mu u_L + \overline{u}_L \gamma^\nu L \right).
\]

In the Yukawa interaction for the quarks an extra term is introduced to ensure the mass of the fermions, the mass is obtained via the Higgs mechanism. Consider the following Yukawa coupling of the fermion fields to the Higgs field \( \phi \),

\[
\mathcal{L}_Y = -g e^{ij}_L \overline{\psi}_L^i \psi^j_R - g e^{ij}_R \overline{\psi}_R^j \phi^i \psi^j_L.
\]

If now the expansion around the vacuum expectation value of \( \phi \) is considered, and the lepton representations are filled in for the fermion fields the Lagrangian becomes,

\[
\mathcal{L}_{Y_L} = -\frac{v}{\sqrt{2}} g e^{ij}_L \overline{e}^i_R e^j_L \left( 1 + \frac{\overline{h}}{v} \right) - \frac{v}{\sqrt{2}} g e^{ij}_R \overline{\nu}^i_R \nu^j_L \left( 1 + \frac{h}{v} \right).
\]

Since the Yukawa coupling matrix was not required to be diagonal there is a coupling between different lepton generations. One can however transform \( g e^{ij}_L \) to a real diagonal matrix \( M_{e}^{ij} \) by a unitary basis transformation,

\[
M_{e} = U^{\dagger}_{eL} g e U_{eR} = M_{e}^{ij}, \quad e_L = U_{eL} e_L', \quad e_R = U_{eR} e_R'.
\]

The Yukawa interaction term in this new basis is,

\[
\mathcal{L}_{Y_L} = -\frac{v}{\sqrt{2}} M_{e}^{ij} \overline{e}^i_R e^j_L \left( 1 + \frac{\overline{h}}{v} \right) - \frac{v}{\sqrt{2}} M_{e}^{ij} \overline{\nu}^i_R \nu^j_L \left( 1 + \frac{h}{v} \right),
\]

in which we recognize mass terms and couplings to the Higgs field \( h \). The masses of the fermions are therefore parametrized as,

\[
m_{e} = \frac{v}{\sqrt{2}} M_{e}^{ii}.
\]

In the Yukawa interaction for the quarks an extra term is introduced to ensure the mass of the up-like quarks, with scalar field related to the Higgs field as,

\[
\tilde{\phi} = i \sigma_2 \phi^* = \begin{pmatrix} \phi^0 & -\phi \end{pmatrix},
\]

### 3.3.2 Fermion masses and Yukawa interactions

From (3.28) it is clear that a Dirac mass term couples left to right-handed fields. Since these fields transform differently under the gauge group this term is forbidden in the Standard Model. Therefore no explicit term in the Lagrangian can ensure the mass of the fermions, the mass is also obtained via the Higgs mechanism. Consider the following Yukawa coupling of the fermion fields to the Higgs field \( \phi \),

\[
\mathcal{L}_Y = -g e^{ij}_L \overline{\psi}_L^i \psi^j_R - g e^{ij}_R \overline{\psi}_R^j \phi^i \psi^j_L. \tag{3.38}
\]

If now the expansion around the vacuum expectation value of \( \phi \) is considered, and the lepton representations are filled in for the fermion fields the Lagrangian becomes,

\[
\mathcal{L}_{Y_L} = -\frac{v}{\sqrt{2}} g e^{ij}_L \overline{e}^i_R e^j_L \left( 1 + \frac{\overline{h}}{v} \right) - \frac{v}{\sqrt{2}} g e^{ij}_R \overline{\nu}^i_R \nu^j_L \left( 1 + \frac{h}{v} \right). \tag{3.39}
\]

Since the Yukawa coupling matrix was not required to be diagonal there is a coupling between different lepton generations. One can however transform \( g e^{ij}_L \) to a real diagonal matrix \( M_{e}^{ij} \) by a unitary basis transformation,

\[
M_{e} = U^{\dagger}_{eL} g e U_{eR} = M_{e}^{ij}, \quad e_L = U_{eL} e_L', \quad e_R = U_{eR} e_R'. \tag{3.40}
\]

The Yukawa interaction term in this new basis is,

\[
\mathcal{L}_{Y_L} = -\frac{v}{\sqrt{2}} M_{e}^{ij} \overline{e}^i_R e^j_L \left( 1 + \frac{\overline{h}}{v} \right) - \frac{v}{\sqrt{2}} M_{e}^{ij} \overline{\nu}^i_R \nu^j_L \left( 1 + \frac{h}{v} \right), \tag{3.41}
\]

in which we recognize mass terms and couplings to the Higgs field \( h \). The masses of the fermions are therefore parametrized as,

\[
m_{e} = \frac{v}{\sqrt{2}} M_{e}^{ii}. \tag{3.42}
\]

In the Yukawa interaction for the quarks an extra term is introduced to ensure the mass of the up-like quarks, with scalar field related to the Higgs field as,

\[
\tilde{\phi} = i \sigma_2 \phi^* = \begin{pmatrix} \phi^0 & -\phi \end{pmatrix}, \tag{3.43}
\]
where $\phi^* = \phi^{**}$. The following Yukawa interaction is considered,

$$\mathcal{L}_{Yq} = -g_{ij}^{q} \tilde{q}_{L}^{i} \phi \tilde{d}_{R}^{j} - g_{u}^{q} \tilde{q}_{L}^{i} \tilde{u}_{R}^{j} + h.c., \quad (3.44)$$

where now $h.c.$ denotes the hermitian conjugate of the previous terms, for short. Note that in general the Yukawa couplings need not be the same, resulting in the subscript $u$ and $d$. After expanding around the vacuum again a transformation to diagonal coupling matrices is considered,

$$M_q = U_{qL} u_q U_{qR} \quad q = d, u, \quad (3.45)$$

resulting in the following Yukawa coupling,

$$\mathcal{L}_{Yq} = -\frac{v}{\sqrt{2}} M_{q}^{d} \tilde{d}_{i}^{d} + M_{q}^{u} \tilde{u}_{i}^{u} \quad (3.46)$$

The mass of the quarks is therefore parametrized in a similar way to the leptons,

$$m_q^{d} = \frac{v}{\sqrt{2}} M_{q}^{d}, \quad m_q^{u} = \frac{v}{\sqrt{2}} M_{q}^{u}. \quad (3.47)$$

The Yukawa interaction between the fermions and the Higgs boson are found to be as illustrated below. Note that the Higgs boson couples to the mass eigenstates $f'$ of the fermions instead of the flavour eigenstates $f$. In the diagram $f'$ can be any massive fermion, $e^\prime_i, d^\prime_i, u^\prime_i$. In contrast to the coupling via the vector bosons in this case left and right-handed chirality fields are coupled.

$$\mathcal{L}_{CC} = g \sqrt{2} \left( W_{\mu} u^{\prime i}_{L} \gamma_{\mu} d_{i}^{L} + W_{\mu} d^{\prime j}_{L} \gamma_{\mu} u^{\prime j}_{L} \right) \quad (3.48)$$

$$= g \sqrt{2} \left( W_{\mu} u^{\prime i}_{L} U_{i k}^{\mu} U_{k j}^{\mu} d^{L} d^{L} + W_{\mu} d^{\prime j}_{L} U_{j k}^{\mu} U_{k i}^{\mu} u^{\prime j}_{L} u^{\prime j}_{L} \right) \quad (3.49)$$

where in the last line the constant unitary $Cabibbo$–$Kobayashi$–$Maskawa$ matrix $V = U_{uL}^{\dagger} U_{dL}$ was introduced to describe this inequality of mass and flavour eigenstates.

### 3.4 Eigenstates and the CKM-matrix

For finding the mass of the fermions a basis transformation had to be applied to the fermion fields, bringing flavour eigenstates $f$ to mass eigenstates $f'$. The latter is the physical state of the particles since mass eigenstates are the one observed in experiment. It would therefore be useful to transform the results found before for the kinetic terms and the coupling to vector bosons to the new basis. In many cases the change of basis has no effect, since the effect on $f$ and $\bar{f}$ is opposite and therefore cancels in most terms. In the $flavour$ changing charged $current$ term (3.35), up-like and down-like quarks couple. One therefore finds the following interaction in terms of the mass eigenstates of the quarks,

$$\mathcal{L}_{CC} = g \sqrt{2} \left( W_{\mu} u^{\prime i}_{L} \gamma_{\mu} d_{i}^{L} + W_{\mu} d^{\prime j}_{L} \gamma_{\mu} u^{\prime j}_{L} \right) \quad (3.48)$$

$$= g \sqrt{2} \left( W_{\mu} u^{\prime i}_{L} U_{i k}^{\mu} U_{k j}^{\mu} d_{j}^{L} + W_{\mu} d^{\prime j}_{L} U_{j k}^{\mu} U_{k i}^{\mu} u^{\prime j}_{L} \right) \quad (3.49)$$

where in the last line the constant unitary $Cabibbo$–$Kobayashi$–$Maskawa$ matrix $V = U_{uL}^{\dagger} U_{dL}$ was introduced to describe this inequality of mass and flavour eigenstates.

#### 3.4.1 CP violation in the CKM-matrix

The Standard Model is of course constructed to be invariant under the Poincaré group. It turns out however that it is in large parts also invariant under certain discrete spacetime related
symmetries. According to the \( CPT \)-theorem [3, 4, 10] every Lorentz invariant quantum field theory with hermitian Lagrangian, such as the Standard Model, is invariant under a combined transformation of charge conjugation, parity and time reversal, which were discussed in 2.6. This implies that the transformation under \( CP \) and under \( T \) are opposite. It turns out however that most parts of the Standard Model Lagrangian are invariant under \( CP \) and \( T \) separately already.

The only potentially \( CP \) violating term involves the CKM-matrix and will be discussed here in detail.

Quarks are spinors and thus transform according to (2.65). The transformation of the first bilinear in (3.48) is therefore,

\[
\mathcal{CP}\bar{d}_L^i\gamma^\mu d_L^i \mathcal{CP}^{-1} = u_L^{iT} \gamma^\mu u_L^{T},
\]

\[
= u_L^{iT} \gamma^\mu \gamma^5 d_L^i,
\]

\[
= -d_L^i \gamma^\mu \gamma^5 u_L^i,
\]

\[
\begin{cases} \tilde{d}_L^i \gamma^\mu u_L^i (t, -\mathbf{x}) & \text{if } \mu = 0, \\ d_L^i \gamma^\mu u_L^i (t, -\mathbf{x}) & \text{if } \mu = 1, 2, 3, \end{cases}
\]

(3.50)

where many of the properties of Dirac matrices were used, as discussed in A. One finds that the result is of the form of the other bilinear in (3.48). The flavour changing charged current is therefore \( CP \) invariant if the charged vector bosons is imposed to transform as,

\[
\mathcal{CP} W^\pm_{\mu} (\mathcal{CP})^{-1} = \begin{cases} -W^\pm_\mu (t, -\mathbf{x}) & \text{if } \mu = 0, \\ W^\pm_\mu (t, -\mathbf{x}) & \text{if } \mu = 1, 2, 3. \end{cases}
\]

(3.51)

This is consistent with (2.70) if the generators of \( SU(2)_L \) do not transform under charge conjugation. If one however changes to mass eigenstates of the quarks as in (3.49) and performs the same reasoning as for (3.50) one finds that,

\[
\mathcal{CP}\bar{d}_L^i \gamma^\mu V^{ij} d_L^j \mathcal{CP}^{-1} = \begin{cases} \tilde{d}_L^j \gamma^\mu V^{ij} u_L^i (t, -\mathbf{x}) & \text{if } \mu = 0, \\ d_L^j \gamma^\mu V^{ij} u_L^i (t, -\mathbf{x}) & \text{if } \mu = 1, 2, 3. \end{cases}
\]

(3.52)

From combine these with (3.51) and comparing terms with (3.49) we find that only basis transformations are allowed by a CKM-matrix with real entries, since \( V^{ji} = V^{ij} \) implies \( V^{ij} = V^{ij} \).

In other words, \( CP \) violation only occurs in the Standard Model if the CKM-matrix is complex.

### 3.5 Global symmetries

Next to the local symmetries on which the Standard Model theory is build there are multiple related and unrelated global symmetries. In this section first the global symmetries related to the gauge invariance are studied, including an approximate extension. Then the other global symmetries of the theory are discussed.

#### 3.5.1 The Higgs bi-doublet

The Higgs-like scalar field \( \tilde{\phi} = i\sigma_2 \phi^* \) introduced before to ensure the mass of up-like quarks (3.43), can be combined \( \phi \) field itself into a single \textit{Higgs bi-doublet},

\[
\Phi = \frac{1}{\sqrt{2}} \begin{pmatrix} \phi & \tilde{\phi} \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} \phi^0 & \phi^* \end{pmatrix},
\]

(3.53)

The Higgs sector of the Standard Model can also be described in terms of this bi-doublet, as described in [11] and in some more detail in [12]. In this framework the \textit{custodial symmetry} becomes immediately clear.

It is known that \( \phi \) transforms as an \( SU(2)_L \) isospin 1/2 doublet with \( U(1)_Y \) hypercharge 1/2,

\[
\phi \rightarrow \phi' = e^{i\xi \sigma_3/2} e^{i\theta/2} \phi
\]

(3.54)
The transformation of $\tilde{\phi}$ is therefore,
\[
\tilde{\phi} \rightarrow \tilde{\phi}' = i\sigma_2 \left( e^{i\xi^a\sigma_a/2} e^{i\theta/2} \phi \right)^* ,
\]
\[
= i\sigma_2 e^{-i\xi^a\sigma_a/2} e^{-i\theta/2} \phi ,
\]
\[
= e^{i\xi^a\sigma_a/2} e^{-i\theta/2} i\sigma_2 \phi^* ,
\]
\[
= e^{i\xi^a\sigma_a/2} e^{-i\theta/2} \tilde{\phi} ,
\]
(3.55)

where it was used that $\sigma_2 \exp(-i\xi^a\sigma_a/2) = \exp(i\xi^a\sigma_a/2) \sigma_2$, as can be shown using the transformation in the form of (2.18) and the anti-commutation of the Pauli matrices, $\{ \sigma_a, \sigma_b \} = 2\delta_{ab}$,
\[
\sigma_2 e^{-i\xi^a\sigma_a/2} = \sigma_2 (\cos(\xi/2) 1 - i \sin(\xi/2) n^a \sigma_a^*) ,
\]
\[
= (\cos(\xi/2) 1 + i \sin(\xi/2) n^a \sigma_a) \sigma_2 = e^{i\xi^a\sigma_a/2} \sigma_2 ,
\]
(3.56)

since $\sigma_2^* = \sigma_2$. Apparently $\tilde{\phi}$ transforms in the same way as $\phi$ under $SU(2)_L$, but oppositely under $U(1)_Y$. The transformation under $SU(2)_L \times U(1)_Y$ of the bi-doublet is therefore,
\[
\Phi \rightarrow \Phi' = e^{i\xi^a\sigma_a/2} \Phi e^{-i\theta \sigma_3} = L \Phi Y .
\]
(3.57)

Note the appearance of $-\sigma_3$ by the opposite way $\phi$ and $\tilde{\phi}$ transform under $U(1)_Y$. The Higgs Lagrangian invariant under local $SU(2)_L \times U(1)_Y$ transformations,
\[
L = |D_\mu \phi|^2 - V(\phi),
\]
(3.58)

where the covariant derivative of $\Phi$ is,
\[
D_\mu \Phi = \partial_\mu \Phi - \frac{ig}{2} W^a_\mu \sigma_a \Phi + \frac{ig}{2} \sigma_3 B_\mu \Phi ,
\]
(3.60)

where in the last term $-\Phi \sigma_3 = (\sim \phi, \phi)\sqrt{2}$ ensures the opposite transformation of $\tilde{\phi}$ under $U(1)_Y$.

All local symmetries have a corresponding global symmetry as well, by the trivial spacetime dependence in which the transformation is the same everywhere. The Lagrangian (3.59) is therefore invariant under global $SU(2)_L \times U(1)_Y$ transformations by construction. It had been discussed before that the Higgs field obtaining its vacuum expectation value breaks the local $SU(2)_L \times U(1)_Y$ symmetry to $U(1)_Q$. Now the breaking of the global symmetry will be considered.

The vacuum expectation value of the bi-doublet is found from the definition (3.53) and the vacuum expectation value of the Higgs field (3.5) found to be,
\[
\langle \Phi \rangle = \frac{1}{2} \begin{pmatrix} v & 0 \\ 0 & v \end{pmatrix} ,
\]
(3.61)

This choice of the degenerate vacuum breaks the symmetry. The remaining symmetry is the one that leaves the vacuum expectation value invariant,
\[
\langle \Phi \rangle \rightarrow e^{i\xi^a\sigma_a/2} \langle \Phi \rangle e^{-i\theta \sigma_3} = \langle \Phi \rangle ,
\]
(3.62)

where for a global symmetry the parameters $\xi^a$ and $\theta$ are not spacetime dependent. Since $\langle \Phi \rangle$ is proportional to identity the restriction is,
\[
e^{i\xi^a\sigma_a/2} e^{-i\theta \sigma_3} = 1 .
\]
(3.63)

This restricts the 4 real global $SU(2)_L \times U(1)_Y$ parameters to 1, as $\xi^1 = \xi^2 = 0$ and $\xi^3 = \theta$. The resulting global symmetry is $U(1)_{\sigma_3/2+Y} = U(1)_Q$, corresponding to the electromagnetic charge defined in (3.13).
3.5.2 Approximate custodial symmetry

The Higgs Lagrangian (3.59) almost has an extra global $SU(2)_R$, where the transformation on the bi-doublet from the right,

$$\Phi \rightarrow \Phi e^{i\xi^a\sigma_a/2} = \Phi R^\dagger. \quad (3.64)$$

This transformation leaves the Lagrangian invariant if,

$$D_\mu \Phi = \partial_\mu \Phi - \frac{ig}{2} W_\mu^a \sigma_a \Phi + \frac{ig'}{2} B_\mu \Phi \sigma_3 \rightarrow D_\mu \Phi R^\dagger, \quad (3.65)$$

but the last term in the covariant derivative restrict the $SU(2)_R$ to its $U(1)$ subgroup. Consider the parameterization of (2.16) for the $SU(2)_R$ transformation to see that $R^\dagger \sigma_3 = \sigma_3 R^\dagger$ restricts the transformation to $R^\dagger = \exp(i\xi^a\sigma_a/2)$.

Consequently $SU(2)_R$ is not a global symmetry of the Lagrangian. In the limit where the coupling to $U(1)_Y$ is taken to zero, $g' \rightarrow 0$, the symmetry becomes valid and the global symmetry becomes $SU(2)_L \times SU(2)_R$.

$$\Phi \rightarrow L \Phi R^\dagger, \quad (3.66)$$

$$D_\mu \Phi = \partial_\mu \Phi - \frac{ig}{2} W_\mu^a \sigma_a \Phi \rightarrow L D_\mu \Phi R^\dagger. \quad (3.67)$$

After symmetry breaking the global symmetry is smaller,

$$\langle \Phi \rangle \rightarrow L \langle \Phi \rangle R^\dagger = \langle \Phi \rangle, \quad (3.68)$$

Since the vacuum expectation value is proportional to identity this implies $LR^\dagger = \mathbb{1} \Rightarrow L = R$, therefore the symmetry $SU(2)_L \times SU(2)_R$ is broken to $SU(2)_{L+R}$. This unbroken approximate global symmetry of the Standard Model is called the custodial symmetry of the Standard Model. This result can also be obtained by taking the limit $g' \rightarrow 0$ after symmetry breaking. This limit of $g' \rightarrow 0$ is reasonable to consider if $g' \ll g$. Whether this holds can be checked from the masses of the weak gauge bosons given in (3.8) and (3.9). From experiments it follows,

$$\frac{g'}{g} = \sqrt{\frac{m_Z^2}{m_W^2} - 1} \approx 0.54, \quad (3.69)$$

which is not extremely small, from which it follows that the symmetry is strongly broken. In this case the $U(1)_{L+Y}$ symmetry is increased to $SU(2)_{L+R}$, where the left and right transformation have equal parameters. A summary of the relations between these global symmetries is given in table 3.1 on page 26.

3.5.3 Special orthogonal quadruplet

An instructive way to see what happens during spontaneous symmetry breaking and how an invariant direction occurs is by relating the $SU(2)_L \times SU(2)_R$ symmetry to a $SO(4)$ symmetry. Instead of the complex doublet $\phi = (\phi^+, \phi^0)^T$ the real quadruplet $\varphi = (\varphi_1, \varphi_2, \varphi_3, \varphi_4)^T$ can be considered, which are related via the transformation,

$$T = \begin{pmatrix} \phi^+ = \varphi_1 + i\varphi_2, \\ \phi^0 = \varphi_3 + i\varphi_4, \end{pmatrix} \quad (3.70)$$

The bi-doublet $\Phi$ in terms of the quadruplet $\varphi$ parameters can be found from its relation to the doublet $\phi$. An arbitrary $SU(2)_L \times SU(2)_R$ transformation of the bi-doublet in terms of these parameters is,

$$\begin{pmatrix} \varphi_3 - i\varphi_4 \\ -\varphi_1 + i\varphi_2 \\ \varphi_3 + i\varphi_4 \end{pmatrix} \rightarrow \begin{pmatrix} a & b \\ -b^* & a^* \end{pmatrix} \begin{pmatrix} \varphi_3 - i\varphi_4 \\ \varphi_1 + i\varphi_2 \\ \varphi_3 + i\varphi_4 \end{pmatrix} \begin{pmatrix} c^* & -d \\ d^* & c \end{pmatrix}, \quad (3.71)$$
where \( aa^* + bb^* = 1 \) and \( cc^* + dd^* = 1 \). From this the transformation of the real fields \( \varphi_i \) can be found. The resulting transformation matrix for the transformation of the quadruplet \( \varphi \to O\varphi \) is,

\[
O = \begin{pmatrix}
\text{Re}(ac + bd) & \text{Im}(-ac + bd) & \text{Re}(-ad + bc) & \text{Im}(-ad - bc) \\
\text{Im}(ac + bd) & \text{Re}(ac - bd) & \text{Im}(-ad + bc) & \text{Re}(ad + bc) \\
\text{Re}(ad^* + bc^*) & \text{Im}(-ad^* - bc^*) & \text{Re}(ac^* + bd^*) & \text{Im}(ac^* - bd^*) \\
\text{Im}(ad^* + bc^*) & \text{Re}(-ad^* - bc^*) & \text{Im}(ac^* + bd^*) & \text{Re}(ac^* - bd^*)
\end{pmatrix}.
\]

(3.72)

It can be checked that this matrix is an arbitrary \( SO(4) \) transformation matrix. One can observe that if one multiplies all parameters by a minus sign,

\[
a \to -a, \quad b \to -b, \quad c \to -c, \quad d \to -d,
\]

(3.73)

the \( SO(4) \) transformation in (3.72) remains the same, where the \( SU(2)_L \times SU(2)_R \) transformations in (3.71) both obtain a minus sign as well. This is exactly the \( \mathbb{Z}_2 \) symmetry lost in the \( 2:1 \) mapping of \( SU(2)_L \times SU(2)_R \) to \( SO(4) \). In the case that the \( SU(2)_L \times SU(2)_R \) symmetry is broken to \( SU(2)_{L+R} \) the transformation is restricted by \( a = c \) and \( b = d \). In this case the corresponding transformation matrix of the quadruplet becomes,

\[
O' = \begin{pmatrix}
\text{Re}(a^2 + b^2) & -\text{Im}(a^2 - b^2) & 0 & -2\text{Im}(ab) \\
\text{Im}(a^2 + b^2) & \text{Re}(a^2 - b^2) & 0 & -2\text{Re}(ab) \\
0 & 0 & 1 & 0 \\
-2\text{Im}(ab^*) & -2\text{Re}(ab^*) & 0 & aa^* - bb^*
\end{pmatrix}.
\]

(3.74)

This reduction of the symmetry results in an invariant direction, which is consistent with the vacuum expectation value as presented before, since for the quadruplet it is of the form,

\[
\langle \varphi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ 0 \\ 0 \\ v \end{pmatrix},
\]

(3.75)

which is indeed invariant under this transformation. By spontaneous symmetry breaking the \( SO(4) \) symmetry is therefore broken to \( SO(3) \). Table 3.1 includes the relation of this global symmetry to the global symmetries discussed before.

\[
\begin{align*}
SU(2)_L \times U(1)_Y & \quad 4 \quad \xrightarrow{\text{vev}} \quad U(1)_Q \quad 1 \\
\downarrow g' \to 0 & \quad \downarrow g' \to 0 \\
SU(2)_L \times SU(2)_R & \quad 6 \quad \xrightarrow{\text{vev}} \quad SU(2)_{L+R} \quad 3 \\
\downarrow T \ (2:1) & \quad \downarrow T \ (2:1) \\
SO(4) & \quad 6 \quad \xrightarrow{\text{vev}} \quad SO(3) \quad 3
\end{align*}
\]

Table 3.1: An overview of the relation between the (approximate) global symmetries of the Standard Model before and after spontaneous symmetry breaking. The number of (real) degrees of freedom is also shown.

### 3.5.4 Lepton and baryon number

Other global symmetries can be found that are not directly related to the gauge symmetries of the theory. In principle all matter fields in (3.29) and (3.30) could transform under separate global \( U(3) \) transformations between the different generations, implying a \( U(3)^5 \) accidental symmetry [12],

\[
U(3)_Q \times U(3)_u \times U(3)_d \times U(3)_L \times U(3)_e.
\]

(3.76)
This is however not a global symmetry of the Standard Model, the different interaction terms restrict these transformations. Since the Yukawa interactions (3.38) couple the $SU(2)_L$ doublets and singlets these should transform in the same way under the global symmetry. Since the quarks and leptons do not mix two $U(3)$ symmetries survive, labelled \textit{baryon} and \textit{lepton number},

$$U(3)_B \times U(3)_L.$$ \hfill (3.77)

After diagonalization into mass eigenstates the coupling between different generations is lost, resulting in a $U(1)$ transformation per generation, resulting in a $U(1)^6$ subgroup. In the coupling of the quarks with the charged gauge bosons (3.49) the CKM matrix occurs. This unitary $3 \times 3$ matrix mixes the different generations and does not commute with the general diagonal matrix corresponding to the $U(1)_B^6$ transformation. Only if the transformation is proportional to identity, resulting in an equal phase for each generation, and thereby only one $U(1)$ transformation. The accidental global symmetry corresponding to baryon and lepton number is therefore,

$$U(1)_B \times U(1)_e \times U(1)_\mu \times U(1)_\tau.$$ \hfill (3.78)

For extending the Standard Model this global symmetry could be promoted to a gauge symmetry. It turns out however that only the subgroup $U(1)_{B-L}$ is \textit{anomaly free} \cite{12}, which is the combination that is for instance used in the Left-Right models, discussed in the next chapter.
Despite the great success of the Standard Model there are reasons to believe that it is still incomplete, as discussed before. Many theories have been suggested to improve the model, with large variation in complexity. Numerous suggestions involve extensions of the Higgs sector, including the unified theories discussed at the end of this thesis. The two Higgs doublet model is a relatively simple extension of the Higgs sector and will therefore be studied here to get a feeling for the implications of these extensions.

Thereafter the Left-Right model will be studied as a first extension to the gauge group underlying the interactions between matter particles. This model will be also be used later as a possible first step towards a Grand Unified Theory based on an even larger gauge group.

4.1 Two Higgs doublet model

The Standard Model Higgs sector contains only one scalar Higgs doublet. Extensions can be suggested by including more doublets [11]. The minimal extension would be a second doublet,

$$\phi_1 = \begin{pmatrix} \phi_1^1 \\ \phi_1^0 \end{pmatrix}, \quad \phi_2 = \begin{pmatrix} \phi_2^1 \\ \phi_2^0 \end{pmatrix}. \tag{4.1}$$

The model is based on the same gauge symmetry as the Standard Model. The two doublets are identical copies of the Higgs doublet discussed before in chapter 3.1.1, and therefore have equal values for the quantum numbers hypercharge and weak isospin. Because of the equivalence of these fields the labelling is arbitrary. One could consider a transformation to another basis,

$$\phi'_i = U_{ij} \phi_j, \tag{4.2}$$

where the fields in the new basis are linear combinations of the fields in the old basis. The kinetic term for these scalar doublets is,

$$(D_\mu \phi_1)^\dagger D_\mu \phi_1 + (D_\mu \phi_2)^\dagger D_\mu \phi_2 = (D_\mu \phi_i)^\dagger D_\mu \phi_i, \quad i = 1, 2. \tag{4.3}$$

This kinetic term is clearly independent of the basis transformation (4.2) if the transformation is unitary, $U \in U(2)$. Off-diagonal kinetic terms are not considered here.

The gauge invariant Mexican hat potential (3.3) includes second and fourth order terms and can be generalized to all combinations of the fields, as in [13],

$$V(\phi_1, \phi_2) = Y_{ij} \phi_i^\dagger \phi_j + Z_{ijkl}(\phi_i^\dagger \phi_j)(\phi_k^\dagger \phi_l), \quad i, j, k, l = 1, 2, \tag{4.4}$$

with $Z_{ijkl} = Z_{klij}$. To ensure the hermiticity of the Lagrangian one has to require $Y_{ij} = Y_{ij}^*$ and $Z_{ijkl} = Z_{jilk}^*$, resulting in fourteen real parameters in this potential. The potential is not basis independent, but transforms as,

$$Y'_{ij} = U_{im} Y_{mn} U_{jn}^*, \quad Z'_{ijkl} = U_{im} U_{ok} Z_{mnop} U_{jn}^* U_{lp}^*, \tag{4.5}$$
and therefore not all parameters are physical. For the potential to be physical it must be bounded from below, which constrains the parameters even more. Nevertheless, finding the minimum of this potential is more complicated than in the case with only one doublet, where there are only two real parameters. If we however consider the interpretation where the lower component of the doublet is electrically neutral it follows from the neutrality of the vacuum that the vacuum expectation values are of the form,

\[ \langle \phi_1 \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_1 \end{pmatrix}, \quad \langle \phi_2 \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_2 e^{i\xi} \end{pmatrix}, \]  

(4.6)

where \( v_1 \) and \( v_2 \) are real parameters and \( \xi \) is the relative phase between them. In general an overall phase could be included, but by the gauge choice this phase can be shifted away, thereby breaking the gauge invariance, just as in the Standard Model. It turns out that even the relative phase, which could be a cause of \( CP \) violation, can be shifted away, with a basis transformation. After the unitary transformation,

\[ U = \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\xi} \end{pmatrix}, \]  

(4.7)

the phase is shifted to the potential. In this way the relative phase can not completely removed, it will appear via the parameters of the potential instead of via the vacuum expectation values.

**The Yukawa interaction**

Since the two Higgs doublet model introduces another scalar field the Yukawa sector can different from to the Standard Model. The fermion content can couple to each of the doublets, resulting in the *generalized Yukawa Lagrangian* of the form [14],

\[ L_Y = -\bar{\psi}_i^L (g_{1ij}^1 \phi_1 + g_{2ij}^2 \phi_2) \psi_j^R - \bar{\psi}_i^R (g_{1ij}^1 \phi_1^\dagger + g_{2ij}^2 \phi_2^\dagger) \psi_j^L. \]  

(4.8)

Note that the coupling between the fermions and the one or the other doublet are independent, some fermions may couple much weaker or even not at all to one of the fields. Also remember that the labelling of the doublets is not fixed, one could perform a basis transformation and find another coupling to a linear combination of the Higgs doublets. The independence of the couplings also implies that \( g_1 \) and \( g_2 \) can not in general be diagonalized at the same time, which could result in another source of \( CP \) violation. It also results in flavour changing neutral currents via at least one of the Higgs doublets. To avoid these flavour changing neutral currents, that have not been observed in experiments, one needs to apply extra restrictions. The restriction can be that in some basis the fermions couple each to only one of the Higgs doublets. This can be implemented via the requirement of an extra global \( \mathbb{Z}_2 \) symmetry,

\[ \phi_1 \rightarrow \phi_1, \quad \phi_2 \rightarrow -\phi_2, \]  

(4.9)

or a more general \( U(1) \) symmetry,

\[ \phi_1 \rightarrow \phi_1, \quad \phi_2 \rightarrow e^{i\omega} \phi_2, \]  

(4.10)

under which the fermions coupling to \( \phi_1 \) do not transform, but those coupling to \( \phi_2 \) transform to make the Lagrangian invariant under this transformation. Note that the coupling of the fermions to only one of the doublet fixes the basis, in another basis again a mixing of these couplings occurs. Also note that this extra symmetry constrains the potential (4.4), but not to the extent where coupling between these doublets is removed.

Similar to the Standard Model three different Yukawa coupling must be considered, corresponding to the coupling to up-type quarks, down-type quarks (via \( \phi_i \equiv i\sigma_2 \phi_i \)) and leptons.

### 4.1.1 C, P and T transformations

In section 2.6 the \( C, P \) and \( T \) transformations of scalar fields were introduced,

\[ P \phi(t,x) P^{-1} = \eta \phi(-t,-x), \]
\[ T \phi(t,x) T^{-1} = \zeta \phi(-t,x), \]
\[ C \phi(t,x) C^{-1} = \xi \phi^\ast(t,x). \]  

(4.11)
Unfortunately, multiple equivalent fields complicate the matter, since charge conjugation is no longer uniquely defined in this case. Charge conjugation turns out to be \textit{basis-dependent}, it is no longer clear what the eigenstates of charge conjugation are. The transformation under $C$ can therefore be generalized to,

\[
C\phi_i(t,x)C^{-1} = X_{ij}\phi_j(t,x),
\]  

(4.12)

where $X$ is a $2 \times 2$ unitary transformation matrix. In literature one often finds a generalized $CP$-transformation to be of this form, but since the problem is with charge conjugation, not parity, we stick to $C$ here. The transformation of $X$ under basis transformations is found from performing (4.2) before and after charge conjugation. From this we find that,

\[
X'_{ij} = U_{ik}X_{kl}U_{jl} = (UXU^T)_{ij},
\]  

(4.13)

from which it is clear that a diagonal transformation in one basis is not also diagonal in another basis. It is not even generally true that an arbitrary unitary transformation $X$ can be diagonalized by a basis transformation [11], since it transforms with $U^T$ not $U^\dagger$. It can be checked however that every unitary $X$ can by a suitable choice of $U$ be brought to the form [11, 13],

\[
X' = \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix},
\]  

(4.14)

where $U$ can be chosen such that $0 \leq \theta \leq \pi/2$.

According to the $CPT$ theorem, that has been discussed before in section 3.4.1, any Lorentz-invariant quantum field theory with hermitian Lagrangian is invariant under the combined transformation $CPT$. The behaviour of parity and time reversal is independent on the basis, and therefore these transformations do not need to be generalized. From the corresponding transformations (4.11) it is clear that the result of performing parity and time reversal twice is only a phase. Because of the $CPT$ theorem the same should hold for charge conjugation. This is not however immediately clear from the generalized transformation (4.12). Instead one finds,

\[
C^2\phi_i(C^{-1})^2 = X_{ij}X_{jk}\phi_k = (XX^*)_{ik}\phi_k.
\]  

(4.15)

The eigenvalues of $X'X'^*$ are easily computed to be $e^{\pm 2i\theta}$. Since $X'X'^* = UXU^TU^*X^*U^\dagger$ the characteristic polynomial of $X'X'^*$ is the same as for $XX^*$, resulting in the same eigenvalues for $XX^*$. This can be used in the classification of $X$ in an arbitrary basis. It is insightful to consider three cases separately, where $\theta = 0$, where $\theta = \pi/2$ and where $0 < \theta < \pi/2$, as in [15].

Case 1: $\theta = 0$

In the case where $\theta = 0$ the transformation matrix $X'$ from (4.14) is,

\[
X' = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix},
\]  

(4.16)

equivalent to the non-generalized charge conjugation,

\[
C_1\phi_1C_1^{-1} = \phi_1^*, \quad C_1\phi_2C_1^{-1} = \phi_2^*.
\]  

(4.17)

It is clear from (4.16) that,

\[
X'X'^* = \mathbb{1},
\]  

(4.18)

from which it is clear that $XX^*$ in another basis is also identity, which is consistent with the constraint of only a phase after performing charge conjugation twice.

Case 2: $\theta = \pi/2$

In the other special case, where $\theta = \pi/2$, the transformation matrix $X'$ is (4.14),

\[
X' = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}.
\]  

(4.19)
which results in an interchange of the doublets,
\[ C_2 \phi_1 C_2^{-1} = \phi_2^*, \quad C_2 \phi_2 C_2^{-1} = -\phi_1^*. \] (4.20)
For performing charge conjugation twice this implies,
\[ X'X'^* = XX^* = -\mathbb{I}, \] (4.21)
After performing this charge conjugation operation twice one therefore is back at itself, up to a minus sign, which is an acceptable phase.

**Case 3:** \( 0 < \theta < \frac{\pi}{2} \)

After these two special cases a range of charge conjugation transformations is left over. If one would start the analysis of generalized charge conjugation from the idea that after performing it twice one should be back up to a phase, one would find that all these cases have already been dealt with in the previous cases. It turns out that,
\[ XX^* = e^{i\varphi} \mathbb{I}, \] (4.22)
with \( X \) any unitary 2x2 matrix, results in exactly the two cases before, with \( e^{i\varphi} = \pm 1 \) respectively. It is also clear from,
\[ X'X'^* = \begin{pmatrix} \cos 2\theta & \sin 2\theta \\ -\sin 2\theta & \cos 2\theta \end{pmatrix}, \] (4.23)
which is only proportional to identity if \( \theta = k\pi/2 \). For \( 0 < \theta < \frac{\pi}{2} \) the product \( XX^* \) is therefore never proportional to identity, since it was shown in the discussion after (4.15) that if it is proportional to identity in one basis, it is in any. This is reason enough not to consider this case as an acceptable charge conjugation.

### 4.1.2 Constraints on the potential

To remove the flavour changing neutral current from the Yukawa interaction at least a global \( Z_2 \) symmetry (4.9) had to be imposed under which,
\[ \phi_1 \to \phi_1, \quad \phi_2 \to -\phi_2. \] (4.24)
This symmetry also strongly constrains the generalized Mexican hat potential (4.4), since all terms with an odd number of each of the doublets violate this symmetry and must therefore be removed. The result is the following potential with only 8 instead of 14 real free parameters,
\[ V(\phi_1, \phi_2) = -\mu_1^2 \phi_1^\dagger \phi_1 - \mu_2^2 \phi_2^\dagger \phi_2 + \lambda_1 (\phi_1^\dagger \phi_1)^2 + \lambda_2 (\phi_2^\dagger \phi_2)^2 + \lambda_3 (\phi_1^\dagger \phi_2)(\phi_2^\dagger \phi_1) + \lambda_4 (\phi_1^\dagger \phi_2)(\phi_2^\dagger \phi_1) + \lambda_5 (e^{i\delta}(\phi_1^\dagger \phi_2)^2 + e^{-i\delta}(\phi_2^\dagger \phi_1)^2). \] (4.25)
Where the new labelling of the parameters is introduced to show the structure of each term specifically. The more general global \( U(1) \) symmetry of (4.10) would restrict the potential even further, removing the last term also and thereby removing two more parameters. The general form of the vacuum expectation values is given in (4.6),
\[ \langle \phi_1 \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_1 \end{pmatrix}, \quad \langle \phi_2 \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_2 e^{i\zeta} \end{pmatrix}. \] (4.26)
Since the vacuum expectation values are supposed to be the minima of the potential the contributions of all terms in (4.25) must be as low as possible at these values for the fields. The last term becomes,
\[ \lambda_5 \left( e^{i\delta}(\phi_1^\dagger \phi_2)^2 + e^{-i\delta}(\phi_2^\dagger \phi_1)^2 \right) = \frac{\lambda_5 v_1 v_2}{2} \cos(\delta + 2\zeta), \] (4.27)
which is lowest if \( \cos(\delta + 2\zeta) = -1 \), since \( \lambda_5 > 0 \) for the potential to be bounded from below. This fixes the relative phase between the vacuum expectation values in this basis in terms of the parameters of the potential,
\[ \delta + 2\zeta = \pi + 2k\pi, \quad k \in \mathbb{Z}. \] (4.28)
Now we can look for a $\mathcal{CP}$ transformation that leaves the potential invariant. Clearly all but the last term are invariant in themselves if the generalized charge conjugation matrix is diagonal, since they involve an equal number of $\phi_i$ and $\phi_i^\dagger$ fields each. Consider for instance the transformation with,

$$X = \begin{pmatrix} 1 & 0 \\ 0 & e^{2i\zeta} \end{pmatrix},$$  \hspace{1cm} (4.29)

which corresponds to a case 1 generalized charge conjugation matrix, since $XX^* = 1$. Under this $\mathcal{CP}$ transformation the potential is invariant, since,

$$\mathcal{CP}(e^{i\delta}(\phi_1^\dagger \phi_2)^2 + e^{-i\delta}(\phi_2^\dagger \phi_1)^2)\mathcal{CP}^{-1} = (e^{i(\delta + 4\zeta)}(\phi_2^\dagger \phi_1)^2 + e^{-i(\delta + 4\zeta)}(\phi_1^\dagger \phi_2)^2),$$

$$= (e^{-i\delta}(\phi_2^\dagger \phi_1)^2 + e^{i\delta}(\phi_1^\dagger \phi_2)^2),$$  \hspace{1cm} (4.30)

where in the last line the relation between $\zeta$ and $\delta$ (4.28) was used. Apparently one can always find a $\mathcal{CP}$ transformation of case 1 under which the potential is invariant, if the $Z_2$ symmetry is imposed. Since the global $U(1)$ symmetry restricts the potential even more, putting the $\lambda_5$ term to zero, one can also find a $\mathcal{CP}$ transformation that leaves this potential invariant.

**Invariance of the vacuum**

Another question that can be asked is whether the vacuum preserves $\mathcal{C}$ invariance, or that it is spontaneously broken by going to the vacuum expectation values. Vacuum invariance implies,

$$\langle \phi_i \rangle = X_{ij}(\phi_j)^*. $$  \hspace{1cm} (4.31)

Both the vacuum and the charge conjugation transformation matrix are not invariant under basis transformation. It turns out however that if the vacuum is invariant in one basis, it is in any,

$$\langle \phi_i' \rangle = X_{ij}'\langle \phi_j' \rangle^* = (UXU^T)_{ij}U_{jk}^*(\phi_k')^* = U_{ij}X_{jk}(\phi_k)^* = U_{ij}\langle \phi_j \rangle.$$

Consequently the vacuum invariance can be studied in the $X'$ basis (4.14) without loss of generality. For case 1 charge conjugation $\mathcal{C}_1$, where $\theta = 0$, the vacuum is invariant if,

$$\begin{pmatrix} \langle \phi_1' \rangle \\ \langle \phi_2' \rangle \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \langle \phi_1 \rangle^* \\ \langle \phi_2 \rangle^* \end{pmatrix} = \begin{pmatrix} \langle \phi_1 \rangle^* \\ \langle \phi_2 \rangle^* \end{pmatrix}.$$  \hspace{1cm} (4.33)

both $\langle \phi_1' \rangle$ and $\langle \phi_2' \rangle$ are real. It has been shown before that there always exists a basis where both vacuum expectation values are real. Clearly the vacuum is only invariant under $\mathcal{C}_1$ if the basis where the vacuum expectation values are both real coincides with the basis where the charge conjugation transformation matrix is identity. Otherwise $\mathcal{C}_1$ invariance is spontaneously broken. In another basis, where there is a relative phase between the vacuum expectation values of the form of (4.6), the vacuum is invariant under the $\mathcal{C}_1$ transformation with,

$$X = \begin{pmatrix} 1 & 0 \\ 0 & e^{2i\zeta} \end{pmatrix}.$$  \hspace{1cm} (4.34)

For case 2, $\theta = \frac{\pi}{2}$ and case 3, $0 < \theta < \frac{\pi}{2}$, one can find that there are no vacuum expectation values that satisfy $\langle \phi_i' \rangle = X_{ij}'\langle \phi_j' \rangle^*$, from which it is clear that the vacuum is never invariant under charge conjugation in these cases.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta = 0$</td>
<td>$\theta = \frac{\pi}{2}$</td>
<td>$0 &lt; \theta &lt; \frac{\pi}{2}$</td>
</tr>
<tr>
<td>$XX^* = e^{i\varphi}$</td>
<td>$\varphi = 1$</td>
<td>$\varphi = -1$</td>
</tr>
<tr>
<td>$\langle \phi_i \rangle = X_{ij}(\phi_j)^*$</td>
<td>$\langle \phi_1' \rangle, \langle \phi_2' \rangle$ real</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

Table 4.1: An overview of the cases in generalized charge conjugation.
Since the case 1 transformation is the only one behaving as expected for charge conjugation and it is the only one that can leave the vacuum invariant, in the rest of the text charge conjugation will refer to this case unless specified differently.

4.1.3 Conclusion

Since the two Higgs fields are equivalent in the two Higgs doublet model it is inevitable that basis transformations between these fields must be considered. A generalized charge conjugation also includes such a basis transformation. It turns out that these charge conjugation transformations can be classified into three separate cases. After performing charge conjugation twice the first case gives back the initial field, the second case adds a minus sign and the third is not proportional to the original field. By the CPT theorem this last case can therefore be excluded as charge conjugation candidate.

One can define a $\mathcal{CP}$ transformation following case 1 that leaves the two Higgs doublet model invariant if a $Z_2$ or $U(1)$ symmetry is imposed to remove flavour changing neutral currents from the theory. The vacuum expectation values can also be invariant, but the $\mathcal{CP}$ invariance can also be spontaneously broken.

Since the global $Z_2$ or $U(1)$ symmetry was constructed such that in the Yukawa sector each fermion field couples to only one of the Higgs doublets, the diagonalization problem has been solved. To each fermion field a basis transformation can be applied to the mass eigenstates, thereby diagonalizing the Yukawa coupling resulting only to (real) masses. This sector can also be constructed to be $\mathcal{CP}$ invariant, leaving as the only source the a complex CKM-matrix as in the Standard Model.

It is therefore possible to construct a $\mathcal{CP}$ transformation under which the two Higgs doublet model can be invariant. It turns out that these transformations are similar to the transformation one would expect without generalization. Apparently one can add Higgs fields to a theory, as will be needed in Grand Unified Theories.
4.2 Left-Right models

In section 3.5 it was discovered that the Standard Model is invariant under a larger global symmetry than only the global version of the gauge group. It has been shown there that by putting the hypercharge coupling to zero an approximate global SU(2)_L × SU(2)_R symmetry of the Standard Model is obtained. This might be a hint that there is more symmetry between left and right-handed chirality than in the Standard Model. Remember that in the Standard Model the asymmetry is put in by construction because of the phenomenological V − A behaviour observed experimentally in the weak interaction. The idea in Left-Right models is that the Standard Model is a low energy result of a spontaneously broken theory based on a group treating left and right-handed spinors in equivalent ways. For this theory the global SU(2)_L × SU(2)_R symmetry is promoted to a gauge symmetry. Resulting in three gauge bosons coupling to left-handed particles and three gauge bosons coupling to right-handed particles.

The U(1)_Y hypercharge symmetry of the Standard Model is replaced in the Left-Right models by a U(1)_{B-L} baryon minus lepton number symmetry, transforming the baryons and the leptons by an opposite phase. This is the anomaly free subgroup of the global baryon and lepton number symmetries of the Standard Model. In the breaking of the right-handed symmetry the SU(2)_R × U(1)_{B-L} will be broken to the Standard Model U(1)_Y. The simplest Left-Right models are therefore based on the gauge group,

\[ SU(3)_C \times SU(2)_L \times SU(2)_R \times U(1)_{B-L}. \] (4.35)

The SU(3)_C is not changed compared to the Standard Model and therefore it is not specifically treated here again.

There are many interesting concepts in Left-Right models, that will not be treated in detail here. In this text the general structure of the models will be discussed, since a symmetry between left and right-handed particles occurs in many Grand Unified Theories, and it is insightful to discover some of the implications before going into these more involved theories. Also the breaking of the larger group to the Standard Model group will be discussed, since similar breaking mechanisms will be useful in breaking the Unification groups. A more detailed review of Left-Right models can be found in [16] and [17].

4.2.1 Particle content

In the Standard Model the right-handed spinors corresponding to the quarks are in separate representations, since these do not mix under any of the gauge symmetries. In the Left-Right models the structure of the left-handed spinors is copied for the right-handed spinors. The up-like and down-like right-handed spinors transform as a doublet under SU(2)_R. Right-handed neutrinos are introduced to form a doublet with the right-handed charged leptons. Since a baryon consists of three quarks the baryon-lepton number of a quark 1/3. The resulting transformation dimensions of the fermion content and their B−L charge for the gauge group SU(3)_C × SU(2)_L × SU(2)_R × U(1)_{B-L} are,

\[ Q_L = (3, 2, 1, 1/3), \quad Q_R = (3, 1, 2, 1/3), \]
\[ L_L = (1, 2, 1, -1), \quad L_R = (1, 1, 2, -1). \] (4.36)

From the comparison with the representations of the Standard Model (3.33) the elegance of the models is immediately clear, the Left-Right models restore the symmetries between right-handed and left-handed particles.

But as every extension of the Standard Model it comes at a cost. New particles, the right-handed neutrinos, were introduced that have never been observed in experiments. This does not immediately falsify the theory however. The right-handed neutrinos do not couple to any of the Standard Model gauge bosons and therefore do not play a role in measured processes. Nevertheless the mass of these neutrinos must be large to explain the lack of observation. If the neutrinos are their own anti-particles, which is possible since they are chargeless, and therefore behave as Majorana spinors, the see-saw mechanism, explained in more detail in [18], can provide an explanation for the large mass of the right-handed and small but non-zero mass of the left-handed neutrinos at the same time. The mass of the right and left-handed neutrinos are
respectively proportional and inversely proportional to the vacuum expectation value of the Higgs-like particle responsible for the breaking of the Left-Right group to the Standard Model group, thereby relating small and large masses.

Also three extra gauge bosons are predicted by the $SU(2)_R$ gauge symmetry, $W^\mu_R$, similar to the three gauge bosons corresponding to $SU(2)_L$. These gauge bosons must be very heavy for the interactions involving them to be suppressed. As in the Standard Model the mass of these gauge bosons can be explained by a spontaneous symmetry breaking.

### 4.2.2 Spontaneous breaking

The breaking of the Left-Right symmetric model is rather complicated, since it has to occur in two steps. The details will not be treated here, but an overview of the structure is presented to give an idea of the procedure.

The last step in the breaking is the same as in the Standard Model, from $SU(2)_L \times U(1)_Y$ to $U(1)_Q$. The scalar field responsible for this breaking and the resulting (Dirac) masses of the Standard Model particles forms a doublet under $SU(2)_R$ to ensure the symmetry between left and right,

$$\phi = \begin{pmatrix} \phi_1^0 \\ \phi_2^0 \\ \phi_1^1 \\ \phi_2^1 \end{pmatrix} = (0, 2, 0, 2). \tag{4.37}$$

The vacuum expectation value can contain a spontaneously CP violating phase,

$$\langle \phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} \kappa \\ 0 \\ 0 \end{pmatrix}, \tag{4.38}$$

where $\kappa$ and $\kappa'$ are on the electroweak scale. The breaking of the Left-Right models to the Standard Model can be done by two doublets $\chi_{L,R}$ under the corresponding gauge groups [19, 20],

$$\chi_{L,R} = \begin{pmatrix} \chi^+_{L,R} \\ \chi^0_{L,R} \end{pmatrix}, \quad \langle \chi_{L,R} \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_{L,R} \end{pmatrix}, \tag{4.39}$$

or two triplets $\Delta_{L,R}$ under these groups [16, 18, 21],

$$\Delta_{L,R} = \begin{pmatrix} \delta_{L,R}^{++} \\ \delta_{L,R}^+ \\ \delta_{L,R}^0 \end{pmatrix}, \quad \langle \Delta_{L,R} \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ 0 \\ v_{L,R} \end{pmatrix}. \tag{4.40}$$

The advantage of the second is that in this way the neutrinos can obtain a Majorana mass, which via the (type II) see-saw mechanism explains the high mass of the right-handed neutrino and the low mass for the left-handed neutrino.

The explicit gauge invariant potential is rather involved and will not be presented here, but can be found in for instance [17]. The relation between the quantum numbers after each step of symmetry breaking is,

$$Q = \frac{\sigma_{5L}}{2} + Y = \frac{\sigma_{5L}}{2} + \frac{\sigma_{3R}}{2} + \frac{B - L}{2}. \tag{4.41}$$

### 4.2.3 C, P and T transformations

In restoring the symmetry between left and right-handed spinors even more symmetry occurs. Remember that in section 2.6 it was shown that left and right-handed spinors are related via parity and charge conjugation,

$$P \psi_L(t,x)P^{-1} = \gamma^0 \psi_R(t,-x), \quad T \psi_L(t,x)T^{-1} = \gamma^1 \gamma^3 \psi_L(-t,x), \quad C \psi_L(t,x)C^{-1} = i \gamma^2 \gamma^0 \psi_R^T(t,x). \tag{4.42}$$

It is therefore possible to construct a theory that is not only invariant under CP, but also C and P separately. In these theories the couplings and transformations of the left and right-handed spinors must be completely equivalent [16].
4.2.4 Conclusion

Although many of the details in the Left-Right models have been skipped over the elegance of the theory that appeals to so many physicists should be clear. It provides an explanation for the imposed left-handed nature of the Standard Model as a low-energy result of a larger underlying symmetry. It allows an explanation for the light left-handed neutrino mass needed to explain the observed flavour oscillations. It predicts particles that have not yet been observed, but also provides a reason for this absence in experiments by their large mass. Nevertheless it is still just a theory without confirmation. The structure could however be used as a first step towards understanding of Unified Theories.
Chapter 5

A further study of Lie Groups and Algebras

Since Grand Unified Theories are based on large groups containing the Standard Model group $SU(3)_c \times SU(2)_L \times U(1)_Y$, the dealing with explicit representations becomes more and more complicated. A new framework for studying the structure of these groups is needed. Such a framework is provided by the root systems as analysed by Élie Cartan and Eugene Dynkin [22]. Fortunately many of the concepts needed can be understood by considering relatively easy examples, which will be reviewed here without too much of the mathematical backgrounds and proofs. For a more extensive overview the reader is referred to the many textbooks on this topic, for instance [2, 8], on which the rest of this chapter is inspired.

5.1 Root systems

It is well known from the study of angular momentum in Quantum Mechanics that due to the commutation relation between the generators of $SU(2)$,

$$[J_i, J_j] = i\epsilon_{ijk}J_k, \quad i, j, k = 1, 2, 3,$$

(5.1)

eigenstates of one of these generators are no eigenstates of the others, corresponding to an uncertainty relation. One can however define $J_\pm = (J_1 \pm i J_2)/\sqrt{2}$, with corresponding commutation relations,

$$[J_3, J_\pm] = \pm J_\pm, \quad [J_+, J_-] = J_3.$$

(5.2)

If one considers eigenstates of $J_3$, labelled by their eigenvalue, $J_3|m\rangle = m|m\rangle$, it follows from the commutation relations that $J_\pm$ behave as raising and lowering operators,

$$J_3 J_\pm|m\rangle = (m \pm 1)J_\pm|m\rangle.$$

(5.3)

It turns out that this procedure of finding a set of commuting generators and raising and lowering operators for the eigenstates of these commuting generators can be generalized. The commuting hermitian generators are represented by simultaneously diagonalizable matrices and are called Cartan generators,

$$H_i = H_i^\dagger, \quad [H_i, H_j] = 0, \quad i, j = 1, 2, \ldots, m,$$

(5.4)

where $m$, the number of these independent Cartan generators is called the rank of the algebra. The eigenstates of the Cartan generators are labelled $|\mu\rangle$, with eigenvalues $\mu_i$ called the weights,

$$H_i|\mu\rangle = \mu_i|\mu\rangle.$$

(5.5)

The $m$-component vector with elements $\mu_i$ is called the weight vector $\mu$. Sometimes the weight vector is also called the weight for short. In the adjoint representation, where the states are described by the generators themselves, the weights are called roots. From the commutation of the Cartan generators it is clear that the roots of these are zero,

$$H_i[H_j] = [H_i, H_j] = 0.$$

(5.6)
The raising and lowering operators are denoted by the corresponding non-zero root vectors \( \alpha \),
\[
H_i |E_\alpha\rangle = \alpha_i |E_\alpha\rangle, \quad \Rightarrow \quad [H_i, E_\alpha] = \alpha_i E_\alpha.
\]  
(5.7)

Since the Cartan generators are defined to be hermitian it follows from taking the hermitian conjugate of the commutation relation that,
\[
[H_i, E_\alpha] = -\alpha_i E_\alpha^\dagger = [H_i, E_\alpha], \quad \Rightarrow \quad E_\alpha^\dagger = E_{-\alpha}.
\]  
(5.8)

Clearly for every raising operator there is a lowering operator and vice versa. That these operators indeed behave as raising and lowering operators can be seen as follows,
\[
H_i E_{\pm \alpha} |\mu\rangle = E_{\pm \alpha} H_i |\mu\rangle = (\mu_1 \pm \alpha_i) E_{\pm \alpha} |\mu\rangle.
\]  
(5.9)

One can also show that the commutation relation between this raising and lowering operator is
in accordance with the \( SU(2) \) case,
\[
[E_\alpha, E_{-\alpha}] = \alpha_i H_i.
\]  
(5.10)

In this procedure the Lie algebra \( g = \{ t_1, t_2, \ldots, t_n \} \) has been changed by a complex transformation to the Cartan basis,
\[
\tilde{g} = \{ H_1, H_2, \ldots, H_m, E_{\pm \alpha_1}, E_{\pm \alpha_2}, \ldots, E_{\pm \alpha_{(n-m)/2}} \}
\]  
(5.11)

Here \( n \) denotes the dimension, number of independent elements, of the algebra, \( m \) the rank, and \( \alpha_i \) the \( i \)-th root vector, not the \( i \)-th element of the root vector \( \alpha \).

So far we have discussed raising and lowering operators, but have not explicitly stated which is which, since for this the notion of a higher and lower is needed. For this we define a positive weight vector as one with first non-zero element positive. By this definition it is also clear what the higher weight vector of two is, the higher minus the lower weight must be positive. One can also define a simple weight vector, one that can not be written as a linear combination of other positive weights with positive coefficients. Since the roots are the weights of the adjoint representation hereby positive, higher and simple roots are also defined.

### 5.1.1 Example: Root system of \( SU(3) \)

In (2.26) the Gell-Mann matrices were introduced as generators of \( SU(3) \). Since \( \lambda_3 \) and \( \lambda_8 \) are already hermitian and diagonal, these would be a suitable choice for the Cartan generators. It is common to define,
\[
H_1 = \lambda_3/2, \quad H_2 = \lambda_8/2.
\]  
(5.12)

Since these are already diagonal the weights are equal to the components on the diagonal, correspond to the eigenvalues of the eigenvectors \( |\mu_i\rangle = e_i \), the Cartesian unit vectors, \( \mu = \delta_{ij} \).

\[
\mu_1 = (H_1, H_2), \quad \mu_1 = (1/2, \sqrt{3}/6), \quad \mu_3 = (0, -\sqrt{3}/3),
\]  
(5.13)

Raising and lowering operators should add or subtract a root from a weight to obtain another weight (5.9). Therefore a root must be the difference between two weights,
\[
\pm \alpha_1 = \pm |\mu_1 - \mu_{i+1}|, \quad \pm \alpha_1 = \pm (1, 0),
\]  
\[
\pm \alpha_2 = \pm (1/2, -\sqrt{3}/2), \quad \pm \alpha_3 = \pm (1/2, \sqrt{3}/2).
\]  
(5.14)

Note that this method of finding the reversing of the argument does not hold in general, although a root is always related to a raising and lowering operator, the difference between two weights is not always a root. One can check whether the correct number of roots has been found by comparing the number of generators. Since there are two generators, one for raising and one for lowering, per root the total number of roots must be,
\[
k = \frac{n - m}{2}.
\]  
(5.15)
where \( n \) is the dimension of the algebra and \( m \) the rank. The algebra of \( SU(N) \) has dimension \( N^2 - 1 \), so for \( SU(3) \), which has rank 2 and dimension 8 there are indeed 3 roots.

The raising and lowering operators in \( SU(3) \) are those with one non-zero off-diagonal component, for instance \( (E_{\pm\alpha_1})_{ij} = \delta_{i1}\delta_{j2} \). In terms of the Gell-Mann matrices the raising and lowering operators can hereby be found to be,

\[
\begin{align*}
E_{\pm\alpha_1} &= \frac{1}{2}(\lambda_1 \pm i\lambda_2), \\
E_{\pm\alpha_2} &= \frac{1}{2}(\lambda_6 \pm i\lambda_7), \\
E_{\pm\alpha_3} &= \frac{1}{2}(\lambda_4 \pm i\lambda_5).
\end{align*}
\]

(5.16)

It becomes more intuitive if one considers the weight and root diagrams of \( SU(3) \), where the weight and root corresponding to the Cartan generator is plotted along each axis.

![Weight and Root Diagrams](image)

Figure 5.1: At the left the weight diagram corresponding to the defining representation of \( SU(3) \) and at the right the root diagram of \( SU(3) \). The root labelling of the links along the arrows refer to operators raising and lowering by these roots.

The double circle at the centre of the root diagram stands for the two zero roots corresponding to the two Cartan generators. The positive roots are all at the right of the diagram, since the \( H_1 \)-axis correspond to the first component of the root vector. The simple roots are \( \alpha_2 \) and \( \alpha_3 \), \( \alpha_1 \) is not a simple root, since \( \alpha_1 = \alpha_2 + \alpha_3 \). The number of simple roots is always equal to the rank of the algebra the root system corresponds to, since the simple roots span a basis for the space with dimension equal to the number of Cartan generators.

5.2 Dynkin Diagrams

Dynkin [22] showed that for two different simple roots \( \alpha_1 \) and \( \alpha_2 \),

\[
\frac{2\alpha_1 \cdot \alpha_2}{\alpha_1^2} = -q,
\]

(5.17)

where \( q \) is a non-negative integer. From this it follows that,

\[
\cos^2 \theta_{12} = \left( \frac{(\alpha_1 \cdot \alpha_2)^2}{\alpha_1^2 \alpha_2^2} \right) = \frac{qq'}{4}.
\]

(5.18)
This provides strong restrictions on the possible angles between two simple roots. From (5.17) it follows that \( \cos \theta_{12} \leq 0 \), and therefore \( 90^\circ \leq \theta_{12} \leq 180^\circ \). Since \( 0 \leq \cos^2 \theta_{12} \leq 1 \) the values of \( 0 \leq qq' \leq 4 \). However \( qq' = 4 \) corresponds to \( \theta_{12} = 180^\circ \), which means only one can be a positive root and therefore at most one of the two can be a simple root. Because \( q \) and \( q' \) are non-negative integers the only cases of interest are listed in the table below,

| \( qq' \) | \( \cos \theta_{12} \) | \( \theta_{12} \) | \( |\alpha_1|/|\alpha_2| \) | Dynkin |
|---|---|---|---|---|
| 0 | 0 | 90° | \( \alpha_1\alpha_2 \) | \( \bullet \bullet \) |
| 1 | \( -\sqrt{2}/2 \) | 135° | \( \sqrt{2} \) | \( \bullet \bullet \) |
| 2 | \( -\sqrt{3}/2 \) | 150° | \( \sqrt{3} \) | \( \bullet \bullet \) |

Table 5.1: Possible relative configuration of simple roots. The relative length between the roots is given assuming \( |\alpha_1| \geq |\alpha_2| \). The length ratio between two orthogonal roots is not fixed. The shorter of the two roots in the Dynkin diagram is denoted by a filled circle.

In the table Dynkin stands for the **Dynkin diagram**, where the two circles correspond the two simple roots and the connecting line denotes the angle between the roots. It turns out that there are only four options in the relation between two simple roots. Nevertheless one could expect that there are still many different options for systems with multiple simple roots. It will however be shown these are also strongly restricted.

If the system of circles and lines can be divided in disconnected (orthogonal) components the system is called **decomposable**. Each separate subset corresponds to a simple Lie algebra and commutes with the others. The total decomposable system therefore corresponds to a semi-simple Lie algebra, corresponding to a **direct product** of the subgroups corresponding to the indecomposable subsets. These indecomposable systems of simple roots are by Dynkin called **II-systems**.

**5.2.1 Example: Dynkin diagram of \( SU(3) \)**

It was shown that the simple roots of \( SU(3) \) are \( \alpha_2 = (1/2, -\sqrt{3}/2) \) and \( \alpha_3 = (1/2, \sqrt{3}/2) \). From (5.18) it is found that \( qq' = 1 \) and therefore \( \theta_{12} = 120^\circ \). Both simple roots have unit length, which is consistent with table 5.1. The corresponding Dynkin diagram is therefore,

![Dynkin diagram](5.19)

One could have also found this from the root diagram in figure 5.1. Indeed the simple roots \( \alpha_2 \) and \( \alpha_3 \) are found to have equal length and to be at an angle of 120°.

**5.2.2 II-systems of three roots**

The next step would be to consider II-systems consisting of three simple roots. The possibilities using only 90° and 120° angles between the simple roots are,

![Diagram](5.20)

The first corresponds to a system with an angle of 120° between the first and second, and second an third, and of 90° between the first and third simple root, which is perfectly possible in three dimensions. The second corresponds to a system of angles of 120° between all the roots, which means that these are coplanar. These roots can therefore never be all positive or linearly independent and thus this system is not a valid II-system. Any closed loops of three simple roots with angles of more than 120° can thereby also be excluded, it is not even possible to find three roots with sum over all angles between them larger than 360°. If one now also allows systems with angles of 135° between the roots, one finds,

![Diagram](5.21)
where the notation for shorter roots is left out for short, in general there are two options for each of the diagrams above. Again the first is perfectly possible, but the second encounters the same problem as before, since the sum over the angles is again 360°. Following the same reasoning systems with multiple angles of more than 120° can be excluded. This leaves for the three root systems with angles of 150° only the following options,

\[
\begin{align*}
\text{(5.22)}
\end{align*}
\]

which can again be excluded since the sum over the three angles is 360°, from which it follows that the three roots cannot be all simple. The result for Π-systems with three simple roots is that there are only three possibilities,

\[
\begin{align*}
\text{(5.23)}
\end{align*}
\]

### 5.2.3 Π-systems of more roots

Consider a set of three connected circles in a Π-system, corresponding to three simple roots. From the discussion after (5.20) it is understood that these three simple roots can be all at angles larger than 90°, because of the exclusion of closed loops of three roots in the Dynkin diagram. If the roots at an angle of 90° are labelled α and γ, both at an angle larger than 90° to the root β, one finds,

\[
\begin{align*}
\alpha \cdot \beta \neq 0, \quad \beta \cdot \gamma \neq 0, \quad \alpha \cdot \gamma = 0. \\
\text{(5.24)}
\end{align*}
\]

The Π-system with one root \(\beta + \gamma\) instead of the two roots \(\beta\) and \(\gamma\) is also allowed. The angle of this root with \(\alpha\) is the same as the angle between \(\alpha\) and \(\beta\) in the original diagram,

\[
\alpha \cdot (\beta + \gamma) = \alpha \cdot \beta \neq 0 \\
\text{(5.25)}
\]

In this way a Π-system with rank one less can be constructed by taking two roots together,

\[
\begin{align*}
\text{(5.26)}
\end{align*}
\]

Here the angles between the roots are both taken to be 120°, but in general this trick is possible for every angle, as long as the angle between \(\alpha\) and \(\beta\) in the left and \(\alpha\) and \(\beta + \gamma\) in the right diagram are the same.

In this way one can exclude all diagrams that can be contracted to one of the previously excluded diagrams. One concludes that there are no Π-systems with multiple double lined connections between two simple roots, closed loops or with triple lined connections other than,

\[
\begin{align*}
\text{(5.27)}
\end{align*}
\]

One can continue this and similar reasoning \[2\] and find that there exist only a restricted set of possible Π-systems, which have been classified by Dynkin \[22\] as found in table 5.2. The first four diagrams are infinite sets, corresponding to the *Special Unitary* and *Special Orthogonal* groups as discussed before and the *Symplectic* groups. The other five are called *exceptional groups*. The first exceptional group, \(E_6\), will play an important role in our discussion of Grand Unified Theories.
<table>
<thead>
<tr>
<th>Dynkin diagram</th>
<th>II-System</th>
<th>Lie group</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Dynkin diagram" /></td>
<td>$A_n$</td>
<td>$SU(n+1)$</td>
</tr>
<tr>
<td><img src="image2" alt="Dynkin diagram" /></td>
<td>$B_n$</td>
<td>$SO(2n+1)$</td>
</tr>
<tr>
<td><img src="image3" alt="Dynkin diagram" /></td>
<td>$C_n$</td>
<td>$SP(2n)$</td>
</tr>
<tr>
<td><img src="image4" alt="Dynkin diagram" /></td>
<td>$D_n$</td>
<td>$SO(2n)$</td>
</tr>
<tr>
<td><img src="image5" alt="Dynkin diagram" /></td>
<td>$E_6$</td>
<td>$E_6$</td>
</tr>
<tr>
<td><img src="image6" alt="Dynkin diagram" /></td>
<td>$E_7$</td>
<td>$E_7$</td>
</tr>
<tr>
<td><img src="image7" alt="Dynkin diagram" /></td>
<td>$E_8$</td>
<td>$E_8$</td>
</tr>
<tr>
<td><img src="image8" alt="Dynkin diagram" /></td>
<td>$F_4$</td>
<td>$F_4$</td>
</tr>
<tr>
<td><img src="image9" alt="Dynkin diagram" /></td>
<td>$G_2$</td>
<td>$G_2$</td>
</tr>
</tbody>
</table>

Table 5.2: All possible Dynkin diagrams and their corresponding Lie groups. Note that the first four are infinite sets. Remember that a filled circle corresponds to a shorter root.
5.3 Subalgebras

For unification one needs a (product of) algebras that contains the algebra corresponding to the Standard Model. The algebras contained in other algebras are called subalgebras. A subalgebra $L'$ of an algebra $L \subseteq L$ is formally defined as the set of elements in $L$, where for each pair of elements $a, b \in L'$ their Lie product is also in the subalgebra [1],

$$ [a, b] \in L' \quad (5.28) $$

It turns out that there are two classes of subalgebras, the regular and special subalgebras, which will be treated here separately.

5.3.1 Regular subalgebras

The regular subalgebras can be easily obtained by considering the corresponding Dynkin diagram. To find subalgebras of the same rank as the algebra itself, called maximal subalgebras, one first has to find the extended diagram. The extended Dynkin diagram is one in which next to all simple roots also the lowest root, labelled as root zero, and the angles it makes with the simple roots are denoted. This lowest root is uniquely defined for every group and can for instance be found in table 16 of [8], where it is called the extended root. The extended diagram corresponding to $SO(10)$ is,

$$ (5.29) $$

To find the maximal regular subalgebras one has to take out one of the circles [2], corresponding to taking out one of the roots.

$$ (5.30) $$

One finds in this case two inequivalent results for either taking out one of the roots 0, 1, 4, 5 or 2, 3 respectively. The first corresponds to $SO(10)$ itself, the algebra itself is of course a maximal subalgebra. From now on only proper subgroups will be considered, excluding the group itself as a subgroup. The second is the more interesting result,

$$ SU(4) \times SU(2) \times SU(2) \subset SO(10). \quad (5.31) $$

Instead of the maximal subalgebras one can also find the subalgebras of lower rank by removing circles from the Dynkin diagram without extending it. The results obtained by taking out one simple root of $SO(10)$ are,

$$ (5.32) $$

corresponding to $SO(8) \times U(1)$, $SU(5) \times U(1)$, $SU(4) \times SU(2) \times U(1)$ and $SU(3) \times SU(2) \times SU(2) \times U(1)$ respectively.

In taking out one simple root all non-simple roots including a multiple of this simple root are also excluded from the root system. The result is an invariant direction in the root space, which has the rank of the original algebra as dimension. But as the rank is the number of commuting Cartan generators there is a basis in which only one acts on this invariant direction. This Cartan generator thereby generates a $U(1)$ symmetry that occurs for every root taken out of the Dynkin diagram to find the regular subalgebra.

The regular subalgebras of $E_6$ containing the Standard Model algebra are shown in figure 5.2, obtained using the method described before. The $U(1)$ symmetries obtained in every step towards lower rank are left out for short.
Figure 5.2: All groups corresponding to the regular subalgebras of $E_6$ that include the Standard Model. All $U(1)$ terms are left out for clarity, but for every rank lowered an extra $U(1)$ appears. Black arrows connect diagrams to their proper maximal subalgebras. Note that $SU(N)$ has no proper maximal subalgebras, since the corresponding extended Dynkin diagram is a ring [8]. The Left-Right model was labelled explicitly since it has been studies before. Many of the groups will be discussed in the following chapter as unification group candidates.
5.3.2 Special subalgebras

For finding the special subalgebras unfortunately there is no simple trick know based on the root diagram and corresponding Dynkin diagram. For finding the special subalgebras irreducible representations of candidate subgroups and of the group itself must be compared. In the next section the procedure will be described based on the example of SU(2) as a special subalgebra of SU(3), but this procedure can not easily be generalized.

Fortunately the special subalgebra of the classical Lie groups of rank 8 and lower and all exceptional Lie algebras are given in the appendices of [8].

After the illustrating example of the next section the special subalgebras will not be considered. The procedure of breaking a symmetry to one of its subgroups via the exclusion of certain generators and corresponding gauge bosons via the Higgs mechanism seems more physical than the mathematical construction of irreducible representations that fit nicely together. Nevertheless it has been claimed in [23] that special subalgebras can also be used for unification.

5.3.3 Example: SU(2) x U(1) as regular and SU(2) as special subalgebra of SU(3)

As found in section 5.2.1 the Dynkin diagram corresponding to SU(3) is,

\[ \begin{array}{c}
\text{SU}(3) \\
\end{array} \]

To find the regular subalgebras one has to take out one of the simple roots, resulting in the the diagram with only one simple root, corresponding to SU(2). By taking away this circle from the Dynkin diagram a U(1) is obtained, resulting in a total regular subalgebra corresponding to SU(2) x U(1). In terms of the generators this taking away of the simple root corresponds to taking away the generators corresponding to raising and lowering by a root including a multiple of this simple root. If one takes out the simple root \( \alpha_3 \), only the Cartan generators \( H_1, H_2 \) and the raising and lowering operators corresponding to \( \alpha_2, E_{\pm \alpha_2} \) survive. One could have chosen a different definition of positivity, or changed the basis in a way that any other root survived, but the result would always be the two Cartan generator and one raising and one lowering operator in the subalgebra. If we stick to the root \( \alpha_2 \) the subalgebra is generated by,

\[
H_1 = \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad E_{+\alpha_2} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad (5.33)
\]

\[
H_2 = \frac{1}{2\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}, \quad E_{-\alpha_2} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.
\]

The block structure of these matrices makes the invariant direction already visible, but to make the SU(2) x U(1) structure even more clear a basis transformation is performed, such that,

\[
t_1 = \frac{1}{2}(E_{+\alpha_2} + E_{-\alpha_2}), \quad t_2 = -\frac{i}{2}(E_{+\alpha_2} - E_{-\alpha_2}), \quad t_3 = -\frac{1}{2}H_1 + \frac{\sqrt{3}}{2}H_2, \quad t_4 = \frac{\sqrt{3}}{2}H_1 + \frac{1}{2}H_2, \quad (5.34)
\]

In this basis the generators are,

\[
t_1 = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad t_2 = \frac{1}{2} \begin{pmatrix} 0 & -i & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad t_3 = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad t_4 = \frac{1}{2\sqrt{3}} \begin{pmatrix} 2 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad (5.35)
\]

in which one recognizes the SU(2) generators \( t_1, t_2 \) and \( t_3 \), leaving the first component of a vector invariant, and a U(1) generator \( t_4 \) commuting with the others. In terms of the root diagrams this corresponds to,
For the special subalgebra the three-dimensional representation of $SU(3)$ from (2.22) has to be considered. This representation can be written in terms of raising and lowering operators as,

$$J^+_1 = rac{J^+_1 + iJ^+_2}{\sqrt{2}}, \quad J^-_1 = rac{J^-_1 - iJ^-_2}{\sqrt{2}}, \quad H = J^3_1,$$

which in explicit matrix form corresponds to,

$$J^+_1 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad J^-_1 = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}.$$ (5.37)

This clearly corresponds to a subalgebra of $SU(3)$, since,

$$J^+_1 = 2(E_{+\alpha_1} + E_{+\alpha_2}), \quad J^-_1 = 2(E_{-\alpha_1} + E_{-\alpha_2}), \quad H = \frac{1}{2} (\lambda_3 + \sqrt{3} \lambda_8).$$ (5.38)

In this case there is no room for a $U(1)$ generator. Since the three-dimensional representation of $SU(2)$ is irreducible according to Schur’s Lemma, which states that the only matrices commuting with all generators in an irreducible representation are proportional to identity, the only generator of the $U(1)$ would be identity, which is not part of the algebra. Apparently $SU(2)$ is also a special subalgebra of $SU(3)$, which is different from the regular subalgebra, since that includes $U(1)$.

## 5.4 Constructing representations

The framework of roots and weights is also useful for the construction of representations of the groups. If one knows the highest weight of a representation all other weights of that representation can be found by acting with lowering operators on this weight. From this the total structure of the weight can be derived. It will turn out that this is also useful in finding the decomposition of the representation into representations of its regular subalgebras.

The fundamental weights are defined as the weight vectors $\mu_j$ that satisfy [2],

$$\frac{2\alpha_i \cdot \mu_j}{(\alpha_i)^2} = \delta_{ij}.$$ (5.39)
The fundamental weights are the highest weights of the fundamental representations. Since there is one fundamental weight for every simple root the number of fundamental representations is equal to the rank. However, if the fundamental representations are known larger representation can be constructed by multiplication of these.

Once the highest weight of a representation is known the other weights of the representation can be found by subtraction of the roots from the weight, as this is what the lowering operators does. Whether a weight $\mu_j$ can be lowered by a root $\alpha_i$ to find a lower weight is found from,

$$\frac{2\alpha_i \cdot \mu_j}{\alpha_i^2} = p - q,$$

(5.40)

where the integer $p$ and $q$ stand for the number of times $\mu_j$ can be raised or lowered respectively by $\alpha_i$. This procedure can be repeated from the highest weight downwards, until a weight is found that can not be lowered by any simple root, which is the lowest root of the representation. It can happen that a weight can be lowered by multiple simple roots, in which case the representation branches. In this way all weights and their relating roots can be found, determining the complete structure of the representation. The method is illustrated in appendix B for the 27-dimensional representation of $E_6$.

5.4.1 Splitting representations for subalgebras

Now that the weight structure of the representation is known it can be used to find how the representation is divided under the regular subalgebras. A regular subalgebra was found by taking out a circle corresponding to a simple root from the Dynkin diagram. If the links between weights in the weight structure corresponding to that simple root are taken out in most cases the representation splits up in multiple disconnected components. The disconnected components correspond to representations of the subalgebras, which can be recognized from the simple roots relating the weights. In the following section a simple example is presented to illustrate the procedure. For a better picture of the application the reader is referred to the next chapter.

5.4.2 Example: Splitting the fundamental representations of $SU(3)$ in representations of $SU(2) \times U(1)$

The two simple roots of $SU(3)$ were found to be $\alpha_2 = (1/2, -\sqrt{3}/2)$ and $\alpha_3 = (1/2, \sqrt{3}/2)$. The fundamental weights corresponding to these are,

$$\mu_2 = (1/2, -\sqrt{3}/6), \quad \mu_3 = (1/2, \sqrt{3}/6),$$

(5.41)

labelled in this strange way without $\mu_1$ to be consistent with (5.39). The corresponding representations can be found from these by lowering with $\alpha_2$ and $\alpha_3$, resulting in the following weight structures of the representations,
In the representation corresponding to $\mu_3$ the structure of the defining representation is recognized, as shown in figure 5.1. The other fundamental representation is also three-dimensional, but corresponds to the conjugate representation, denoted by $\bar{3}$.

If the simple root $\alpha_3$ is removed from the system the regular subgroup $SU(2) \times U(1)$ is obtained. It becomes clear that both representations split up in a two and a one-dimensional representation of $SU(2)$, the $U(1)$ charge of these representations must be assigned explicitly. To make the total representation chargeless under this $U(1)$ the charge of the singlet must be double and opposite to the doublet. For instance one could choose,

\[ 3 \rightarrow (2, -1/2) + (1, 1), \quad \bar{3} \rightarrow (2, 1/2) + (1, -1). \]  

The basis transformation for the Cartan generators in (5.34) correspond to a rotation of the $H_1$ and $H_2$ axis, from which it is also clear that $t_4$ does not mix with the $SU(2)$ but correspond to a $U(1)$. From the rotated axes in 5.5 it is observed that this assignment of the $U(1)$ charge is consistent.

Figure 5.4: On the left the weight structure of the fundamental representation corresponding to $\mu_2$, at the left for $\mu_3$. In the middle the weight diagram including both representations is shown. Note that $\mu_2$ and $\mu_3$ here do not denote the second and third weight of the defining representation, but the second and third fundamental weight.

Figure 5.5: The regular subgroup of $SU(3)$ is $SU(2) \times U(1)$. The 3 and $\bar{3}$ both split up in a 2 and 1 representation. The $U(1)$ charge of these representations is not immediately clear from this construction.
Chapter 6

Grand Unified Theories

In figure 5.2 on page 44 the regular subgroups of the exceptional group $E_6$ that include the Standard Model group $SU(3)_C \times SU(2)_L \times U(1)_Y$ have been presented. Many of these have been suggested as candidates for Grand Unification groups, including $E_6$ itself. The $SU(5)$ group was the first suggestion in the famous paper from 1974 by H. Georgi and S. L. Glashow [24], which initiated this field of research. Not long after the larger group $SO(10)$ was suggested as a candidate by H. Fritzsch and P. Minkowski [25]. A different path both in conceptual approach and in the diagram with the subgroups involves the Left-Right models, as discussed before in section 4.2. J. Pati and A. Salam took this a step further and suggested in [26] not only a symmetry between left and right-handed particles, but also combined leptons to the quarks with lepton number as fourth colour, resulting in not a simple gauge group, but $SU(4)_C \times SU(2)_L \times SU(2)_R$ as a step towards unification. The $SU(3)_C \times SU(3)_L \times SU(3)_R$ maximal subgroup of $E_6$ has also been suggested for unification [27], under the name trinification. As this group is not a simple gauge group, it does not in itself unify the interactions, but if it is considered as a subgroup of $E_6$ or if a $Z_3$ symmetry relating the three $SU(3)$ terms is added the coupling must be equal, resulting in a Grand Unified Theory. Some of the implications of these subgroups of $E_6$ will be discussed in this chapter. The goal is to provide a general overview of the phenomenologies of the multiple unification group candidates.

6.1 Implications of Grand Unified Theories

Unification of the fundamental forces is a high energy phenomenon. The unification group does not replace the Standard Model group, but is predicted to be a larger group that is broken to the Standard Model at some energy scale, called the Grand Unification energy or GUT scale. This scale is approximately at [17],

$$E_{\text{GUT}} \approx 10^{16} \text{ GeV}. \quad (6.1)$$

This is still some orders of magnitude under the Planck scale, $E_{\text{Pl}} \approx 10^{19} \text{ GeV}$, at which quantum gravity will start playing a role and therefore all theories not implementing this, such as Unification, will break down anyway. Nevertheless it is way above the largest energies achieved by particle accelerators such as the LHC at CERN, $E_{\text{LHC}} \approx 10^4 \text{ GeV}$. One can therefore not directly study the interactions at the unification energy level. Still some predictions of unified theories can be tested, of which proton stability is the best constrained, already resulting in the exclusion of simple $SU(5)$ models. The most powerful prediction of unified theories of course lies in the combined description of three fundamental interactions in one gauge theory. Related to this is the at the unification scale fixed ratio between the three coupling constants that are independent parameters in the Standard Model.

6.1.1 Couplings and the Weinberg angle

In section 3.1.1 a basis transformation was introduced by spontaneous symmetry breaking from $SU(2)_L \times U(1)_Y$ generators $W^\mu_3$ and $B_\mu$ to a massive and massless Standard Model gauge boson
$Z_\mu^0$ and $A_\mu$. It is common to describe this basis transformation in terms of the Weinberg angle,

$$
\cos \theta_W = \frac{g}{\sqrt{g^2 + g'^2}}, \quad \sin \theta_W = \frac{g'}{\sqrt{g^2 + g'^2}}, \quad \tan \theta_W = \frac{g'}{g},
$$

(6.2)

From (3.8) and (3.9) it is clear that this Weinberg angle is also the relation between the masses of the massive vector bosons,

$$
\cos \theta_W = \frac{m_W}{m_Z}, \quad \sin^2 \theta_W = 1 - \left( \frac{m_W}{m_Z} \right)^2.
$$

(6.3)

In unified theories the generators corresponding to $W^3_\mu$ and $B_\mu$ are combined in the same Lie algebra. The group structure determines the way these generators combine into generators of the larger unification group. The relation between the coupling constants is therefore given by the relation between the corresponding generators of the unification group, resulting in [17],

$$
\sin^2 \theta_W = \frac{\sum_i T^2_{3i}}{\sum_i Q^2_i},
$$

(6.4)

where $i$ labels all fermions, $T^3_i$ is the weak isospin and $Q_i = T^3_i + Y_i$ is the electromagnetic charge. The Weinberg angle can be determined experimentally in many different ways from many different processes. All results are around [28],

$$
\sin^2 \theta_W \approx 0.23.
$$

(6.5)

Note however that a prediction of a different value for the Weinberg angle is not immediately inconsistent, since the coupling constants are scale dependent. The predictions for the Weinberg angle from unification will be at the unification scale, where all coupling should come together. To draw any conclusions from this prediction the running of the coupling constants up to the unification scale has to be considered, resulting in involved calculations, as introduced in [17].

### 6.1.2 Proton decay

Extending the gauge group to one including the Standard Model group and combining fermions in larger representations result in an increase in possibilities for interactions between different matter sectors. These new couplings result in the allowance of processes excluded in the Standard Model. Since the leptons and quarks inhabit different representations in the Standard Model these do not mix under gauge interactions. The Standard Model Higgs bosons does also not couple the leptons and the quarks, since they are contained in separate Yukawa interactions. The lightest baryon, the proton, is therefore practically stable. A possible decay channel is through an instanton coupling [29], which is strongly suppressed by the number of particles involved in the interactions up to lifetimes far beyond the age of the universe. But in beyond the Standard Model theories coupling between leptons and quarks can occur, resulting in proton decay processes such as illustrated in figure 6.1. The bosons mediating these interactions are called leptoquarks.

![Figure 6.1: One of the proton decay modes possible in some unified theories. Since leptons and quarks are combined in representations decays violating baryon and lepton number are allowed, resulting in the instability of the proton. The X boson is a leptoquark.](image)
The problem with theories predicting these processes is that there are strong experimental constraints on these decay channels. For instance the proton $p$ is found by the *Super-Kamiokande* [30] not to decay into a pion $\pi^0$ and positron $e^+$ up to a lifetime of [31],

$$\tau(p \rightarrow e^+ + \pi^0) > 8.2 \times 10^{33} \text{ yr},$$  \hspace{1cm} (6.6)

at a 90% confidence level.

The boson coupling the leptons and quarks can be both in the gauge and in the Higgs sector of the theory. The predicted lifetime of the proton via a gauge interaction is [30],

$$\tau_p \propto \frac{M_X^4}{g_{\text{GUT}}^2 m_p^5},$$  \hspace{1cm} (6.7)

where the proportionality is given by the flavour structure of the theory. For this lifetime to be long clearly the gauge boson mediating proton decay must be very heavy. For the leptoquarks in the Higgs sector the reasoning is the same, but instead of the gauge coupling the Yukawa couplings appear in (6.7).

### 6.2 Candidates for Grand Unification

In this section some of the candidates from figure 5.2 are presented in series of increasing rank, corresponding to paths upwards from the Standard Model group in the diagram. The focus in this analysis will be on the general structure, more than the detailed calculations needed for a further study of these models. The presentation of series with increasing rank not only illustrates the relation between different unification models, but it is possible that unification occurs in *steps* at different energy levels [32]. One could for instance first encounter an energy scale where interactions follow the Left-Right model before unification occurs based on a larger group in which the Left-Right group is contained.

#### 6.2.1 Smallest representation unification

The first suggestions for unified models were based on small gauge groups with representations in which the Standard Model fermions fit perfectly. As motivated in the original paper on $SU(5)$ unification “the uniqueness and simplicity of our scheme are reasons enough that it be taken seriously” [24].

**SU(5)**

The 15 fermions in one generation of the Standard Model (3.33) can be perfectly fitted in a $\bar{5}$ and 10 representation of $SU(5)$, which in terms of the $SU(3)_C \times SU(2)_L \times U(1)_Y$ representations decompose as [6],

$$\bar{5} = (\bar{3}, 1, 1/3) + (1, 2, -1/2) = d_R + \bar{L}_L,$$

$$10 = (\bar{3}, 1, -2/3) + (1, 1, 1) + (3, 2, 1/6) = \bar{u}_R + \bar{e}_R + Q_L.$$  \hspace{1cm} (6.8)

From section 2.6 we know that the conjugate of a right-handed field behaves as a left-handed field and vice versa, therefore the 5 representation behaves as a right-handed and the 10 as a left-handed spinor. Often only the particle corresponding to the representation is denoted, not whether the field itself or its conjugate is used.

This perfect fit comes at a cost however. The gauge bosons of the Standard Model can be contained in the adjoint representation of $SU(5)$ [17],

$$24 = (8, 1, 0) + (1, 3, 0) + (1, 1, 0) + (3, 2, 5/3) + (\bar{3}, 2, -5/3),$$  \hspace{1cm} (6.9)

where in the first three terms the transformation properties of the gluons $G_a^\mu$, the $SU(2)_L$ bosons $W_a^\mu$ and $U(1)_Y$ boson $B_\mu$ are recognized. There appear two other sets of 6 gauge bosons each, often called $X$ and $Y$ *bosons*, carrying colour, weak isospin and hypercharge, which are the leptoquarks discussed before. As leptons and quarks are mixed in the $SU(5)$ representations
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one should not be surprised that these will couple in this theory. The resulting proton decay is so strong that the simplest SU(5) models are excluded by experiment \[17\].

For breaking the SU(5) gauge group to the Standard Model group a Higgs mechanism must be introduced. A general procedure for such a breaking scheme is discussed in great detail in \[33\], from which we find that an adjoint representation 24 is needed for the breaking of $SU(5) \to SU(3)_C \times SU(2)_L \times U(1)_Y$. The Standard Model Higgs responsible for the breaking of $SU(3)_C \times SU(2)_L \times U(1)_Y \to SU(3)_C \times U(1)_Q$, as discussed in section 3.1.1, is contained in the SU(5) model in a 5 representation.

**SO(10)**

A next step in the procedure of fitting the Standard Model fermions in representations of small gauge groups could be SO(10). This model is appealing as the complete fermion content of the Standard Model can be fitted in one 16 representation. In terms of SU(5) representations this representation decomposes as \[8\],

$$16 = 1 + \bar{5} + 10,$$

(6.10)

with one singlet more than needed to fit in the Standard Model. One such fermion that transforms trivially under the gauge groups is well known, this singlet might well correspond to a hypothetical right-handed neutrino.

Again the gauge sector can be contained in the adjoint representation, which for SO(10) corresponds to the 45, which contains all SU(5) gauge bosons and 21 more gauge bosons,

$$45 = 1 + 10 + \bar{10} + 24.$$  

(6.11)

In breaking the SO(10) symmetry the many extra gauge bosons and the one extra fermion (per generation) must obtain a large mass. This breaking can be performed by a 45 Higgs containing the 24 Higgs of SU(5) and a 10, containing the Standard Model Higgs.

This is however not the only way in which SO(10) can be used as a Grand Unified Theory. From figure 5.2 it is clear that there are many multiple other subgroups of SO(10) suggesting other breaking patterns to the Standard Model. There is a clear link with the Left-Right symmetric models that will be discussed later in this chapter. This could be expected since the last fermion representation needed for these models has appeared in the 16 representation of SO(10).

**E\textsubscript{6}**

At first sight the relation between SU(5) and SO(10) seems to be rather arbitrary. If one however considers the Dynkin diagrams corresponding to these groups it is clear that these can be seen as logical extensions of the Standard Model,

In this framework the next step to $E_6$ also looks feasible, it is just the next one in the series. There have been many studies of $E_6$ as Grand Unification candidate, on which more can be found in \[34, 35\] or in the more recent \[36\]. In this text the main interest for $E_6$ is its many subgroups and related breaking schemes. It could however be that $E_6$ itself will turn out to be the Grand Unification group.

The fermion representation in $E_6$ is its smallest non-trivial representation 27, the smallest fundamental representation. For the gauge bosons the 78 adjoint representation is used. These divide into representations of SO(10) as \[8\],

$$27 = 1 + 10 + 16,$$

(6.12)

$$78 = 1 + 16 + \bar{16} + 45.$$  

(6.13)
It is clear that all Standard Model fermions, and twelve more, fit in the smallest fundamental representation of $E_6$. This is therefore a good representation to illustrate the transformation under its subgroups with. As discussed in section 5.4 the fundamental representations can be constructed by the method of the highest weight, which is applied in appendix B. The resulting structure of the 27 representation can be found in figure 6.2. The splitting up of this representation in representations of the regular subgroups of $E_6$ is done by taking out the links between the weights corresponding to the simple roots taken out of the (extended) Dynkin diagram. Label the roots of the extended Dynkin diagram of $E_6$ as $[2]$, \[ \alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6 \]

For finding the $SO(10)$ representations one has to take out $\alpha_0$ and $\alpha_5$, resulting in the blocks with black borders in figure 6.2. To split these up in $SU(5)$ representations $\alpha_6$ (or equivalently $\alpha_4$) has to be removed as well, resulting in large grey blocks. The Standard Model representations can be found by taking out $\alpha_3$ (or equivalently $\alpha_2$), resulting in the diamond patterned blocks. The representations of the subgroups can be recognized by the structure of the roots between the weights in the different blocks. Note that in a representation the order of the roots is exactly opposite to its conjugate representation. Clearly all $SU(2)$ representations are real since they contain only one root. The representations of the same structure as the Standard Model fermions are labelled by the fermion content, as well as the hypothesized right-handed neutrino singlet. The splitting up of representations found in this way is consistent with the results presented before.
Figure 6.2: The 15 Standard Model fermions of one generation fit nicely in the 5 and 10 representations of $SU(5)$, marked in solid grey blocks. These in turn fit in the 16 representation of $SO(10)$ if a singlet, the right-handed neutrino, is added. The 16 representation of $SO(10)$, marked by black borders, can be combined with a 1 and 10 to form a 27 representation of $E_6$.

In diamond pattern markings the representation blocks of the Standard Model group are shown, with the interpretation of the Standard Model fermions in the top-left corner.
6.2.2 Left-Right symmetric unification

As seen from figure 5.2, $SU(5)$ and $SO(10)$ are far from the only subgroups of $E_6$. Another approach to unification is along the path started in section 4.2, in which the asymmetry between left and right-handed chirality spinors in the Standard Model has been removed by the introduction of Left-Right models. From the diagram it is clear that the Left-Right model group is contained in $SO(10)$, but one could also consider this as a subgroup of $E_6$ via $SU(3)_C \times SU(3)_L \times SU(3)_R$. Grand Unification based on this gauge group is often called trinification. Another option would be not to extend the Left and Right gauge groups, but extend the colour gauge group to $SU(4)$ and implement thereby lepton number as a fourth colour, as in the Pati-Salam model [26], based on $SU(4)_C \times SU(2)_L \times SU(2)_R$.

$SU(3)_C \times SU(3)_L \times SU(3)_R$

Although trinification is clearly based on a larger gauge group containing the Standard Model it is not really a Grand Unified Theory, since the it is still based on three unrelated couplings for each of the $SU(3)$ subgroups. This is often solved manually by imposing a discrete $Z_3$ symmetry, symmetrizing the $SU(3)_C$, $SU(3)_L$ and $SU(3)_R$ [27]. If one however considers trinification as a subgroup of an $E_6$ gauge group the equality of the couplings is intrinsic.

The fermion content of one family can be contained in the 27 representation of $E_6$, which splits up for $SU(3)_C \times SU(3)_L \times SU(3)_R$ as [8],

$$27 = (3,3,1) + (3,1,3) + (1,\bar{3},\bar{3}),$$

(6.15)

where parts of all three components are needed to contain the Standard Model fermions. This division of representations can also be seen from figure 6.3. For the gauge section one does not need the complete 78 dimensional representation of $E_6$ [8],

$$78 = (8,1,1) + (1,8,1) + (1,1,8) + (3,3,3) + (3,\bar{3},\bar{3}).$$

(6.16)

Only the first three components suffice to contain the Standard Model gauge section, resulting in a total of 24 gauge bosons. Since the fermion representations of $SU(3)_C \times SU(3)_L \times SU(3)_R$ do not contain both leptons and quarks the decay of the proton via leptoquarks in the gauge sector are not expected to be present.

The Higgs mechanism responsible for the breaking in this model can be based on two 27 representations [27], which is rather different from the other unification models where an adjoint representation was used. These representations can also be used for the Standard Model breaking of the electroweak sector.

The Higgs bosons can couple in many ways to the fermions in trinification models, also including couplings between leptons and quarks. In this way, despite the absence of leptoquarks in the gauge sector, the proton is also unstable in these models, with decay modes through scalar leptoquarks. Since these decays are mediated by the Higgs bosons it is expected that decay channels into more massive particles are preferred. Although the exact lifetime is strongly dependent on the mass of the Higgs bosons and therefore hard to calculate [27] predicts the decay rate for $p \rightarrow \mu^+ + \pi^0$ to be 14 times larger than $p \rightarrow e^+ + \pi^0$, which could provide a method of distinguishing this model from others experimentally in the future. The current lower bound on the proton lifetime through this channel is however in the same order of magnitude [31],

$$\tau(p \rightarrow \mu^+ + \pi^0) > 6.6 \times 10^{33} \text{ yr.}$$

(6.17)
Figure 6.3: For splitting up the 27 representation of $E_6$ in representations of $SU(3)_C \times SU(3)_L \times SU(3)_R$ the lowest root has also to be taken into account. Note that there are two cutting lines which should be linked together resulting in three representations of $SU(3)_C \times SU(3)_L \times SU(3)_R$ marked by a black border. From the Left-Right model representations, marked in grey, it is clear that the right-handed fermions of the Standard Model also combine into doublets in this model.
SU(4)_C \times SU(2)_L \times SU(2)_R

Another possible path from \(E_6\) to the Left-Right model is via an extension of the colour sector. J. Pati and A. Salam \[26\] introduced a model based on a \(SU(4)_C \times SU(2)_L \times SU(2)_R\) gauge group, in which lepton number is considered as a fourth colour for strong interactions. The observed asymmetry between left and right-handed chirality particles and between quarks and leptons are in this way both low energy phenomena. This strong relation between leptons and quarks suggests that this theory involves leptoquarks.

From figure 5.2 it is clear that this model is embedded in \(E_6\) via \(SU(6) \times SU(2)\), which will not be treated in detail in this thesis, and via \(SO(10)\) as a maximal subgroup. To see this the extended Dynkin diagram of \(SO(10)\) has to be considered, as shown in (5.29). In figure 6.4 this lowest root of \(SO(10)\) is included as \(\alpha_0\), which should not be confused with the lowest root of \(E_6\) used in the discussion of trinification. From this diagram or \[8\] one finds the 16 representations of \(SO(10)\) splits up into representations of \(SU(4)_C \times SU(2)_L \times SU(2)_R\) as,

\[
16 = (4, 2, 1) + (\bar{4}, 1, 2).
\]

The neutrino couples to the up-quarks and the electron to down-quarks, which in turn form a left-handed and a right-handed doublet. This is exactly the structure expected and clearly can be split up even further to find the Left-Right model representations (4.36) and Standard Model representations (3.33). The gauge sector can be included in the adjoint 45 representation of \(SO(10)\) \[8\],

\[
45 = (1, 3, 1) + (1, 1, 3) + (15, 1, 1) + (6, 2, 2).
\]

The first two terms can be recognized as the gauge bosons of the left and right gauge group. The third term is the extension of the gluon sector, which includes couplings between leptons and quarks. This theory therefore indeed involves leptoquarks in the gauge sector. It turns out however that these leptoquarks do not result in proton decay \[26\]. To analyse the leptoquarks further consider the breaking of \(SU(4)_C\) to \(SU(3)_C \times U(1)_{B-L}\) as in the Left-Right model studied before in section 4.2. The 15 representation splits as \[8\],

\[
15 = (8, 0) + (3, -4/3) + (\bar{3}, 4/3) + (1, 0),
\]

where the last component is the \(B - L\) charge of the gauge bosons. The second and third term here are clearly leptoquarks. But since interactions via these gauge bosons conserve \(B - L\) and fermion number \(B + L\) \[26\], baryon and lepton number should also be conserved separately.

The gauge bosons in the last term of (6.19) also include leptoquarks, but since this representation does not include any Standard Model gauge bosons it is not needed in the \(SU(4)_C \times SU(2)_L \times SU(2)_R\) model. It appeared because the gauge sector of the \(SO(10)\), which is known to include leptoquarks responsible for proton decay, was used as starting point. Any proton decay in the Pati-Salam model must include at least three decay products and is mediated through the Higgs bosons \[26\], making this theory hard to exclude via constraints on proton decay.
in multiple ways. In this diagram it is illustrated as a maximal subgroup of $SO(10)$, via its lowest root $\alpha_0$. Note that this is another root than $\alpha_0$ in figure 6.3, which is the lowest root of $E_6$. 

Figure 6.4: The $SU(4)_C \times SU(2)_L \times SU(2)_R$ model can be included in $E_6$ in multiple ways. In this diagram it is illustrated as a maximal subgroup of $SO(10)$, via its lowest root $\alpha_0$. Note that this is another root than $\alpha_0$ in figure 6.3, which is the lowest root of $E_6$. 
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Chapter 7

Conclusion

Despite the enormous success of the Standard Model there are some indications that there must exist physics beyond it. An interesting extension is the Left-Right model, in which the asymmetry between left and right-handed chirality spinors, put in the Standard Model to fit the $V-A$ behaviour observed in experiments, is lifted at high energy scales.

This was the first encounter with an extension of the gauge sector in this thesis. This procedure for finding possible beyond the Standard Model theories can be generalized by considering groups that include the Standard Model group,

$$SU(3)_C \times SU(2)_L \times U(1)_Y.$$  \hspace{1cm} (7.1)

The mathematical framework for dealing with groups is group theory. A useful method for finding subgroups has been developed by E. Dynkin and is based on Dynkin diagrams, which relates the simple roots in a system of circles and connecting lines. Using this method the regular subgroups can be found by removing simple roots from the system.

If the group structure is determined using Dynkin diagrams specific representations following this structure can be found from the method of the highest weight. A fundamental representation can be constructed from the fundamental weight, which is the highest weight of that representation. The structure of the representation is found by lowering weights with simple roots. The decomposition of representations into representations of their regular subalgebras can be found by removing connections via the simple roots that are not in the subalgebra.

These general methods have been applied to the exceptional group $E_6$ and its smallest non-trivial representation, which is 27-dimensional. The regular subgroups are found by removing circles from the Dynkin diagram of $E_6$.

$$\begin{array}{c}
\circlearrowright \\
\circlearrowleft
\end{array}$$ \hspace{1cm} (7.2)

Many subgroups correspond to gauge groups that have been suggested for Grand Unified Theories. The 27 representation has been shown to contain representations with the same transformation properties under the Standard Model subgroup of $E_6$ as the 15 fermions of one generation, the building block of ordinary matter.

The concept of a larger gauge group containing the Standard Model group as a low energy effect solves some mysteries of the Standard Model. The unification group contains only one coupling strength, which constrains the running of the Standard Model coupling constants, by relating them at the unification scale. It also provides a reason for the exact match between quarks and leptons, since these particles are often combined in representations, which ensures related quantum numbers. Unification can provide a natural explanation for the relations between parameters that are free in the Standard Model.

These solutions for Standard Model problems come at a cost however. Grand Unified Theories predict the existence of multiple not yet observed particles, both in the fermion sector, such as the right-handed neutrino, and in the extended gauge and Higgs sectors. These particles can be constructed to have a high mass, so that these will only be present at the unification scale, many
orders of magnitude above the reach of particle accelerators,

$$E_{\text{GUT}} \approx 10^{16} \text{ GeV}.$$ \hfill (7.3)

But even these heavy particles could have implications for experiments. The extended gauge and Higgs sectors result in interactions that are not possible in the Standard Model. The most interesting ones are the coupling between quarks and leptons through leptoquarks. The processes involving these can violate baryon and lepton number, resulting in the unobserved proton decay.

There are strong constraints on this decay for different channels, providing a lower bound on the proton lifetime of,

$$\tau_p > 10^{33} \text{ yr}.$$ \hfill (7.4)

This bound provides the strongest experimental constraint on Grand Unified Theories. Although most models involve some form of leptoquarks the phenomenologies can be different. Unification models based on small representations in which the fermion content of the Standard Model fits nicely, such as $SU(5)$ and $SO(10)$ involve leptoquarks in the gauge sectors, which results in a preferable proton decay mode,

$$p \rightarrow e^+ + \pi^0.$$ \hfill (7.5)

Unification models based on the extensions of the Left-Right model, $SU(3)_C \times SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ behave rather differently. Trinification models, $SU(3)_C \times SU(3)_L \times SU(3)_R$, include the left and right gauge groups into larger groups without combining quarks and leptons in the same representations. The gauge sector does therefore not contain leptoquarks, but the complicated Higgs sector of this model does. Since these scalar leptoquarks couple to mass the most probable decay channel for the proton in this model is,

$$p \rightarrow \mu^+ + \pi^0.$$ \hfill (7.6)

There exist also models that contain leptons and quarks in the same representation, but still do not contain two body proton decay modes. An example is the Pati-Salam model, $SU(4)_C \times SU(2)_L \times SU(2)_R$, which extends the Left-Right model via the colour sector rather than the left and right sectors.

Clearly there are many different models possible within the field of Grand Unification. Despite the strong relations between most common models there are ways to distinguish them phenomenologically. This suggests that a possible future experimental confirmation of proton decay would not only make Grand Unification more probable, but could also give an idea of the underlying gauge group via the decay products.
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Appendix A

Dirac matrices

The Dirac matrices are defined by their anti-commutation relation,

\[ \{ \gamma^\mu, \gamma^\nu \} = 2g^{\mu \nu}, \]  \hspace{1cm} (A.1)

from which it is clear that the interchange of two different Dirac matrices results in a minus sign, 
\[ \gamma^\mu \gamma^\nu = -\gamma^\nu \gamma^\mu \] if \( \mu \neq \nu \). If one follows the mostly minus convention \( g^{\mu \nu} = \text{diag}(1,-1,-1,-1) \) one finds that the square of a Dirac matrix is, \( \left( \gamma^0 \right)^2 = 1, \quad \left( \gamma^1 \right)^2 = -1 \).

There are multiple conventions for the Dirac matrices. In this text the chiral basis is used, in which the Dirac matrices are of the form,

\[ \gamma^\mu = \begin{pmatrix} 0 & \sigma^\mu \\ \overline{\sigma}^\mu & 0 \end{pmatrix}, \]  \hspace{1cm} (A.2)

where \( \sigma^\mu = (1, \sigma_1, \sigma_2, \sigma_3) \) and \( \overline{\sigma}^\mu = (1, -\sigma_1, -\sigma_2, -\sigma_3) \) include the Pauli matrices.

The explicit form of the Dirac matrices in the chiral basis is therefore,

\[ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \]  \hspace{1cm} (A.3)

resulting in the following Dirac matrices,

\[
\gamma^0 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \\ 0 & i & 0 & 0 \\ -i & 0 & 0 & 0 \end{pmatrix}, \quad \gamma^3 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}.
\]  \hspace{1cm} (A.4)

One related matrix is introduced, \( \gamma^5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3 \), which anti-commutes with all others,

\[ \{ \gamma^\mu, \gamma^5 \} = 0 \]  \hspace{1cm} (A.5)

The explicit form in the chiral basis is,

\[ \gamma^5 = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \]  \hspace{1cm} (A.6)

Sometimes the transpose, conjugate and hermitian conjugate of the Dirac matrices are needed.
For the hermitian conjugate one finds that,
\[ \gamma^0 \gamma^{\mu*} \gamma^0 = \gamma^\mu. \]  \hspace{1cm} (A.7)

For the transpose another useful relation is obtained,
\[ \gamma^0 \gamma^2 \gamma^{\mu T} \gamma^2 \gamma^0 = \gamma^\mu. \]  \hspace{1cm} (A.8)

These are useful in the computation ensuring unitarity or $CPT$-invariance of spinor field combinations.
Appendix B

Constructing the fundamental 27 representation of \( E_6 \)

In this appendix the structure of the smallest fundamental 27 representation of \( E_6 \) is derived explicitly by the method of the highest weight as described in section 5.4. In this method a fundamental representation is constructed from its highest weight, called the fundamental weight. For finding the fundamental weights one has to find a concrete form for the simple roots first. Since the relation between these simple roots is fixed by the Dynkin diagram, these can in principle be found from solving a large system of equations. But as \( E_6 \) can be seen as an extension of \( SO(10) \), for which a specific representation is known, (2.35), it might be easier to find the simple roots of \( SO(10) \) first. For this a set of five Cartan generators has to be found, which commute with each other and can therefore be diagonalized simultaneously. A suitable choice is the set of generators \( M_{2j-1, 2j} \) where \( j = 1, 2, \ldots, 5 \) [2]. These are the matrices with the second Pauli matrix \( \sigma_2 \) on the diagonal and all other terms zero,

\[
M_{12} = \begin{pmatrix}
0 & -i \\
-i & 0 \\
0 & 0 \\
0 & 0
\end{pmatrix}, \quad M_{34} = \begin{pmatrix}
0 & 0 & -i \\
0 & i & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \ldots
\] (B.1)

These are clearly hermitian and commuting matrices. The eigenvalues of these matrices are the weights of the defining 10 representation, given by the eigenvalues of the Pauli matrix \( \sigma_2 \), which are \( \pm 1 \). The 10 weight vectors are therefore,

\[
\mu_{2j-1} = e_j, \quad \mu_{2j} = -e_j.
\] (B.2)

The root vectors can be found from the differences between the weight vectors. Note however that in this way one finds too many candidates, the vectors with one entry equal to \( \pm 2 \) and all others zero are not roots of \( SO(10) \). The simple roots of \( SO(10) \) can therefore be found to be,

\[
\alpha_1 = (1, -1, 0, 0, 0), \quad \alpha_4 = (0, 0, 0, 1, -1), \\
\alpha_2 = (0, 1, -1, 0, 0), \quad \alpha_5 = (0, 0, 0, 1, 1), \\
\alpha_3 = (0, 0, 1, -1, 0),
\] (B.3)

which indeed have all the same lengths and are at angles in accordance with the Dynkin diagram of \( SO(10) \),

To extend this to all simple roots of \( E_6 \) a sixth root must be added (and some roots must be relabelled). Also a sixth Cartan generator will be added, since \( E_6 \) has rank 6, resulting in a sixth
component for all root vectors. This component is added in front, and chosen to be zero for the five known root vectors, so that these are still positive and simple. The inner product with all five simple roots of $SO(10)$ following (5.18) and the length provide six equations to solve for the six component root vector $\alpha_5$. The first component must be chosen positive, to make the root positive, the other components must be negative to make the root simple, resulting in the following simple roots for $E_6$,

\begin{align*}
\alpha_1 &= (0,1,-1,0,0,0), & \alpha_4 &= (0,0,0,0,1,-1), \\
\alpha_2 &= (0,0,1,-1,0,0), & \alpha_5 &= (\sqrt{3},-1,-1,-1,-1,1)/2, \\
\alpha_3 &= (0,0,0,1,-1,0), & \alpha_6 &= (0,0,0,0,1,1),
\end{align*}

(B.4)

One can find the lowest root, needed for finding maximal subgroups, from the extended Dynkin diagram. For $E_6$ the extended diagram includes the lowest root at $120^\circ$ with $\alpha_6$ and $90^\circ$ with the others. With similar reasoning as for $\alpha_5$ the lowest root can be found to be,

$$\alpha_0 = (-\sqrt{3},-1,-1,-1,-1,1)/2.$$  \hspace{1cm} (B.5)

The first fundamental weight follows (5.39) as,

$$\alpha_i \cdot \mu_1 = \delta_{i1},$$  \hspace{1cm} (B.6)

where $\alpha_i$ are the six simple roots. The first fundamental weight $\mu_1$ can be found again by solving a system of equations, resulting in,

$$\mu_1 = (1/\sqrt{3},1,0,0,0,0).$$  \hspace{1cm} (B.7)

The structure of the first fundamental representation of $E_6$, which will turn out to be the 27 representation, can be found from lowering this highest weight by subtracting simple roots. Whether a weight $\mu_j$ can be lowered by a simple root $\alpha_i$ is given by (5.40),

$$\frac{2\alpha_i \cdot \mu_j}{\alpha_i^2} = k,$$  \hspace{1cm} (B.8)

where $k$ is the number of times $\mu_j$ can be lowered by $\alpha_i$. In this way the 27 representation of $E_6$ was found to be as in figure 6.2 on page 54.
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