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Abstract
A new method to reduce acetabular fractures has been pioneered at the University Medical Center Groningen (UMCG). It requires manual virtual reduction of the fracture, which is time-consuming and difficult. We use Iterative closest point (ICP) for the computer-assisted reduction of acetabular fractures, together with our newly introduced error metric which punishes intersections between fragments. To allow the incorporation of the intersection term of this error metric, this research also proposes the use of iterative gradient descent (IGD) to find the transformation at each iteration of the ICP algorithm. The performance of the proposed method is compared with that of existing variants of the ICP algorithm on the clinical models of eight patients treated at the UMCG. We have found no improvement in performance due to the inclusion of an intersection term in the error metric. However, the results of the other implemented and tested registration methods suggest that factors other than the used error metric may have been at fault. Therefore, we conclude that further research into this error metric and its minimization is needed.

1 Introduction
In the past decades, incidence of pelvic fractures has increased due to raising rates of high-speed motor vehicle accidents and falls from heights. The rate of mortality of major pelvic fractures is 10% to 20% percent, open fractures have mortality rates as high a 50% [1]. Out of the 224 patients treated for an acetabular fracture at the Radboud University Medical Center in the Netherlands between 2004 and 2014, 15% needed a total hip arthroplasty (THA). Patients who have a THA often have a worse functional outcome than patients with a preserved hip joint [2]. One of the factors that significantly impacts the need for a total hip arthroplasty is the quality of the fracture reduction. From the data from different hospitals, between 6% and 26% of acetabular fracture reductions are not satisfactory [2–6].

Merema et al. [7] are pioneering a new procedure for acetabular fracture surgery at the University Medical Center Groningen (UMCG). By using computed tomography (CT) data and surgical planning software that uses 3D visualization, they create a virtual model of the fractured pelvis. Based on the virtual reduction of this fracture, patient-specific fixation devices and intra-operative drilling
guides are designed. Contrary to the current standard of care, this approach allows the use of personalized fixation devices that can be tailored to both the shape of the pelvis and the type of fracture. The virtual reduction of the fracture is also used to determine screw directions and sizes. Comparable approaches have been used at the UMCG for reconstruction of the mandible [8, 9] and fibula [10], and for secondary maxillofacial reconstruction [11].

The preparatory work for these procedures, i.e. the segmentation of the computed tomography scans and the virtual reduction of the fractures, is time-consuming. We propose to structure the preparatory work according to the stages presented in Figure 1. Segmentation is concerned with the generation of bone models from the CT scans. On these models, further optimization techniques may be applied to obtain adequate representation for subsequent stages. The virtual reduction stage focuses on the repositioning and aligning of bones and fragments. Since most registration approaches only work for two fragments at once, a pairwise approach is used. The matching stage selects two fragments to be registered to each other. After registration, the new alignment of these fragments can be taken into account at the matching phase [12]. Eventually a fully reduced fracture is generated. A more detailed version of this pipeline is presented and discussed in Chapter 1.

The research presented in this paper is focused on the pairwise registration of fracture fragments. The problem of registering two fragments to each other is akin to solving a three-dimensional puzzle [13], with the added difficulty that multiple fracture surfaces may be irregular and that they may not match fully due to comminution [14].

The problem of registering two bone fragments to each other is comparable to the problem of shape matching that has been encountered with range images. These images result from attempts to digitally capture physical objects. Since few objects can be described by a single range image, multiple images have to be combined to arrive at a complete digital description. Formally, the registration problem for range images is the computation of a rigid transformation that brings the points of one range image into alignment with another range image [15]. Several solutions to this problem have been proposed [15–18]. Another problem that is comparable is the reconstruction of broken artifacts. However, compared to range image matching, several new challenges are introduced. Firstly, data is lost due to tiny disappearing fractured pieces or due to
deterioration of material surfaces. Furthermore, a single fragment can combine with any number of other fragments, making the exact matching relationship hard to define [19]. Orthopedic reconstruction is even more challenging than the reconstruction of general artifacts. To begin with, computed tomography data are less accurate than the laser scan data that are in most cases used for general artifacts [20–22]. The segmentation of the CT data into three-dimensional meshes amplifies the noise present in an unpredictable manner. Secondly, bones break differently than archaeological artifacts. They tend to splinter, generating pieces that have a single smoothly varying fracture surface that may correspond to one or multiple fragments. Archaeological artifacts typically consist of hard brittle materials that often break in such a way that fracture surfaces may be extracted by their geometric properties [23].

Before introducing our approach to orthopedic reconstruction we review earlier work on this subject in Section 2. The fracture reduction method we propose is the subject of Section 3. Sections 4 to 6 introduce the data used to test the approach, present the result of the experiment, and discuss them, respectively. Section 7 concludes the paper and Section 8 presents some ideas for new research based on this work.

2 Related Work

Jiménez-Delgado et al. [12] observed that most preoperative orthopedic reduction tools focus on the long bones. The shaft of these bones is cylindrical and completely surrounded by cortical tissue. At the ends of these bones the cortical tissue is very thin, hence cancellous tissue can appear in the outer part of the bones. This extra information has favored the development of computer assisted methods for the reduction of fractures of long bones. Very little research has looked at reducing irregular bones such as the acetabulum. Since this extra information is not available from the acetabulum, we do not consider registration methods that use it.

We structured this section based on another classification of preoperative orthopedic fracture reduction applications by Jiménez-Delgado et al. [12], namely one that distinguishes based on the used registration method. Approaches that use a statistical template, discussed in Section 2.1, register the fragments of the broken bone to an anatomical atlas of the healthy bone. The methods discussed in Section 2.2 use a physical template, for example the mirrored contralateral bone or a pre-existing scan of the healthy bone. Finally, in Section 2.3 we discuss geometric approaches to fracture reduction. These methods use properties of the 3D models representing the bone fragments to register bone fragments to each other.

2.1 Statistical Template

Moghari and Abolmaesumi [24] register fragments of a fractured humerus to an anatomical atlas of that bone in a local registration step, after which a global registration step is used to register the fragments to each other, and the
template. The statistical shape model (SSM) of the humerus is generated with principal component analysis of a small population of CT scans of whole humeri. Kovler et al. [14] argue that this approach may be inadequate for far-from-average cases. Furthermore, a precomputed atlas might not always be available. A final issue with this approach is that a statistical model is not necessarily representative for the whole population. Wu et al. [25] note that there are large differences between the humeri of Asian and Western patients.

Albrecht and Vetter [26] propose the use of a statistical shape model only if a contralateral or pre-fracture scan is not available. Their iterative method alternates between aligning the main fracture fragments to the template with iterative closest point (ICP), and adapting the SSM to the individual’s anatomy. A disadvantage of this method is that the user has to manually input the length of the bone, as the algorithm will fail otherwise. Furthermore, the method fails completely when it is used for the fracture reduction of a deformed bone.

An alternative to the anatomical atlases used by Moghari and Abolmaesumi [24] and Albrecht and Vetter [26] is offered by Oura et al. [27]. They predict the shape of the whole bone from its partial shape using partial least squares regression. The accuracy of the resulting prediction is similar to that of methods based on bilateral symmetry. An advantage of this method is that it is not sensitive to initialization, since it is deterministic. However, it is susceptible to inter-operator errors, as manual identification of landmarks is required.

All reviewed statistical methods have difficulty handling non-standard bones. Although Albrecht and Vetter [26] base the statistical bone on numerous scans and adapt the model to the patient’s anatomy, they still had problems with non-standard anatomies, suggesting that statistical models have to be based on an extremely high number of scans, which may not be available [14].

### 2.2 Physical Template

Okada et al. [28] evaluate different fracture reduction methods on femoral head fractures. One of these approaches registers fracture fragments to the contralateral bone. They found that this approach shows a large rotation error compared to the other methods, even after removing all cases where registration failed completely, which mostly occurred with contralateral matching.

The method based on the same idea introduced by Fürnstahl et al. [29] outperforms the one by Okada et al. [28] in all experiments on proximal humerus fractures. However the approach by Okada et al. [28] has a significantly lower runtime and requires fewer user-defined parameters.

There are two main disadvantages to registering to the physical bone. First, when using the healthy contralateral bone as a template for fracture reduction one assumes bilateral symmetry. Although Berg et al. [30] found scaphoid poles to be sufficiently symmetrically aligned to serve as a reference in surgery, others have found that humeri [31–33], radii, and ulnae [33, 34] show sufficient within-patient lateral asymmetry to caution against blindly using the contralateral bone as a template for surgical reconstruction [32]. Second, in most cases
the approach using a contralateral bone requires an additional CT scan of the uninjured bone, which increases the patient’s radiation exposure [29].

2.3 Geometric Methods

Buschbaum et al. [35] register fragments to each other by detecting fracture lines; the lines separating the strongly curved surfaces lines from the smooth surface of the bone. Based on computed surface curvatures they extract and connect points in areas of high convex curvature. The resulting opposite fracture lines are mapped together based on the surface normal vector, and the first and second principal curvature direction. The errors of the resulting registrations fall within the clinically acceptable range.

Winkelbach et al. [36] only use curvature supplementally. Their registration method uses a random sample matching approach, based on the random sample consensus (RANSAC) algorithm. This repetitive procedure generates a likely hypothesis from the input dataset, and subsequently evaluates the quality of the registration, which is expressed as the number of contact points between the fragments [37]. This method maximizes surface contact and minimizes penetration between bone fragments. It cannot be generalized to all bones, for example it is not suitable for long bones, since fractures of these bones have a large area that is not necessarily part of the fracture area [14]. Furthermore, due to the infinite search loop used by RANSAC it is impossible to decide whether the optimal result has been found [37].

Willis et al. [23] propose an interactive method for global registration of highly comminuted bone fractures. Pairs of coarsely corresponding user-selected fracture-surface patches are aligned to each other using ICP. This algorithm iteratively refines the transformation that aligns one point cloud to another by minimizing an error metric, generally some distance measure between matched pairs of points from the two point clouds. It is guaranteed to always monotonically converge to the nearest local minimum [38]. Consequently, it is sensitive to the initial alignment of the fragments. Zhou et al. [39] improve the method proposed by Willis et al. [23] in several aspects. Firstly, surfaces belonging to the same bone fragment are grouped to prevent oscillations in the pairwise registration. Furthermore, the introduce a new subsampling method that allows idiosyncratic geometric surface variations to more heavily influence the final registration. Contrary to methods discussed earlier, Willis et al. [23] and Zhou et al. [39] use an interactive approach. The advantage of such an approach is that the user is able to influence the reconstruction process and select the best option of multiple potential reductions [40].

Manual annotation is also used by Okada et al. [28]. Instead of manually selecting fracture surfaces, users are asked to find the fracture lines by steering 3D line tracking software that operates on 3D curvature images of the bone fragments. These line fragments are used as input to the ICP algorithm that registers the fragments to each other.

Kovler et al. [14] do not use manual identification of fracture surface pairs, instead they extract them automatically by searching for connected components.
of high density in the CT scan. Outliers are removed by only keeping surfaces whose maximal principal curvature is higher than some threshold. They compute the coarse alignment of the fragments with a principal component analysis (PCA)-based method. The finer final alignment is computed with ICP. Users have the option to incorporate further clinical considerations by manually changing the fracture reduction.

A new method to find corresponding points between fragments for ICP is introduced by Chowdhury et al. [41]. They use complete bipartite graph matching to find correspondences such that no two pairs share a common point, to avoid distortion of the fracture shape. They try to ensure that the ICP algorithm finds the global minimum of the registration by generating multiple initial orientations for each fragment. Possible initializations are constructed from the fragments’ bounding boxes. The best initializations are selected using local and global shape constraints [29]. This alternative initialization of the conventional ICP algorithm results in improved accuracy and convergence compared to the normal implementation on the five tested clinical datasets.

It seems that ICP is the most used geometric registration method [14, 23, 41, 42], although some alternative methods have been introduced [35, 36]. Strikingly, the alternative methods are all fully automatic, whereas only half of the discussed methods using ICP do not require user input. Since the fully automatic approaches using ICP compute an initial alignment before starting the iterative method, we expect that this difference is due to the sensitivity of the ICP algorithm to local minima.

3 Method

Iterative closest point aims to find the linear transformation matrix \( M \) that transforms a model fragment \( \mathcal{M} \) to best match a static fragment \( \mathcal{X} \). The algorithm starts with an initial guess for the rigid-body transform between the two models, and iteratively refines it by repeatedly generating pairs of corresponding points on the meshes and minimizing an error metric until some termination criterion is met. Many variants of the algorithm have been introduced since its inception by Chen and Medioni [16] and Besl and McKay [43]. Rusinkiewicz and Levoy [44] identify the following stages in the algorithm:

1. **Selection** of some set of points in one or both of the meshes.
2. Matching these points to samples in the other mesh, to generate **correspondences**, pairs of points, with one point contributed from each mesh.
3. **Weighting** the resulting correspondences appropriately.
4. Computing the value of an **error metric** based on the point pairs.
5. **Minimizing** the error metric.

We add a final stage, namely stopping the algorithm when some **termination criterion** is met.
Due to its sensitivity to local minima in the error, the algorithm may not converge if the two models are placed too far away from each other [42]. Therefore we take the user-manipulated pose of the fragments in the virtual environment as the initial registration.

Up until now we have only discussed the registration of two models to each other. To handle multiple models we use pairwise matching. This entails that to match for example three fragments, different pairs of those three fragments need to be matched to each other, while one of the fragments is not considered.

Stages 1 and 2 are discussed in Sections 3.1 and 3.2, respectively. We do not weigh points, since Rusinkiewicz and Levoy [44] found in their comparison of different variants of the ICP algorithm that this hardly influences the convergence rate. The different error metrics and their minimization is the subject of Section 3.3. Finally the termination of the introduced ICP variant is discussed in Section 3.4. The variant of the ICP algorithm presented in this section has been implemented with Unity [45].

### 3.1 Sampling

We have used two different sampling methods, namely all-points sampling and normal distribution optimization (NDO) subsampling. The first method simply uses all available points. This approach is only used if the models are relatively small, i.e. if they have fewer than 1000 vertices.

NDO subsampling is used for all larger meshes. This method chooses points such that the distribution of normals among the selected points is as large as possible; if one were to bin the normals in angular space after subsampling each bin would have approximately the same number of elements. Consequently, small features, which can be vital for the determination of the correct registration, do not disappear [44]. For example, in case of a mesh representing a small ridge in an otherwise flat surface, uniform subsampling results in a sample containing mostly normals from the flat surface. NDO subsampling with three bins produces a set of samples which consists in equal number of vertices coming from the flat surface, the left side and the right side of the ridge. The effect of features that disappear using uniform subsampling, and that stay visible with NDO subsampling is illustrated in Figure 2.

We have implemented NDO subsampling by binning all vertices according to the direction of their normals and then sampling as uniformly as possible across the bins. To bin the vertex normals into $n$ bins, each bin is associated with a face

---

**Figure 2:** The difference between (a) uniform and (b) normal distribution optimization (NDO) sampling illustrated. Observe how the small feature is overwhelmed by the surrounding flat area if uniform subsampling is used. Images adapted from Rusinkiewicz and Levoy [44].
normal of a uniform polyhedron. The exact polyhedron that is used depends on the choice of \( n \). A vertex normal \( \mathbf{n} \) is added to the bin associated with the face normal \( \mathbf{r}_i \in \{\mathbf{r}_1, \ldots, \mathbf{r}_n\} \) such that

\[
\arg \max_{i \in [1,n]} \mathbf{n} \cdot \mathbf{r}_i.
\]

### 3.2 Correspondences

To find correspondences, we use an adaptation of the normal shooting method proposed by Chen and Medioni [16]. The original method finds the intersection with the model fragment of the ray originating at a vertex on the static model in the direction of the vertex normal. A disadvantage of this approach is that it cannot find correspondences in areas where the two models intersect. To solve this, we first cast a ray in the direction of the normal. If that does not result in an intersection we shoot in the flipped direction. This problem, and the proposed solution, are illustrated in Figure 3.

The adapted correspondence finding method has been implemented with the Unity [45] methods to detect collisions between mesh colliders and rays. Due to the application programming interface (API) of that functionality we are required to set a maximum within correspondence distance. We have set this distance in two ways, namely to a fixed distance, and to a distance that is a percentage of the bounding box of all fragments of the fracture. The advantage of the latter approach is that it is independent of the scale of the meshes that represent the fracture fragments. The second step of the correspondence finding is the filtering of correspondences. Due to Unity’s API, a filter on the within-correspondence distance is implicitly implemented. This filter rejects any correspondence for which the distance between the point sampled from the static fragment and the point sampled from the model fragment is greater than some threshold. We have not added any other filters.
3.3 Error Metric

ICP aims to find the registration between two models by iteratively minimizing some error metric. This metric generally depends on some aggregation of the errors associated with the different correspondence pairs.

We consider three different error metrics. For one metric, the point-to-point error, two minimization methods have been implemented. In Section 3.3.1 we discuss the point-to-point error and its two minimization methods. The point-to-plane error is presented in Section 3.3.2, and finally the newly proposed intersection error is the subject of Section 3.3.3.

3.3.1 Point-to-Point Error

The point-to-point error of the correspondence $C = (x, y)$ with $x \in \mathcal{X}$ and $y \in \mathcal{Y}$ and the transformation matrix $M$ is defined as

$$e_{\text{po}}(C) = |Mx - y|^2.$$ (1)

Several closed-form solutions that minimize the sum of the point-to-point error have been proposed [46–49]. A comparison of these methods by Eggert et al. [50] showed that the differences among them with respect to numerical accuracy and stability are small. We have chosen to use the method introduced by Horn [47] using unit quaternions. Given the set of correspondences $\mathcal{C} := \{ C_i = (x_i, y_j) \mid i = 0, 1, \ldots, N \land x_i \in \mathcal{X} \land y_j \in \mathcal{Y} \}$, this method finds the translation vector $t$ and the rotation matrix $R$ such that

$$E_H = \sum_{i=1}^{N} |y_i - R(x_i - x_c) - t|^2$$ (2)

is minimized, where $x_c$ is the centroid of $\mathcal{X}$. Horn [47] showed that $t$ is the difference between the centroids of $\mathcal{X}$ and $\mathcal{Y}$. The rotation is found by constructing the cross-covariance matrix between zero-centered pairs of points. The final rotation is defined as the eigenvector corresponding to the eigenvalue of a matrix that is built from the cross-covariance matrix [15]. We refer to the minimization of the point-to-point error with the method proposed by Horn [47] as point-to-point closed form (CF$_{\text{po}}$).

As an alternative to the closed-form solution, we have investigated an iterative approach to minimizing Equation (2). We have chosen to use iterative gradient descent (IGD) [51]; better results may be achieved with more sophisticated iterative methods. Wheeler and Ikeuchi [52] introduce the prerequisites for using gradient methods to minimize Equation (2). They define the following least squares function:

$$E_W = \frac{1}{4N} \sum_{i=1}^{N} (R(q)x_i + t - y_i)^2$$ (3)

where $R(q)$ represents the $3 \times 3$ orthonormal rotation matrix defined by the unit quaternion $q$. The factor $4N$ is introduced for aesthetic reasons. The partial
derivatives of this function w.r.t. the quaternion $q$ and the translation vector $t$ are
\[
\frac{\partial E_W}{\partial q} = \frac{1}{N} \sum_{i=1}^{N} R(q)x_i \times (t - y_i),
\]
(4)
\[
\frac{\partial E_W}{\partial t} = \frac{1}{2N} \sum_{i=1}^{N} R(q)x_i + t - y_i.
\]
(5)

Using these equations the update rule for the translation vector used in IGD becomes
\[
t' = \frac{\lambda}{\zeta} \frac{\partial E_W}{\partial t},
\]
(6)
where $\lambda$ denotes the learning rate, and $\zeta$ is a scaling factor.

The scaling factor corrects for the dissimilar scaling behavior of rotation and translation in rigid body motion. Setting the scaling parameter to one would result in an error landscape with a canyon, which makes gradient-based search methods inefficient [52]. Figure 4 shows how a lack of normalization causes such a canyon which results in the IGD algorithm requiring more steps to reach convergence. To compute $\zeta$, the ranges of the points in $\mathcal{X}$ are computed in each dimension. $\zeta$ is set to the size of the largest range.

The learning rate indicates the size of the steps taken in the direction of the gradient, i.e. the length of the arrows in Figure 4. Setting this parameter to a large value can result in fast convergence. However, it might also cause the algorithm to continuously overshoot the correct value, resulting in an oscillation around the correct solution. Choosing a too small learning rate generally avoids these oscillations, but it can make convergence slow. We have set $\lambda$ to the empirically determined value 0.001.

![Figure 4: Illustration of the difference between performing iterative gradient descent, (a) with and (b) without the scaling factor $\zeta$. Shown is a 2D error landscape, the contours of which are indicated by the blue circles. The steps of the 'path' the IGD algorithm takes are shown by orange arrows. This path leads to a light blue dot, which represents the local minimum nearest to the initialization position, indicated by an orange dot.](image-url)
The update rule for the rotation, expressed as a quaternion, is

\[ q' = -\lambda \frac{\partial E_W}{\partial q} \]

The scalar value of the resulting quaternion \( q' \) should be one, since the gradients are implicitly evaluated at the identity quaternion. To handle floating point errors we set the scalar value of the quaternion to 1 after every iteration.

IGD terminates if the current error, defined in Equation (3), is lower than the convergence error, or if a fixed number of iterations has been reached. We have set this last number to a relatively low value, namely 200, since any possible errors will be improved upon in further iterations of the ICP algorithm. The resulting error metric and minimization combination is referred to as point-to-point iterative gradient descent (IGD_{pp}).

### 3.3.2 Point-to-Plane Error

The ICP version introduced by Chen and Medioni [16] uses the point-to-plane error. This metric computes the squared distance from each point on the model shape to the plane that is perpendicular to the static point’s normal, which contains the static point. For the correspondence \( C \) the point-to-plane is

\[ e_{pl}(C) = ((Rx + t - y) \cdot n)^2, \]

where \( n \) is the normal of the point \( y \) sampled from \( Y \). Figure 5 compares this error metric to the point-to-point error. If no vertex normals are included with the fragments we compute them according to Newell’s method [54].

No closed-form solutions are available for this error metric [44]. The least-squares equations derived from Equation (8),

\[ E_L = \sum_{i=1}^{N} e_{pl}(C_i) \]
may be solved using a generic non-linear method, for example Levenberg-Marquardt [44]. However these methods are computationally expensive. If the rotation that minimizes $E_L$ is small, Equation (9) can be solved by linearizing the rotation matrix. A 3D rigid-body transformation matrix is defined as

$$M = \begin{bmatrix} I_{3 \times 3} & t \\ 0 & 1 \end{bmatrix} R_z(\gamma) R_y(\beta) R_x(\alpha),$$

(10)

where $R_z(\gamma)$, $R_y(\beta)$, $R_x(\alpha)$ denote the rotation of $\alpha$, $\beta$, $\gamma$ radians around respectively the $x$, $y$ and $z$-axes. When we assume that the rotation $\theta$ is small we can use the approximation $\sin(\theta) \approx 0$ and $\cos(\theta) \approx 1$. This allows $M$ to be approximated as the linear matrix

$$\hat{M} = \begin{bmatrix} 1 & -\gamma & \beta & t_x \\ \gamma & 1 & -\alpha & t_y \\ -\beta & \alpha & 1 & t_z \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$  

(11)

Using $\hat{M}$, linear least squares can be used to find the translation vector $t$ and the rotation around the $x$, $y$, and $z$-axes, $\alpha$, $\beta$ and $\gamma$, respectively. The final transformation matrix should be computed by plugging these values into Equation (10), since using Equation (11) may result in an invalid transformation matrix [53]. This linear approximation is equivalent to treating the transformation of the points sampled from $\mathcal{X}$ as a displacement by a vector $[r_x, r_y, r_z]$, where $r = [r_x, r_y, r_z]$ is a vector of rotations around the $x$, $y$, and $z$-axes [55]. We refer to the minimization of the point-to-plane error with this minimization metric as point-to-plane closed form (CF$_{pl}$).

### 3.3.3 Intersection

As illustrated in Figure 6, both the point-to-point and the point-to-plane error metrics are insensitive to intersections between fragments. In the context of fracture registration, the reduction shown in Figure 6(a) without intersections...
is superior to the one with intersections in Figure 6(b). However, this is not reflected in the point-to-point or point-to-plane error. Therefore, we introduce the intersection error

\[ e_{\text{int}}(C) = \omega_D (Mx - y)^2 + \omega_I \xi |Mx - y|^2, \]  

(12)

where \( \omega_D \) and \( \omega_I \) denote the weights of the distance and intersection term, respectively. We have set both terms to 0.5, giving them equal weight. The factor \( \xi \) in the intersection term is 0 if \( x \) does not fall within the static model, and 1 otherwise.

To obtain the factor \( \xi \) we need to determine if \( x \) lies within the static fragment, \( \mathcal{V} \). Since the fragments may be concave, we cannot use the sign of the dot product to determine containment, and have to use more complex methods. Consequently we cannot use a closed-form solution to determine the translation, we use an iterative method instead. If the axis-aligned bounding boxes (AABBs) of the two fragments do not overlap, we set all \( \{ \xi | i = 0, 1, \ldots, N \} \) to zero. An overview of more sophisticated methods of object collision is given in Chapter 3.

If there is some overlap between the AABBs of the fragments, we use a two-stage approach to determine the value of \( \xi \) for every correspondence. In the first, computationally cheap, stage we check if \( x \) falls within the AABB of \( \mathcal{V} \). Only if this is the case do we count the intersections with \( \mathcal{V} \) on the line from \( x \) to a random point outside of \( \mathcal{V} \)’s bounding box. If the number of intersections is odd, \( x \) is contained within the static fragment, and \( \xi \) is set to 1. If the number of intersections is even, or if \( x \) does not lie within the bounding box, \( \xi \) is set to zero.

To minimize the error in Equation (12) iteratively we introduce the least squares function

\[ E_I = \sum_{i=1}^{N} \left( \omega_D + \omega_I \xi_i \right) (R(q) x_i + t - y_i), \]  

(13)

which, following the method discussed by Wheeler and Ikeuchi [52], has the following partial derivatives w.r.t. \( q \) and \( t \)

\[ \frac{\partial E_I}{\partial q} = \frac{1}{N} \sum_{i=1}^{N} \left( \omega_D + \omega_I \xi_i \right) (R(q) x_i \times (t - y_i)), \]  

(14)

\[ \frac{\partial E_I}{\partial t} = \frac{1}{2N} \sum_{i=1}^{N} \left( \omega_D + \omega_I \xi_i \right) (R(q) x_i + t - y_i). \]  

(15)

Given these partial derivatives we use the iterative approach discussed in Section 3.3.1 to find the transformation at each iterative closest point iteration. We name this new error metric and its minimization intersection iterative gradient descent (IGD).
3.4 Termination

We terminate the ICP algorithm if at least one of three conditions is true:

(i) We have executed the maximum acceptable number of iterations.

(ii) The error of the current iteration is lower than some threshold.

(iii) The error has stabilized according to some criterion.

Finally, the algorithm also terminates if fewer than six correspondences are found. The rationale behind this is that at least six observations are needed to determine six unknowns.

Condition (i) is true if the number of ICP iterations is greater than 500. This threshold ensures a reasonable computation time for each pairwise registration.

The termination condition (ii) halts the algorithm if the current registration error is lower than some threshold. Although the closed-form methods minimize the sum of errors, the convergence error is always computed as the mean of the correspondence errors. This avoids undue influence of the number of found correspondences on the convergence. The value of the error threshold is set to \( \psi \) times the initial registration error. The first advantage of this approach is that it ensures that the error threshold always makes sense in the context of the data. Secondly, contrary to a fixed value, it allows the user to rerun the algorithm if the previous run terminated because of Condition (ii) without a satisfactory result. In a clinical, rather than experimental, context, one might set a maximum value for this threshold, to ensure that it is never larger than the clinically acceptable reduction distance.

Finally, Condition (iii) terminates the algorithm if the error has stabilized, i.e. if continuing the computations is not likely to improve the final registration. To determine stabilization we store the past 50 iteration errors in a set \( \mathcal{S} \). We consider the registration to be stable if

\[
\frac{1}{\mathcal{S}_\sigma} < 5 \times 10^{-8},
\]

where \( \mathcal{S}_\mu \) and \( \mathcal{S}_\sigma \) denote the mean and biased standard deviation of \( \mathcal{S} \), respectively. The standard deviation is scaled with the mean to ensure scale invariance.

4 Experiment

Other than the actual registration, one of the challenges of research in this field is the quantification of results, since a ground truth is generally not available for clinical data. Some are satisfied with a visual inspection of the results [23, 39]. Others go through the trouble of physically breaking fake bones and scanning the resulting fractures [13, 35]. An often used approach is to make a CT scan of healthy bones, break them virtually and manually transform one of the fragments [13, 14, 56]. Finally Okada et al. [28] use clinical fracture data and
compare the results of their automatic classification with the manual reduction of the same fracture by a medical professional.

We use a mix of these approaches. The generation of the dataset is discussed in Section 4.1. Section 4.2 introduces the method used to evaluate the quality of a reduction. We have performed a comparable experiment with simulated data, which has significantly different outcomes. This experiment is discussed in Chapter 4.

4.1 Data

We use the clinical data of eight patients treated for an acetabular fracture at the UMCG. For each patient, the 3D models of the fracture fragments generated from the preoperative CT scan and the manual virtual reduction by Meesters et al. [58] are available. We use the virtual reduction by Meesters et al. [58] as our ground truth. Figure 7 a 3D model of an acetabular fracture and its virtual reduction.

Preoperative CT scans are made with 512 × 512 slices, with a thickness in the range 0.6 mm to 2 mm. Table 1 presents the used slice thickness per patient. Based on these CT scans, three-dimensional models are generated with Mimics.

Figure 7: Visualization of an acetabular fracture (a) before and (b) after virtual reduction. Images adapted from Meesters [57].

Figure 8: (a) The original mesh of an acetabular fracture fragment, with 90332 faces, and (b) the same mesh downsampling to 7500 faces.
Fragment $\rho$ $f_1$ $f_2$ $f_3$ $f_4$ $f_5$ $f_6$ $f_7$ $f_8$ $f_9$ $f_{10}$ $f_{11}$
\begin{tabular}{lcccccccccc}
$F_A$ & 1.00 & 45.40 & 49.03 & 49.45 & & & & & & \\
$F_B$ & 1.00 & 13.93 & 42.28 & 45.85 & 46.88 & & & & & \\
$F_C$ & 0.60 & 29.80 & 47.66 & 48.61 & 49.64 & & & & & \\
$F_D$ & 1.25 & 34.28 & 44.92 & 46.80 & 47.67 & 48.73 & 49.51 & & & \\
$F_E$ & 2.00 & 0.00 & 39.24 & 44.08 & 45.45 & 48.52 & 49.36 & & & \\
$F_F$ & 2.00 & 33.60 & 46.70 & 47.18 & 47.54 & 48.55 & 49.53 & & & \\
$F_H$ & 1.00 & 32.87 & 40.32 & 47.10 & 49.10 & 49.20 & 49.29 & & & \\
$F_I$ & 1.00 & 0.00 & 10.50 & 34.27 & 41.01 & 41.35 & 44.10 & 47.31 & 47.35 & 48.00 & 49.08 & 49.08 \\
\end{tabular}

Table 1: The slice thickness, $\rho$, in mm and the percentual reduction in vertex count due to subsampling for the different fragments in $F_A$, $F_B$, $F_C$, $F_D$, $F_E$, $F_F$, $F_H$, $F_I$. The shading of the cells indicates the first ( ), second ( ), third ( ), and fourth ( ) quantile.

Medical [59]. First, bone tissue is segmented using a threshold based technique. Loose voxels with the same Hounsfield unit (HU) as bone are removed with region growing. Fracture fragments are split manually with the aid of the split tool provided by Mimics Medical [57]. For the purposes of this experiment the meshes were processed further, using the wrap tool implemented in Materialise 3-matic [60] with the gap closing distance set to 1.0 and the smallest detail to 0.5, otherwise the default parameters were used.

Since these meshes have too many vertices to be processed by Unity, they have to be downsampled before they can be imported in the our application. Using the Quadric Edge Collapse Decimation implemented in MeshLab [61] we downsample each object until it has 7500 faces. Next, MeshLab is used to remove all connected components composed of fewer than 5000 triangles. Figure 8 shows a fracture fragment before and after downsampling. Table 1 presents the percentual downsampling rate per fragment per dataset. This table also includes the slice thickness of the CT scans the fragments are based on.

We add noise to the transformations of the fragments of the manually reduced fractures to simulate a user placing them in an approximately correct position, before letting the application find the optimal registration. Fragments are rotated around the $x$, $y$, and $z$-axis with an angle in the range $[-5^\circ, 5^\circ]$ sampled from a uniform distribution. For the translation we compute the oriented bounding box (OBB) of the fragment. Let $w$ be the size of the OBB in some dimension, the translation in that dimension is then sampled from a uniform distribution with the range $[-0.001w, +0.001w]$.

The order in which fragment pairs are registered is determined based on their vertex count. We first register the fragment with the fewest vertices to the one with the most, then to fragment with the second most, and so on, until it has been registered to all other fragments. Next, the next smallest fragment is registered to all other fragments that have a higher vertex count in the same
way. This is repeated until the largest fragment has been registered to the second largest fragment. The process is then executed once more to reach the final registration. It should be noted that better results may be achieved with one of the more sophisticated approaches to multi-fragment registration. For example the one used by Fürnstahl et al. [29].

We used an adaptive error threshold with $\psi \in \{0.2, 0.6\}$ as one of the termination conditions.

4.2 Quantification

We take the same approach as Kovler et al. [14] and Chowdhury et al. [41] and use the Hausdorff distance to compare the quality of registrations. Between two meshes $\mathcal{A}$ and $\mathcal{B}$, the Hausdorff distance is [62]

$$D_H(\mathcal{A}, \mathcal{B}) = \max (D_h(\mathcal{A}, \mathcal{B}), D_h(\mathcal{B}, \mathcal{A})),$$  

(17)

where

$$D_h(\mathcal{A}, \mathcal{B}) = \max_{a \in \mathcal{A}} \left( \min_{b \in \mathcal{B}} |a - b| \right).$$  

(18)

The directed Hausdorff distance, defined in Equation (18), is computed with the implementation provided by MeshLab [63].

5 Results

The experiment described in Section 4 results in a dataset with two factors, namely the four used registration methods and $\psi$, the scaling factor used to compute the adaptive error threshold. The first factor has four levels, one for each of the used registration methods point-to-point closed form (CF$_{po}$), point-to-plane closed form (CF$_{pl}$), point-to-point iterative gradient descent (IGD$_{po}$), and intersection iterative gradient descent (IGD$_i$). The second factor is binary, its two levels are 0.2 and 0.6.

Let $\mathcal{F} = \{f_1, \ldots, f_n\}$ be a registration of a fracture with $n$ fragments. To compare two different registrations, $\mathcal{F}_x$ and $\mathcal{F}_y$, of the same fracture we use

$$D_M(\mathcal{F}_x, \mathcal{F}_y) = \frac{1}{n} \sum_{i=1}^{n} D_H(f_{(x,i)}, f_{(y,i)}),$$

(19)

where $f_{(x,i)}$ denotes the $i$th fragment of registration $\mathcal{F}_x$. Equation (17) defines $D_H(f_a, f_b)$ as the undirected Hausdorff distance between the two fragments $f_a$ and $f_b$. For the registration methods defined in Section 3, $D_M$ is computed as the mean undirected Hausdorff distance between the initial alignment of the fragments and the alignment determined by the registration algorithm. The initial alignment is the registration of the fragments after the application of noise to the manual reduction by the expert, as discussed in Section 4.1.

A t-test on the factor $\psi$ shows that the levels 0.2 ($\mu = 0.112$, $\sigma = 0.0839$) and 0.6 ($\mu = 0.104$, $\sigma = 0.0874$) do not differ significantly ($t_{78.0} = 0.358, p = 0.721$).
Table 2: The mean undirected Hausdorff distance, $D_M$, between the ground truth and the initial registration and the automatic reduction arrived at by the four different registration methods.

<table>
<thead>
<tr>
<th>registration method</th>
<th>initial</th>
<th>$CF_{po}$</th>
<th>$CF_{pl}$</th>
<th>$IGD_{po}$</th>
<th>$IGD_{i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_A$</td>
<td>$3.000e^{-6}$</td>
<td>$8.966e^{-2}$</td>
<td>$6.375e^{-3}$</td>
<td>$9.759e^{-2}$</td>
<td>$4.967e^{-2}$</td>
</tr>
<tr>
<td>$F_B$</td>
<td>$7.500e^{-7}$</td>
<td>$1.483e^{-1}$</td>
<td>$1.343e^{-1}$</td>
<td>$2.289e^{-1}$</td>
<td>$1.544e^{-1}$</td>
</tr>
<tr>
<td>$F_C$</td>
<td>$5.250e^{-6}$</td>
<td>$2.917e^{-7}$</td>
<td>$2.430e^{-2}$</td>
<td>$7.916e^{-2}$</td>
<td>$2.712e^{-1}$</td>
</tr>
<tr>
<td>$F_D$</td>
<td>$8.333e^{-7}$</td>
<td>$1.594e^{-2}$</td>
<td>$5.268e^{-2}$</td>
<td>$2.026e^{-1}$</td>
<td>$2.465e^{-1}$</td>
</tr>
<tr>
<td>$F_E$</td>
<td>$2.000e^{-6}$</td>
<td>$6.667e^{-7}$</td>
<td>$7.948e^{-2}$</td>
<td>$1.445e^{-1}$</td>
<td>$1.458e^{-1}$</td>
</tr>
<tr>
<td>$F_G$</td>
<td>$5.833e^{-6}$</td>
<td>$5.088e^{-2}$</td>
<td>$3.692e^{-3}$</td>
<td>$1.870e^{-1}$</td>
<td>$1.171e^{-1}$</td>
</tr>
<tr>
<td>$F_H$</td>
<td>$6.333e^{-6}$</td>
<td>$6.998e^{-2}$</td>
<td>$3.658e^{-2}$</td>
<td>$1.283e^{-1}$</td>
<td>$1.292e^{-1}$</td>
</tr>
<tr>
<td>$F_I$</td>
<td>$1.273e^{-6}$</td>
<td>$4.705e^{-2}$</td>
<td>$3.542e^{-2}$</td>
<td>$2.273e^{-1}$</td>
<td>$2.731e^{-1}$</td>
</tr>
</tbody>
</table>

Since the factor $\psi$ does not influence the registration significantly we do not consider it henceforth.

Table 2 presents $D_M$, the undirected mean Hausdorff distance between the ground truth and the initial registration and the reductions computed by the four registration methods. What stands out most in this table is that all registration methods worsen the initial registration. The closed-form registration methods seem to perform better than the IGD methods on some of the datasets. Most notably, $CF_{po}$ generates a registration for $F_C$ and $F_E$ that is better than the initial registration w.r.t. to $D_M$.

We perform paired t-tests to see if the differences between the computed registrations and the initial registration are significant at the 0.001 significance level. The results of these tests are presented in Table 3. Firstly, this table confirms our finding from Table 2, that the registration methods deteriorate the initial registration ($\mu = 3.02 \times 10^{-6}$, $\sigma = 2.09 \times 10^{-6}$) w.r.t. $D_M$. Furthermore, the closed-form methods, $CF_{pl}$ ($\mu = 0.0414$, $\sigma = 0.0407$), and $CF_{po}$ ($\mu = 0.0469$, $\sigma = 0.0474$), significantly worsen the initial registration but far less so than the iterative gradient descent methods, $IGD_{po}$ ($\mu = 0.160$, $\sigma = 0.0514$), and $IGD_{i}$ ($\mu = 0.176$, $\sigma = 0.0721$).

We consider the influence of the percentual downsampling by comparing the values of $D_H(f_{(I,i)}, f_{(F,i)})$ for all matched fragments between the initial, $F_I$, and computed registration, $F_F$. Since we have already established that the registration method influences $D_M$, we use four one-way ANOVAs on the factor percentual downsampling, with the four levels indicated in Table 1. We find no significant influence of this factor for $CF_{po}$ ($F_{3.0.8.0} = 2.15$, $p = 0.172$), $CF_{pl}$ ($F_{3.0.12.0} = 1.78$, $p = 0.205$), $IGD_{po}$ ($F_{3.0.30.0} = 1.70$, $p = 0.189$), or $IGD_{i}$ ($F_{3.0.31.0} = 2.87$, $p = 0.052$). Therefore we conclude that the different registration methods respond in similar ways to the effects of downsampling.
We do not have sufficient data to make any observations about the influence of the number of fragments or the slice thickness on the quality of generated registrations.

6 Discussion

In Section 5 we found no significant influence of the factor \( \psi \) that controls the adaptive error threshold on the registration error. This could be explained by the low number of executions of the registration algorithm that terminated due to termination condition (ii), i.e. the error being lower than the threshold. If we observe the reasons that the different executions of the pairwise registration algorithm terminated, we find that for \( \psi = 0.6 \) the registration methods \( \text{CF}_{\text{po}} \) and \( \text{CF}_{\text{pl}} \) never terminate because the current error is lower than the threshold. Pairwise registration with \( \text{IGD}_{\text{po}} \) terminates due to the error threshold for \( 7.9 \% \), \( 2.6 \% \), and \( 2.5 \% \) of fragment pairs from dataset \( \mathcal{F}_H \), \( \mathcal{F}_G \), and \( \mathcal{F}_I \), respectively. For the other datasets registration with the method \( \text{IGD}_{\text{po}} \) never stopped due to termination condition (ii). The registration method \( \text{IGD}_i \) terminates only on dataset \( \mathcal{F}_A \) because the error is lower than the threshold, and only in \( 12.5 \% \) percent of the cases. Decreasing \( \psi \) to 0.2 results in even fewer executions of the pairwise registration algorithms terminating due to termination condition (ii), since the threshold is lower than for \( \psi = 0.6 \). One would expect the performance of \( \text{IGD}_{\text{po}} \) and \( \text{IGD}_i \) to be reasonable, if they terminate because the error is below the threshold. However, the directed Hausdorff distances between fragment pairs that terminated due to termination condition (ii) are comparable to those of the other pairs. We ascribe the lack of difference to the error being computed with the correspondences of the current iteration. Using the undirected Hausdorff distance between the two fragments as the error to determine termination might be a better approach, since that metric does not depend on correspondences that differ between iterations.

Table 2 shows that in general all registration methods increase the mean undirected Hausdorff distance for all datasets. One possible cause for this is lack of precision, which is lost in several places. Firstly, Hu et al. [64] observed that for their registration algorithm to succeed slices should not be thicker than
1.25\,mm. Dataset $\mathcal{F}_E$ and $\mathcal{F}_G$ were extracted from CT scans with $\rho = 2\,\text{mm}$. Secondly, due to the constraints imposed by Unity we had to downsample our meshes quite aggressively. The lost information could negatively impact the performance of the registration algorithm. And finally, Unity forces the use of single precision floats to represent floating point numbers, which may have led to missing data. This problem can be solved by scaling the data with some factor $> 1$ before applying the registration algorithm.

In Table 2 we also find that the performance of registration method $\text{CF}_{\text{po}}$ is not consistent between datasets. This method reduces the mean undirected Hausdorff distance w.r.t. the initial error for datasets $\mathcal{F}_C$ and $\mathcal{F}_E$, contrary to its performance on the other datasets. One possible explanation for the difference is that $\mathcal{F}_C$ and $\mathcal{F}_E$ have fewer precision issues, for example because their fragments have fewer vertices than those of the other datasets before downsampling. However their percentual vertex reduction is comparable to that of the other datasets. Furthermore, if that was the reason for the difference we would expect dataset $\mathcal{F}_B$ to have a better performance. Another factor that influences the loss of precision is the slice thickness of the CT scans the meshes were generated from. Although $\mathcal{F}_C$ has the best performance and the lowest slice thickness, the fact that $\mathcal{F}_E$ performs comparably, but was generated from slices with $\rho = 2\,\text{mm}$ suggests that the thickness of the slices is unlikely to be the cause of performance difference. It should be noted that we do not have sufficient data to draw definitive conclusions on the influence of the downsampling rate or the slice thickness. Finally, dataset $\mathcal{F}_C$ and $\mathcal{F}_E$ behaved comparably to the other datasets with regard to which condition triggered the termination of a pairwise registration.

A striking observation from Table 3, is the significant difference in performance between the closed-form and the IGD registration algorithms. One possible explanation for this difference is that ICP needs more iterations to converge if the transformation matrix is approximated with IGD instead of computed exactly with a closed-form solution. The only difference between the registration methods $\text{CF}_{\text{po}}$ and $\text{IGD}_{\text{po}}$ is the method they use to determine the transformation. Therefore, the significant difference in undirected Hausdorff distance between fractures registered with these methods indicates that the use of IGD instead of a closed-form solution worsens performance. Another factor that supports this explanation is the fact that the pairwise registration methods $\text{IGD}_{\text{po}}$ and $\text{IGD}_{\text{i}}$ terminate for 34.1\% and 77.4\% of the fragment pairs because the maximum number of iterations has been reached. Whereas, $\text{CF}_{\text{po}}$ and $\text{CF}_{\text{pl}}$ only terminate due to this reason for 4.0\% and 9.4\% of the fragment pairs. To improve the performance of the IGD methods increasing the number of iterations for either IGD or ICP is likely to work. The correct number of iterations for the latter can be found by comparing the undirected Hausdorff distances per iteration between $\text{CF}_{\text{po}}$ and $\text{IGD}_{\text{po}}$. To find the correct threshold value for IGD, one could compare the transformation matrices computed at each iteration by $\text{CF}_{\text{po}}$ and $\text{IGD}_{\text{po}}$. These comparisons should result in reasonable thresholds for both IGD and ICP, that can be applied to $\text{IGD}_{\text{i}}$ as well.
7 Conclusion

We have introduced two ideas that to the best of our knowledge are new. Namely, the use of an adaptive error threshold to determine the termination of the ICP algorithm and a new error metric that not only considers the distance between correspondences but that also takes intersections between the two fragments into account.

Unfortunately we cannot draw any definitive conclusion about the usefulness of the adaptive error term, since computational limits meant we had to set the maximum number of allowed iterations for the ICP algorithm quite low, since a higher threshold resulted in unreasonably long run times. Consequently, the pairwise registration algorithm generally terminated due to this threshold before the adaptive error termination condition could have an effect.

The second newly introduced idea is the use of an error metric for ICP that takes intersections between fragments into account. Based on our results we can only conclude that the use of IGD to find the transformation matrix for a single iteration of the ICP algorithm worsens the quality of the final registration. However, this might be due to the maximum number of iterations set for IGD. We have also identified several possible causes other than the method used to find the transformation matrix for the difference in performance in Section 6. The most important of which is that Unity, although very suitable for the implementation of the user interface (UI), is not the best framework to use for high performance computing. Therefore, we conclude that our experiment should be repeated with a new implementation that addresses the identified precision issues and that allows exploration of the correct parameters for the termination of IGD and ICP.

8 Future Work

This section introduces some ideas for future research, based on the presented work. The fracture fragments extracted from CT scans according to the procedure outlined in Section 4.1 are large triangle meshes that have up to 510 700 vertices. One way to handle these large meshes during the registration would be to start the registration with aggressively downsampled fragments, and to use meshes of an increasingly higher resolution as the quality of the registration increases. This would speed up the initial coarse registration which is, in our opinion, unlikely to suffer from the use of low resolution fracture fragments.

Moreover, we propose to take the fracture area into account during the down-sampling of the fragments. Since the fracture surfaces of the fragments are the parts that should be registered to each other, as much information as possible should be left intact in those areas. As the non-fracture surface of the fragment is of far less interest to the registration algorithm one could compensate for the higher number of vertices sampled from the fracture area by sampling fewer points from the non-fracture surface. The obtained fracture surface can be included in the ICP algorithm in several ways. One way to do this would be
to only sample points to be used in the correspondence finding stage from the identified fracture area. Alternatively, or additionally, one could include a term in the error function that punishes correspondences with points that are not part of a fracture surface. Several approaches to obtaining the fracture surface have been proposed, ranging from interactive [28, 41] to automatic, based on for example the maximum principal curvature and the Hounsfield intensities [14, 23, 29, 56].

Next to using the fracture surface, incorporating the Hounsfield intensities might be useful. A term that punishes differences in Hounsfield intensities could be added to the error metric. Alternatively, similarity of Hounsfield intensities between the points of a correspondence can be used to weigh the correspondence. It should be noted that for bones with a thin cortical layer the inclusion of these values might not improve performance.

We have identified the dependence of termination condition (ii) on the quality of the algorithm used to find correspondences as a possible weak point of our variation of the ICP algorithm. This dependence can be avoided by terminating the registration based on the current value of an error metric that only uses the current registration of the two fragments. One example of such an error metric is the undirected Hausdorff distance. A disadvantage of this approach is that it is computationally expensive.

Finally, our dataset contained two factors for which we did not have sufficient data to determine their influence, namely the slice thickness of the CT scans and the downsampling rate. We recommend that future experiments investigate their influence on the quality of the computed registration.
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Chapter 1

Virtual Fracture Reduction Pipeline

The treatment of fractures is a complex task. For simple fractures, e.g. the spiral fracture shown in Figure 1.1(a), an X-ray image is usually sufficient to properly plan the surgery, if surgery is needed. Comminuted fractures, illustrated in Figure 1.1(b), usually result in small fragments and possibly deformed bones. These kinds of fractures require scan techniques to obtain 3D models that allow the surgeon to review both the osseous and soft tissue structures [1].

Jiménez-Delgado et al. [1] identify three main steps during the planning of orthopedic reconstruction. (i) First, one has to obtain an anatomic reconstruction of the bones and fracture fragments from the 3D scans; see for example the models shown in Figure 1.2. (ii) The next step is concerned with the fixation and stabilization of the fragments to facilitate early recovery of mobility. (iii) During the last step of surgery preparation, the virtual fracture reduction is analyzed under common bio-mechanical conditions. Next to preoperative planning, reduced fractures have also been used in the construction of surgical guides [2–4], the design of patient-specific fixation devices [3, 5], maxillofacial reconstruction [6–8], and the evaluation of a surgeon’s performance on a simulated patient-specific surgery [9].

Currently all three steps are performed manually with the aid of 3D medical image processing software. First, the bone tissue is segmented by thresholding on some value of the density measured in the computed tomography (CT) scan. After this, loose voxels are removed [10]. Fragments are obtained by manually
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**Figure 1.1**: (a) A fracture with a single fracture line, and (b) a comminuted fracture. Images adapted from Jiménez-Delgado et al. [1].
splitting the models, with the aid of tools provided by medical image processing software. The individual fragments are reviewed by a professional who manually adjusts them where necessary and labels them [3]. During step (ii), the fracture is reduced by a professional who manually rotates and translates the fragments. The complexity of acetabular fractures makes their manual reduction particularly difficult [1]. Therefore, the mirrored contralateral bone is often used as a template [3, 10, 11]. We do not consider step (iii), the analysis of the fracture reduction, in this discussion.

Step (ii) is the most time-consuming and challenging aspect of the preoperative planning process [12]. Therefore, we propose to automate steps (i) and (ii); i.e. the processing of CT scans to a reduced fracture, with the pipeline shown in Figure 1.3. The first two stages in Figure 1.3 are concerned with obtaining the 3D models to represent the bone fragments from the medical images, i.e. step (i). These stages are discussed in Sections 1.1 and 1.2, respectively. The virtual reduction stage corresponds to step (ii). This stage is concerned with the translation and rotation of the bone fragment into an anatomically correct configuration and is discussed in Section 1.3.

1.1 Segmentation

Methods to segment CT scans can be classified as being based on either intensities, statistical shape models (SSMs), or atlases. The first method has difficulty handling the joint region, since the cortical bone in that area is thin. This causes gray level inhomogeneities and diffused boundaries [1, 13]. This issue is illustrated for the tibia in Figure 1.4. Generally, global thresholding on intensity values is done with the marching cubes algorithm [14]. However, it is difficult to find a good global threshold to use due to variation in intensity levels between CT scan slices [1]. This issue is often addressed by using an interactive approach, which is time-consuming. For example, Tomazevic et al. [15] let the user apply merging, hole-filling, and separation, tools to generate individually segmented fragments from the result of global thresholding. A less time-consuming approach proposed by Paulano et al. [16] uses 2D region growing. This algorithm is initiated by the user who places seed points inside regions.
of target bone fragments. After this, a 2D region algorithm is executed for each seed point, and all seeds are propagated through the image stack [1].

Statistical shape model (SSM) based methods fit an SSM to an image to segment it. For these methods to work, the training population used to build the SSM should be representative of the patient whose bone is segmented. Contrary to approaches that use an SSM, atlas based methods employ prior knowledge about shape and intensity distributions [1]. For example, Pettersson et al. [9] use a non-rigid registration algorithm to automatically segment CT scans by iteratively deforming a template to match the patient’s image stack. The atlas is generated from scans of a non-fractured bone, where each voxel is labeled as belonging to either the background, the bone surface or the bone interior.

### 1.2 Optimization

Optimization processes the meshes of bone fragments to obtain desirable properties for the subsequent simulation stage. Which properties are desirable depends on the intended application of the meshes. Based on the work by Jiménez-Delgado et al. [1], we distinguish three groups of non-mutually exclusive optimization techniques. In general, optimization techniques enhance the features of the model to enable the user to interact with it, and to improve its manageability and visualization. Enhancement before user interaction is needed, since models extracted from medical images are generally complex and have a very large number of faces. Simplification aims to reduce the complexity of
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Figure 1.4: The influence of the thickness of the cortical bone tissue on the CT scan, illustrated with transverse CT scans of the (a) proximal and (b) distal midshaft of (c) the tibia and fibula. The (a) proximal midshaft has a high intensity circular region whereas (b) the more distal scan shows far less contrast. Figures 1.4(a) and 1.4(b) were taken from Willis et al. [17], Figure 1.4(c) was adapted from Mariana Ruiz Villarreal [18].

the models, to avoid overwhelming the computer used to examine the files with high memory requirements. Oversimplification of models should be avoided to ensure the fragment’s original features are retained. Especially the fracture area and the regions around the joints are sensitive to oversimplification.

Remeshing is intended to improve the quality of the 3D mesh representing the fragment. This optimization technique is mostly used to enhance the visualization of the fragment. Meshes computed from medical volume images often show irregularities in the size and shape of geometrical primitives. These irregularities are often caused by the gaps between consecutive slices. By enhancing model properties such as sampling density or the regularity, size, or orientation of the primitives, the quality of the model and its visualization can be improved. It is difficult to apply remeshing near joints and the fracture area due to the heterogeneity of the cancellous tissue in those regions.

Smoothing techniques aim to improve the visualization of the models by extrapolating absent information from between the slices and by removing noise from the areas surrounding the bone. These techniques are particularly useful when the distance between slices is large, or when low resolution images are used. A disadvantage of smoothing is that it can remove small features from the fracture fragments together with the noise [1].

1.3 Virtual Reduction

Jiménez-Delgado et al. [1] define virtual reduction as the process by which fragments are relocated, with the aim of placing them back into their anatomical alignment. The exact problem that this procedure solves depends on the kind of fracture. For a simple fracture, such as the one in Figure 1.1(a), reduction is as simple as aligning the two bone fragments. For comminuted fractures the process is more akin to solving a complex three-dimensional puzzle. If multiple fragments are involved, one first has to match fracture areas together before they can be registered. Since the registration of each pair of fragments may
influence the registration of other fragment pairs, the matching and registration processes feed back into each other.

1.3.1 Matching

The reduction of the fracture can be improved by only registering fracture areas to each other. Therefore, the first step of the matching procedure is to find these areas. Bone fragments are registered based on pairs of fracture areas.

Okada et al. [19] extract fracture lines interactively by letting users steer a 3D line tracking algorithm that operates on the 3D curvature images of the bone fragments. A fully automatic approach is proposed by Willis et al. [17] who use the intensity values of the CT scan to distinguish cortical and cancellous bone. This method is sensitive to thin cortical areas, similar to segmentation methods based on the thresholding of intensities. A combination of these two approaches is presented by Kovler et al. [12] who use both the intensity values and the curvature of the fragment’s surface to identify fracture areas. An alternative automatic approach is introduced by Fürnstahl et al. [20] who find fracture surfaces by comparing vertex normal directions. However, this method only works for reductions where the fracture surfaces are narrow. Therefore, this method is unlikely to work for acetabular fractures.

After the identification of the fracture areas, they are be paired, and the order in which they will be registered is determined. Kovler et al. [12] and Willis et al. [17] use an interactive approach and let the user identify fracture area pairs. Mangs [21] propose a relatively simple hierarchical matching based on a static fragment and the number of matching points each non-static fragment has to this fragment. Chowdhury et al. [22] use a Maximum Weight Graph Matching algorithm to identify matching fracture surfaces. In this graph fracture areas are represented by vertices. The weight of an edge between two vertices expresses their matching score. A fracture area pair has a high score if they are spatially proximal and if they exhibit complementary fracture surface characteristics.

1.3.2 Registration\(^1\)

The literature identifies three different approaches to the registration problem, namely methods that register based on a statistical template, a physical template or, the geometry of the fragments.

Statistical approaches register the fragments of the broken bone to an anatomical atlas of a healthy bone. Moghari and Abolmaesumi [23] register fragments of a fractured humerus to an anatomical atlas of that bone in a local registration step, after which a global registration step is used to register the fragments to each other, and the template. Albrecht and Vetter [24] propose to use an SSM only if a contralateral or pre-fracture scan is not available. Their iterative method alternates between aligning the main fracture fragments to the

\(^1\) This section is a summary of the discussion of different registration methods and how their performance compares in Section 2 in Part I.
template with iterative closest point (ICP), and adapting the statistical shape model to the individual’s anatomy. An alternative to the anatomical atlases used by Moghari and Abolmaesumi [23] and Albrecht and Vetter [24] is offered by Oura et al. [25]. They predict the shape of the whole bone from its partial shape using partial least squares regression. The accuracy of the resulting prediction is similar to that of the methods based on bilateral symmetry. In general statistical methods have difficulty handling non-standard bones. Furthermore, most statistical approaches require an atlas that is representative of the patient, which may not be available.

Physical methods use a physical template to register a fracture, for example the mirrored contralateral bone or a pre-existing scan of the healthy bone. The first approach is compared to other registration methods by Okada et al. [19]. They find that this method performs worst w.r.t. the rotation error. Fürnstahl et al. [20] also used the contralateral bone, and achieved better results than Okada et al. [19], at the expense of a significantly higher runtime and more user interaction. Both of these methods assume bilateral symmetry, which is not necessarily the case. Vlachopoulos et al. [26] caution against blindly using the contralateral bone as a template for surgical reconstruction. Another disadvantage of registering to the contralateral bone is that it requires an additional CT scan of the uninjured bone, which increases the patient’s radiation exposure [20].

Methods that register bone fragments based on the geometric properties of the 3D models representing them are called geometric methods. Most of these approaches use some variant of the ICP algorithm [12, 17, 19, 20, 22, 27, 28]. This algorithm iteratively refines the transformation that aligns one point cloud to another by minimizing an error metric, generally some distance measure between matched pairs of points from the two point clouds. It is guaranteed to always monotonically converge to the nearest local minimum [29]. Consequently it is sensitive to the initial alignment of the fragments. A geometry based method that does not use ICP is introduced by Buschbaum et al. [30]. They register fragments to each other based on fracture lines; the lines separating the bone’s strongly curved surface areas from its smooth surfaces.
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2 An extensive discussion of the different aspects of this algorithm can be found in Section 3 in Part I.


Chapter 2

User Interface

Interactions between a user and a three-dimensional environment can be distinguished into four universal tasks: system control, viewpoint control, object selection, and object manipulation [1]. System control is concerned with the interface that supports interaction between the user and the system that is not part of the virtual environment, this aspect of user interfaces (UIs) is considered in Section 2.1. The task viewpoint control, which focuses on getting around in a virtual environment while keeping track of one’s whereabouts and task objectives, is the subject of Section 2.2. Section 2.3 is concerned with the first step of object manipulation: object selection. Different approaches to manipulating the selected object are discussed in Section 2.4.

2.1 System Control

Good application control techniques should be easy to learn for novices and efficient for experts. Furthermore they should allow novice users to gradually learn new ways of interacting with the system [2]. Interfaces using windows, icons, menus, and a pointer (WIMP) satisfy all these requirements [1]. An example of such an interface is shown in Figure 2.1(a).

The computer and video game industry has adapted WIMP interfaces into head-up display (HUD) interfaces for use with 3D interactive graphics. This approach places application control components in a screen space on a 2D plane, the HUD, that is displayed next to or over the 3D scene. Figure 2.1(b) shows the HUD used by the popular computer game Minecraft.

This approach uses two different user interface (UI) metaphors, namely 3D manipulation for navigation and manipulation of 3D objects, and a conventional 2D graphical user interface (GUI) for the rest of the system’s functionality [1]. A disadvantage of this approach is that it requires the user to switch between two very different interface metaphors. If the shift between the two is too great the user’s engagement may be broken [3].
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Figure 2.1: (a) One of the first successful WIMP interfaces, and (b) a HUD interface. Figure 2.1(a) was adapted from Hicks [4], Figure 2.1(b) from HalfOfAKebab [5].

We only consider user interface techniques that use a two-dimensional mouse and keyboard in combination with a ‘normal’ display, since that configuration is pervasive in hospitals. Below we shortly contrast these devices with some of the alternatives.

One of the disadvantages of using a ‘normal’ display is that it does not offer the near unlimited field of view of fully immersive environments, such as the ones used by for example Harders et al. [6], Forsslund et al. [7], and Fürnstahl [8]. Since our application is only concerned with the inspection and manipulation of a small number of three-dimensional objects, this should not impact performance. Furthermore, stereoscopic three-dimensional displays can cause problems such as eyestrain, headache, fatigue, disorientation and nausea in a large number of users [1]. Finally, the use of a HUD interface instead of an immersive environment allows the use of a two-dimensional mouse.

Besides its ubiquitousness and location persistence [9], a two-dimensional mouse has several additional advantages compared to input devices with higher degrees of freedom (DOF). Firstly, it allows easy integration of two and three-dimensional environments, which is useful if a WIMP interface is used, as these are generally two-dimensional [10]. Secondly, most 2D mice are comfortable to use and do not limit the user to any particular grip. Furthermore the natural mapping from the device to the cursor reduces the cognitive load of the user [11].

One of the challenges of using a mouse in three-dimensional environments is the mapping of two-dimensional input to transformations with up to six DOF, three for rotation, and three for translation.

Mapping two-dimensional input to the manipulation of three-dimensional objects is generally done with a widget: a “visible graphic representations of an operation on, or a state of, an object, that is displayed together with that object” [12]. Hinckley et al. [13] analyzed the usability of three-dimensional rotation techniques in an orientation matching task, comparing input devices with three DOF to mouse-controlled widgets. They found that the multidimensional input devices were faster than the virtual techniques, but not more accurate. Additionally, Bérard et al. [14] compared the accuracy of a mouse with that of several 3-DOF devices in a translation task and found the mouse to be more accurate. They also observed that the free-space devices induced stress. Teather and Stuerzlinger [15] attribute the difference in accuracy observed by Hinckley
et al. [13] and Bérard et al. [14] to the fact that a human hand held in free space suffers from jitter. Contrary to these results, McMahan et al. [16] found that for tasks requiring both translation and rotation in an immersive virtual environment a mouse was less efficient than devices with six DOF.

2.2 Viewpoint Control

The metaphor chosen for the control of the viewpoint strongly influences the way users interact with the application [17, 18]. Ware and Osborne [17] compared three viewpoint control technique metaphors: ‘flying vehicle’, ‘eyeball in hand’, and ‘world in hand’ in exploration and navigation tasks in three extremely different toy environments. The first of the metaphors gives the user the impression of flying through the environment. If the ‘eyeball in hand’ metaphor is used, the user fully controls the position of the camera, whereas with the ‘world in hand’ the viewpoint is fixed and the user manipulates the scene. Ware and Osborne [17] found that the ‘world in hand’ metaphor works best for the manipulation of scenes with discrete objects that are small enough to be grasped in real life. Intensive semi-structured interviewing of the subjects also revealed that simultaneous translation and rotation were perceived to be difficult in this metaphor. These results are supported by Partala [18], who compared the ‘world in hand’ and ‘eyeball in hand’ metaphors in a rotation matching task. Their subjects almost unanimously chose ‘world in hand’ as the best metaphor for the rotation of a single three-dimensional object. Furthermore Partala [18] also found that the ‘world in hand’ metaphor resulted in significantly faster task completion than the ‘eyeball in hand metaphor’.

2.3 Selection

In desktop virtual environments, an object is commonly selected by positioning the cursor over it and clicking [1]. To obtain the object underneath the cursor ray-casting or off-screen rendering is generally used. This method selects the first object, from the perspective of the user, intersected by the mouse ray, i.e. the ray from the eye point through the cursor. As an extension to this method Van Emmerik [19] proposes to allow the selection of all objects in the scene intersected by the mouse ray by letting the user click multiple times. However this proposal violates the design principle for manipulation interfaces that “only visible objects can be manipulated” [15]. Within the field of medical imaging Gallo et al. [9] use a depth-enhanced cursor that ensures that the pointer always binds to the visible surface of the 3D object under investigation, independent of the occlusion of that surface by other objects along the mouse ray.

Zhai et al. [20] propose the ‘Silk Cursor’, which replaces the cursor with an axis aligned box covered with silk. Consequently objects behind it are occluded twice as much as those within, and objects in front of it are not occluded at all. This volume cursor outperformed a three-dimensional point cursor in target selection [20]. Problems with this technique include selecting objects beyond the users’ reach, choosing an appropriate cursor size, and selecting objects in
a target dense environment [21, 22]. Finally, independent of the used cursor, selection performance is increased when visual feedback is provided during the selection process [23].

2.4 Manipulation

When transforming objects one can either translate, rotate or scale them. The first two operations are discussed in Sections 2.4.1 and 2.4.2, respectively. Scaling of individual fragments is not considered, as this operation is not available during surgery and should therefore not be possible during a virtual fracture reduction.

2.4.1 Translation

Most three-dimensional editing applications use widgets to manipulate objects [1, 24, 25]. Generally these widgets have handles, each of which lets the user control a single axis of movement. The most important advantage of this technique is that it always acts as the user expects it to [24]. However it also requires users to decompose three-dimensional movements into multiple one-dimensional translations. Furthermore it requires users to keep track of the current interaction state, which results in mode errors [24, 26]. Both Unity [27] and Blender [28] use this approach, as shown in Figure 2.2. Both applications use color to indicate the axis associated with a handle. Furthermore, Unity has extended the conventional translation widget to also allow movement along a plane, as indicated by the colored rectangles in Figure 2.2(a).

As an alternative to the conventional cursor, Houde [29] experimented with narrative cursors and bounding boxes with handles to let users move furniture around. However, this approach requires the objects to be moved to have an environment that is constraining by definition. The triad cursor introduced by Nielson and Olsen [30] replaces the conventional arrow with the axes of the local coordinate system, but still limits translations to a single dimension.

Figure 2.2: The translation widgets used by (a) Unity [27] and (b) Blender [28].
Chen et al. [31] note that users prefer translations to be constrained to a two-dimensional plane. One approach that constrains translations to a plane moves objects along the viewing plane. Although this technique is easy to implement, the resulting movement is not intuitive and frequently misleading [24]. Alternatively, the movement plane can be selected to be the plane defined by the surface hit by the mouse ray when the user selected the object for selection. However, users perceive this approach as unpredictable, since they expect the translation to be independent of the cursor’s position during selection [24]. A third approach is used by Unity, which allows the user to move the object within a single plane defined by two of the global or local axes [32], next to translations along a single axis.

Alternatively the movement plane can be determined using the idea that most objects attach to other objects. Oh and Stuerzlinger [24] present a sliding algorithm where the selected objects follow the cursor by sliding over the foremost surface behind it. If no such object is found it slides along the viewing plane. A comparison with traditional widgets shows that this approach enhances the subject’s understanding of the object’s three-dimensional position and increases the speed with which users complete a construction task. Sun et al. [33] generalized sliding by supporting object interpenetration and floating, in their shift-sliding algorithm. With this approach users may define a movement plane, to break the assumption of contact between objects. A comparison between this technique and conventional widgets revealed the former to be significantly faster.

2.4.2 Rotation

Three-dimensional modeling suites generally use one of three types of rotation widgets illustrated in Figure 2.3: discrete sliders, two-axis valuators, or virtual trackballs [34]. Chen et al. [31] observed that users prefer rotations to be constrained to a single dimension. Discrete sliders offer that constraint by providing separate elements for rotation along each of the axes of the object’s local coordinate system. The sliders are presented either as separate elements [31], or projected on the object [34]. Two-axis valuators have two distinct behaviors. Moving the mouse inside the circle shown in Figure 2.3(b) rotates the object around the local $x$ and $y$-axes. The object can be rotated around the $z$-axis by tracing an arc outside of the circle [34]. Virtual trackballs use the projection of the cursor’s position onto an object-centered sphere to determine the intended rotation. Consequently, the rotation of the object mimics the result of nudging the sphere. The same technique as the one used by the two-axis valuator is used to control rotations around the $z$-axis [34].

In a comparison of these three types of rotation widgets in an orientation matching task Chen et al. [31] found that discrete sliders were superior in terms of accuracy and speed when rotating around a single axis. However, Rybicki et al. [34] observed that the discrete sliders were significantly less accurate and slower than the other two approaches for rotations around one or two axes. Unfortunately, Rybicki et al. [34] did not separate their results based on the number of axes around which the object was rotated. Both studies found discrete sliders to be the slowest option for rotations around three axes. Chen and Medioni [35] also observed that discrete sliders were more accurate than
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(a) discrete sliders (b) two-axis valuator (c) virtual trackball

Figure 2.3: Appearance of the rotation controllers generally used in three-dimensional modeling software: (a) discrete sliders, (b) two-axis valuator, and (c) trackball. Images adapted from Rybicki et al. [34].

the other two approaches for complex rotations. In comparing these results it should be noted that their implementation of both the sliders and the virtual trackballs differ.

Chen et al. [31] found the virtual trackball to be superior to the two-axis valuator except for the speed of rotations around a single axis. In contrast, Bade et al. [36] observed the two-axis valuator to be significantly better than the virtual trackball in terms of speed in a search and shoot task. Zhao et al. [37] notes that in comparing these results we should keep in mind that the results of Bade et al. [36] are likely influenced by the fact that the two-axis valuator used a modifier key for rotation around the view vector, whereas the virtual trackball was solely mouse operated. Furthermore, it seems as though the experiments by Bade et al. [36] involved only two degrees of freedom as the final orientation was not taken into account [37]. Zhao et al. [37] did not observe differences between the two-axis valuator and the virtual trackball in terms of completion time and accuracy in an orientation matching task. However it should be noted that Zhao et al. [37] added the mouse wheel as a controller for rotation around the view vector.

Virtual trackballs are the most used three-dimensional rotation widget in commercial medical imaging software [9]. Different mappings from the cursor movement to rotation have been introduced by Chen et al. [31], Shoemake [38], and Bell [39]. The first mapping suffers from hysteresis [13, 38], i.e. closed loops of mouse motion do not necessarily result in closed rotation loops. Although Shoemake’s mapping is a special case of the one by Chen et al., it does not suffer from hysteresis [40]. Hinckley et al. [13] found that in spite of their equal performance, users prefer Shoemake’s mapping over the one defined by Chen et al. The same preference was observed by Shoemake [38] in an informal survey. Hinckley et al. [13] also found that the mapping defined by Bell results in a smoother rotation than Shoemake’s. In spite of this neither Zhao et al. [37] nor Bade et al. [36] found a significant difference in performance between these two mappings. However Zhao et al. [37] rated the usability of Bell’s mapping higher than Shoemake’s, whereas Bade et al. [36] came to an inverse usability-based ordering. Zhao et al. [37] found Bell’s mapping to be less predictable than Shoemake’s. It should be noted that of all mentioned studies only Henriksen
et al. [40] mention the size of the trackball. Since Shoemake’s mapping is discontinuous when the cursor is moved outside of the trackball, the sphere’s size is an important factor in the trackball’s usability [40].

Gallo et al. [9] propose a virtual trackball that uses the geometry of the object itself as the rotation handle. In a comparison of this technique with a two-axis valuator the former was significantly faster. In spite of this, users perceived both techniques to be equally efficient, but considered the virtual trackball to be more accurate and easier to learn [9]. A possible disadvantage of this technique is that users are likely to click an arbitrary point on the object when selecting it for rotation, not realizing that the cursor position influences rotation.
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Chapter 3

Collision Detection

Numerous orthopaedic fracture reduction applications, be it for surgery preparation [1–6] or training [7], use collision detection to aid the user, especially in combination with haptic devices [2–7]. However, few mention how they detect object interference. Harders et al. [6] shortly mention that they use a specialized vector field approach. Only Scheuering et al. [1] discuss their implementation in such a way that it is reproducible.

Collision detection can be regarded as a pipeline that receives all objects in the scene as input and returns all colliding pairs of objects [8]. The first part of the pipeline, the broad phase, uses a fast test to enumerate all pairs of potentially colliding objects to be checked for exact intersection in the narrow phase [9]. Section 3.1 discusses the broad phase in more detail. In Section 3.2 we consider several approaches to the narrow phase. Section 3.4 is concerned with the challenges introduced by performing collision detection while moving the objects.

3.1 Broad Phase

The broad phase, also referred to as $N$-body culling, should efficiently remove pairs of objects that do not collide [9]. Kockara et al. [10] consider three categories of approaches to the broad phase: exhaustive search, coordinate sorting, and multi-level grids. The first is a brute-force approach that compares each object’s bounding volume with the bounding volume of every other object. This approach requires $O(N^2)$ comparisons for a scene with $N$ objects. The topological approach, i.e. coordinate sorting, projects the objects’ bounding volumes on one or more axes, e.g. the three coordinate axes. Pairs of objects whose projected bounding volumes overlap on at least one axis are labeled as colliding [9]. Multi-level grids take a spatial approach by dividing the scene into a uniform grid. Only pairs of objects that share a cell of that grid are considered in the narrow phase [10].

It has been shown that the minimum complexity of finding $k$ colliding objects out of $n$ objects is $O(n \log^2 n + k)$ [9]. However due to the high constant factor,
hidden by the asymptotic notation, the non-naive approaches are only profitable in scenarios with more than a hundred objects [9]. Since the scenes under consideration are very unlikely to contain that many objects, the naive approach suffices for use in a fracture reduction application. The performance of the naive approach is determined by the used bounding volumes. Section 3.1.1 discusses the different bounding volumes.

3.1.1 Bounding Volumes

Three characteristic properties of bounding volumes are: tightness, memory usage and the complexity of the intersection test. Generally there is a trade-off between these properties; a tighter bounding volume requires more memory to store and more complex intersection tests. Another consideration in the choice of a bounding volume is its rotation invariance. Several different bounding volumes are illustrated in Figure 3.1.

The simplest bounding volume shown in Figure 3.1 is the sphere. This bounding volume works best for relatively isotropic objects and fits flat geometries especially poorly [9]. An advantage of this bounding volume is that it can be stored very efficiently, since only four floating point numbers are needed [9, 12]. Not only is its memory complexity low, its distance and overlap tests are computationally efficient [9, 13]. Another strong point of this bounding volume is its rotation invariance, i.e. it does not need to be refitted after the enclosed object has been rotated. A disadvantage is that the minimal bounding sphere is difficult to find.

Axis-aligned bounding boxes (AABBs) surround the object with boxes oriented along its coordinate system’s axes [14], as shown in Figure 3.1(b). The tightness of this bounding volume depends on the orientation of the enclosed object [15]; objects with a strong diagonal orientation result in AABBs with a lot of ‘dead space’ [14]. The two main advantages of AABBs are that they are efficient to store, and that their intersection tests are fast [9, 13]. Unfortunately, this bounding volume needs to be refitted after the bounded object has been rotated [9]. According to Kockara et al. [10] this process is sufficiently cost-effective for them to still be the preferred choice for deformable objects.

![Image](a) sphere  (b) AABB  (c) OBB  (d) convex hull

**Figure 3.1:** A two-dimensional representation of the discussed bounding volumes: (a) spheres, (b) axis-aligned bounding boxes (AABBs), (c) oriented bounding boxes (OBBs), and (d) convex hulls. Images adapted from Langetepe and Zachmann [11].
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Contrary to AABBS, oriented bounding boxes (OBBs) have no constraints placed on their orientation. Consequently, they can generate a tighter fit [9, 13, 16] that does not depend on the orientation of the enclosed geometry [15]. This makes OBBs especially superior to AABBS in cluttered environments [17]. However, where an axis aligned bounding box is defined by six parameters, the definition of an oriented bounding box requires the storage of fifteen values [12]. Furthermore their intersection tests are more expensive than those of an AABB [9]. However, contrary to their axis-aligned cousin, oriented bounding boxes are rotation covariant [10].

Among the discussed bounding volumes the convex hull has the tightest fit [9]. Contrary to the other volumes, its memory requirement depends on the underlying geometry [9]. Another drawback of using the convex hull is the complexity of its intersection tests [9, 17]. However, it is rotation covariant.

Since fracture fragments are quite likely to be rotated, a rotation invariant bounding volume seems the logical choice for a fracture reduction application. Furthermore, since most bone fragments will be anisotropic an OBB seems to be the best choice of bounding volume in the broad phase. As the number of objects in the scene is likely to be quite low, the relatively high memory usage of these bounding volumes should not matter.

3.2 Narrow Phase

The narrow phase determines for each pair found by the broad phase if the objects in that pair collide. Kockara et al. [10] classifies approaches to this phase as being based on: features, simplices, the image-space, volume, and bounding volume hierarchies. The first class of algorithms works directly on the objects’ geometric primitives. The most important disadvantage of feature-based approaches is that they require objects to be closed [10]. Simplex-based algorithms use the Minkowski distance between objects to detect collisions [10]. Consequently, this approach only works for convex objects [18]. Approaches based on the image-space detect collisions using the objects’ discrete representation in the image space. Although this makes these approaches convenient to implement on the graphical processing unit (GPU), it may also result in erroneous representations. Furthermore, they are much slower than hierarchical approaches [10]. Volume-based approaches are built on the same idea as image-space based algorithms, but use a different method to compute the layered depth images and distance fields. These distance fields have to be recomputed after every transformation of an object. Finally, hierarchical methods use a tree of bounding volumes to approximate the object, or to decompose the space they occupy. Intersections between objects are detected by traversing the tree(s) of bounding volumes. Contrary to simplex and feature based algorithms, these methods do not impose any constraints on the objects [10]. They are often used in computer graphics, since they allow fine grained control over the trade-off between speed and precision [17].

Since fracture fragments are not necessarily closed or convex, neither feature-based nor simplex-based methods are appropriate. Furthermore, the precision
of image-space based methods is too low. Volume-based methods are unsuited because they require refitting after every transformation. The generality and fine-grained control offered by bounding volume hierarchies (BVHs) makes them attractive for use in fracture reduction applications. We consider this approach in more detail in Section 3.3.

3.3 Bounding Volume Hierarchy

The narrow phase of a BVH approach typically consists of two parts: first the pairs of potentially colliding geometric primitives are found, and secondly primitive pairs are checked for collisions [9].

The hierarchy of bounding volumes can be used to partition the space, or the object itself. These methods are referred to as spatial and object partitioning, respectively. In the context of collision detection object partitioning is the superior approach. Firstly, because splitting polygons between bounding volumes is unavoidable while dividing the space, leading to a deeper hierarchy which reduces performance. Additionally, determining contact status with spatial partitioning is difficult if objects are near each other, since the cells of the spatial partitioning cannot cover objects’ primitives tightly [10]. Finally, the spatial partitioning has to be recomputed or updated after any object has been transformed. If uniform subdivision is used, refitting can be done in constant time. However, this subdivision scheme is not suitable for scenes with objects of varying sizes [9]. Object partitioning, on the other hand, results in relatively small and tight hierarchies [10]. Furthermore, if a rotation invariant bounding volume is used, the hierarchy does not have to be relitted. Henceforth we focus on object partitioning, since that is the superior approach for our application.

The construction of an object partitioning bounding volume hierarchy is discussed in Section 3.3.1. Traversal of the hierarchies is reviewed in Section 3.3.2. Section 3.3.3 focuses on the time complexity of collision detection.

3.3.1 Construction

Bounding volumes are constructed either bottom-up, or top-down. The former starts with elementary bounding volumes of leaf nodes and merges them recursively until the root of the bounding volume hierarchy is reached. The more popular approach, top-down, starts with the object’s bounding volume and divides that recursively [9].

The performance of the construction process is influenced by two factors: the used splitting object, and the splitting or merging criterion. Building a tree of AABBs is cheaper in terms of both memory and computational power than a hierarchy of OBBs [17]. The construction speed of a BVH of OBBs can be increased by using heuristics to determine the approximate OBB instead of computing the optimal oriented bounding box [9].
A classical splitting criterion is the longest side method which splits in the middle of the axis along which the bounding volume is longest \[10\]. Another simple method splits at the median of the longest axis of the elementary bounding boxes \[9\]. Neither of these methods are very robust. The surface area heuristic tries to avoid worst cases by optimizing the number of geometric primitives and the surface area over all possible split plane candidates \[9\]. Another more robust method aligns the splitting axis along the axis of maximum covariance. Several methods exist to determine where the axis should be split \[10\].

A simple approach to merging bounding volumes is to visit all nearest neighbors and minimize the size of the combined parent bounding volumes, that are at the same level. Alternative strategies are less greedy and combine bounding volumes using tilings \[9\].

### 3.3.2 Traversal

By traversing the objects’ BVHs one can detect collisions between the objects. One traversal approach is a simultaneous recursive traversal of both trees, either depth-first, or breadth-first. This method traverses the trees until a leaf node has been reached in both trees, and an exact collision test between the geometric primitives, associated with the leaves, can be performed. The complete traversal algorithm results in a bounding volume test tree, as shown in Figure 3.2. Non-overlapping bounding volumes and their subtrees can be discarded to improve the algorithm’s speed \[9\]. Recursive depth-first search is the easiest way to traverse both trees \[9\]. However, depending on the depth of the tree and the size of the stack this might lead to a stack overflow, in which case an iterative approach should be used \[12\].

For hierarchies where each node has \(n\) children, each pair of overlapping bounding volumes results in \(O(n^2)\) further comparisons \[19\]. Staircase traversal \[20\] only introduces \(O(n)\) further comparisons if two bounding volumes collide. On detecting a collision between the roots of the trees \(A\) and \(B\) this algorithm com-
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parses the nodes at height 1 of \( A \) with the root of \( B \). Nodes that do not collide with the root of \( B \) are pruned from \( A \). The remaining nodes at height 1 in \( A \) are tested against the nodes at the same height in \( B \). Pairs that collide are the roots of a new sub-traversal [19].

3.3.3 Complexity

The execution time, \( T \), of collision detection with hierarchical bounding volumes can be formulated as

\[
T = N_v \cdot T_v + N_p \cdot T_p, \tag{3.1}
\]

where \( N_v \) and \( N_p \) are the number of overlap tests between bounding volumes and primitives, respectively [16]. The time required for each of those tests is represented by, \( T_v \) and \( T_p \), respectively. This formula illustrates that both the tightness of the bounding volumes and the simplicity of the overlap test influence the performance of the collision detection [13].

The tightness of the BVH influences both \( N_v \) and \( N_p \). Gottschalk et al. [16] considered the influence of the distance between two spheres, placed both adjacently and concentrically, on \( N_v \). They found that trees of OBBs required asymptotically fewer volume overlap tests, than those of AABBs. Furthermore, Gottschalk et al. [16] also observed that to cover a surface made up of \( m \) triangles with bounding volumes to a given tightness, AABBs and spheres require \( O(m^2) \) bounding volumes to achieve the same tightness that OBBs realize with \( O(m) \) bounding volumes [16]. Zachmann and Langetepe [15] observed that the tightness of OBBs decreases approximately linearly with the depth of the hierarchy, whereas the tightness of an AABB enclosing a surface of small curvature is almost the same as that of the parent bounding volume, making oriented bounding boxes much more attractive in terms of tightness. One disadvantage of using OBBs is that their trees are computationally more expensive to traverse than a tree of AABBs [15].

Zachmann [14] measured the execution time of collision detection of two adjacent identical objects as a function of the rotation of one object around its \( z \)-axis in increments of 0.18°. They observed that using AABBs was significantly faster than using OBBs, and that independent of the bounding volume the initial pose of the objects strongly influenced \( T \).

There is always a trade-off between the tightness of the BVH and the simplicity of the overlap tests. Chang et al. [13] attempt to get the best of both worlds by combining spheres, for their easy overlap tests, and OBBs, for their tightness, in a single tree. In their approach a comparison of two nodes happens in two steps, first the spheres are tested, and if they collide, the more expensive test with the OBBs is performed. A comparison between their dual approach and a BVH using OBB showed that especially for rigid bodies in static poses the dual approach is advantageous.
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3.4 Continuous Collision Detection

An easy approach to continuous collision detection is checking for collisions before every frame update. However, if the objects move too fast or if the time step between two queries is too large the tunneling effect could occur [9]. This effect happens if no collision is detected at time step \( t_i \) or \( t_{i+1} \), but a collision has occurred between the two between those two steps, as illustrated in Figure 3.3.

Several techniques have been proposed to solve this problem. Pseudo-continuous collision detection aims to avoid the tunneling effect by performing static collision detection with a frequency that is higher than the frame rate. A smooth visual sensation requires a frame rate of at least 30 Hz, consequently the static collision query needs to be executed within approximately 33.33 ms. A clear advantage of the pseudo-continuous approach is that it allows the reuse of the static collision detection algorithm. However, even with higher sampling frequencies, contacts between thin objects may still be missed [9].

The problems of pseudo-continuous collision detection are avoided by the conservative advancement approach which advances by a certain time step that guarantees a non-penetration constraint. A different approach is to enclose the bounding volume at the beginning and end of every step with a swept volume. The downside of this method is that it requires an extra collision test [9].

References


Chapter 4

Simulated Data

Other than the actual registration, one of the challenges of research in this field is the quantification of results, since a ground truth is generally not available for clinical data. To ensure that we know the translation and rotation the registration algorithm is supposed to find, we use a simulated fracture and transform one of the fragments manually. We base this not on clinical data, but on a 3D shape that we have broken virtually. The advantage of this approach, compared to using clinical data is that we have a correct ground truth that allows us to distinguish rotation errors from translation errors.

We use these data to test the four methods presented in Section 3 of Part I: point-to-plane closed form (CF$_{pl}$), point-to-point closed form (CF$_{po}$), point-to-point iterative gradient descent (IGD$_{po}$), and intersection iterative gradient descent (IGD$_{i}$). Section 4.1 discusses the generation of this dataset and the methods used to quantify the results. The actual results are presented and discussed in Sections 4.2 and 4.3, respectively. In Section 4.4 we draw conclusions based on the previous sections, and Section 4.5 gives some ideas for future research.

Figure 4.1: To generate the initial (a) static and (b) model fragment for the simulated data, we split (c) a rectangular prism of length three in two parts. The resulting fracture surface is shown in green.
CHAPTER 4. SIMULATED DATA

4.1 Experiment

Section 4.1.1 discusses the generation of the simulated data. The quantification of the registration of the resulting fragment pairs is introduced in Section 4.1.2.

4.1.1 Data

The process used to generate the initial fragments is illustrated in Figure 4.1. We start with a $3 \times 1 \times 1$ rectangular prism. Next we split this prism with a plane that is placed such that the longest lower edges are split at one-third, and the two parallel upper edges are split at two-thirds.

We then subdivide the fracture surfaces of both the static and the model fragment into a $10 \times 10$ uniform grid of quads, using the subdivision tool implemented in Blender [1]. A uniformly sampled random offset is added in all three dimensions to the inner vertices of the static fragment, without changing the topology. The random offset are generated with the seed of the random generator set to 2, 3 and 42, resulting in the basis fragment pairs $a$, $b$, and $c$, respectively. The inner vertices of the model fragment are moved to ensure that the two shapes still fit perfectly. The resulting model fragments are shown in Figure 4.2. To better simulate noisy measurements we add noise, sampled from a zero-mean Gaussian distribution with standard deviations 0, 0.001, and 0.005, to the inner vertices of all fracture surfaces. Consequently, the fit between two fragments in a pair where noise has been added is not necessarily perfect. The addition of noise, with standard deviations 0, 0.001, and 0.005, creates the fragment pairs $a_0$, $a_{0.001}$, and $a_{0.005}$ from fragment pair $a$, respectively.

From these nine base fragment pairs we create three different datasets: $S$, $O$, and $R$. The model fragments in set $S$ are moved along the vector between $o_x$ and $o_y$, the origins of the oriented bounding boxes (OBBs) of the model and the static fragments, respectively. The new position of the origin of the OBB of
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(a) S    (b) O    (c) R

Figure 4.3: Examples of fragment pairs form dataset (a) S, (b) O, and (c) R. All pairs are based on the base pair $c_{0.001}$. The model fragments are shown in red, the static fragments in blue, and the fracture surface in green. To generate the fragment pair Figure 4.3(a), $s$ was set to 1.300. The origin of the OBB of the model fragment in Figure 4.3(b) was offset with $0.2, -0.4, 0.2$. Figure 4.3(c) was generated by rotating the model fragment $10^\circ$ around the x-axis, $5^\circ$ around the y-axis, and $-0.1000^\circ$ around the z-axis.

The model fragment is

$$o'_X = s (o_X - o_Y),$$

where $s \in \{0.70, 0.75, \ldots, 1.30, 1.35\}$. The resulting dataset consists of 126 fragment pairs. Dataset O is created by translating $o'$ with some translation vector $w \in \{-0.2, -0.1, 0, +0.1, +0.2\}^3$. The thus generated dataset has 1125 fragment pairs. Finally, dataset R is generated by rotating the model fragment $\{-10, -5, -1, -0.5, -0.1, 0, 0.1, 0.5, 1, 5, 10\}$ degrees around the x, y, and z-axes, with the center of rotation set to $o_X$. The resulting dataset has cardinality 11,979. Figure 4.3 shows a pair of fracture fragments from each of the three datasets.

For these datasets we used a fixed error threshold, which is set to $1 \times 10^{-4}$. Since both the static and the fragment models of all base pairs have 250 vertices after triangulation they are not subsampled by the application.

4.1.2 Quantification

For these data, quantification is relatively straightforward, since we know the expected translation and rotation. To quantify the difference between two translations $t_1$ and $t_2$, we use

$$D_t (t_1, t_2) = \sqrt{\sum_{i=1}^{3} (t_1^{(i)} - t_2^{(i)})} \quad \text{(4.2)}$$

where $t_1^{(i)}$ denotes the $i$th element of $t_1$.

We express the distance between two rotations $r_1$ and $r_2$ as the inner product of their unit quaternions [2]

$$D_r (r_1, r_2) = 1 - \frac{1}{|r_1|} \frac{1}{|r_2|} r_1 \cdot r_2 \quad \text{(4.3)}$$

The range of the resulting metric is $[0, 1]$. 
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4.2 Results

The transformation applied to register the objects should be rigid, however for some model fragments, the registration algorithm has changed their morphology to that of a 2D shape, i.e. the values of the vertices in e.g. the $x$-dimension were all changed to $0.1349 \times 10^{-8}$. Figure 4.4 shows the percentage of fragment pairs, per dataset, whose model fragment’s morphology has been changed, per registration method. We observe that all methods failed on approximately 35% of fragment pairs from dataset $R$. Only the $CF_{pl}$ method failed on a significant percentage of dataset $S$ and $O$. We exclude the pairs where the morphology of the model fragment was changed from the presentation and discussion of the results. In Sections 4.2.1 to 4.2.3 we present the results of the registration of the other fragment pairs for datasets $S$, $O$, and $R$, respectively.

4.2.1 Dataset $S$

Figure 4.5 shows a box-and-whisker plot of the translation and rotation error of the four registration methods on dataset $S$. We observe that the $CF_{pl}$ method is outperformed by the other registration methods. Based on the mean translation and rotation error of this registration method relative to its median errors, the high average error can be attributed to a limited number of very high errors. Furthermore, Figure 4.5(a) shows that the method $IGD_i$ introduces hardly any rotation errors. We review the influence of $\sigma_{\text{noise}}$, the standard deviation of the noise added to the vertices and the scale $s$ on both the translation and the rotation error.

Figure 4.6 illustrates the influence of the added noise and the registration method on the translation errors in $S$. We observe very little influence of the noise on the results of registration methods $CF_{po}$, $IGD_{po}$, and $IGD_i$. This
is confirmed by four one-way ANOVAs to compare the effect of $\sigma_{\text{noise}}$ on $D_t$. The analysis was not significant at the significance level 0.05 for the methods point-to-point closed form ($F_{1,124} = 0.314, p = 0.576$), point-to-point iterative gradient descent ($F_{1,124} = 0.108, p = 0.744$), and intersection iterative gradient descent ($F_{1,124} = 0.0331, p = 0.856$). For the method CF$_{\text{pl}}$ we found a significant effect of $\sigma_{\text{noise}}$ on $D_t$ ($F_{1,98} = 11.3, p < 0.010$). Therefore, only the translation error of the method CF$_{\text{pl}}$ is influenced by the added noise. In Figure 4.6 the results of the four methods seem comparable for $\sigma_{\text{noise}} = 0.005$, this is confirmed by a one-way ANOVA on the influence of the registration method on the translation error ($F_{3,168} = 0.237, p = 0.871$). Consequently, the method CF$_{\text{pl}}$ only performs comparably to the other methods if Gaussian distributed noise with $\sigma_{\text{noise}} = 0.005$ is added to the vertices.

Figure 4.7 gives an overview of the rotation errors introduced in dataset $S$ as a function of the registration methods and $\sigma_{\text{noise}}$. It should be noted that the rotation error of the initial alignment of all pairs in dataset $S$ is zero. Therefore, the rotation errors shown in Figure 4.5(b) are introduced by the registration method. As for the translation error, only the rotation error of CF$_{\text{pl}}$ seems to be influenced by $\sigma_{\text{noise}}$. This is confirmed by four one-way ANOVAs that show that the influence of $\sigma_{\text{noise}}$ on $D_r$ is not significant for the registration methods CF$_{\text{po}}$ ($F_{1,124} = 0.830, p = 0.364$), IGD$_{\text{po}}$ ($F_{1,124} = 0.955, p = 0.330$), and IGD$_i$ ($F_{1,124} = 0.959, p = 0.329$). Furthermore, the registration error introduced by these methods is nearly zero, in this aspect the method IGD$_i$ performs particularly well. The highest rotation error introduced by this method is $2.226 \times 10^{-4}$ for a pair from $S_{0.005}$. For fragment pairs registered by CF$_{\text{pl}}$ the difference
caused by $\sigma_{\text{noise}}$ was significant ($F_{1.98} = 9.92, p < 0.010$). Consequently, only the rotation error generated by CF$_{pl}$ is strongly influenced by the added noise. For $\sigma_{\text{noise}} = 0.001$ CF$_{pl}$ only introduced rotation errors for about half of the fragment pairs. However, the introduced errors are relatively large, as can be seen in Figure 4.7(b).

Figure 4.8 shows the mean translation errors of the different registration methods as a function of $s$. Based on this figure, both $s$ and the used method influence the $D_t$. This is confirmed by a two-way ANOVA that considers the effect of $s$ and registration method on $D_t$ and the interaction effect between $s$ and the registration method. Both $s$ ($F_{13,422} = 5.94, p < 0.001$) and the used registration method ($F_{3,422} = 35.7, p < 0.001$) had a statistically significant influence on the translation distance. The interaction effect was also significant ($F_{39,422} = 1.51, p < 0.050$). In Figure 4.8 we can see that significant influence of the registration method can be ascribed to the deviating results by the registration method CF$_{pl}$. Fourteen one-way ANOVAs with the other three registration methods as main factor, show no significant influence of the scale on the mean translation distance. We also observe the interaction effect in Figure 4.8, since the method CF$_{pl}$ responds differently to the changes in scale than the other three methods. For example, for $s > 1$ the average translation error increases faster for CF$_{pl}$ as a function of $s$ than for the other methods. In the same figure we also find that the average translation error increases as the absolute value of $s$ increases. For $s = 0$ the average translation error should be zero, since the fragments are already perfectly aligned. Reviewing the actual values of $D_t$ for $s = 0$, reveals that only the iterative gradient descent (IGD) methods do not introduce translation errors, CF$_{po}$ and CF$_{pl}$ introduce translation errors that are $2.776 \times 10^{-4}$ and $4.250 \times 10^{-4}$, respectively.
Rotation errors were subjected to a two-way ANOVA with the main factors registration method and \( s \). All effects were statistically significant at the 0.05 significance level. In Figure 4.9 the interaction effect (\( F_{30,422} = 1.98, p < 0.001 \)) is illustrated by the differing response by the registration method \( CF_{pl} \) to changes in scale for \( s < 1 \). Based on this figure the significance of the factors \( s \) (\( F_{13,422} = 1.95, p < 0.050 \)) and registration method (\( F_{3,422} = 22.3, p < 0.001 \)) are due to the rotation error the method \( CF_{pl} \) introduces for \( s < 1 \). However, 14 one-way ANOVAs, one for each value of the factor \( s \), except for \( s = 0.95 \) and \( s = 1.15 \), show that the method is a significant factor for every value of \( s \). Figure 4.10 shows the rotation errors introduced by the methods \( CF_{po}, IGD_{po}, \) and \( IGD_i \). This plot shows that for \( s < 0.9 \), the method \( IGD_i \) is the only method that introduces hardly any rotation error. The biggest rotation error for \( s < 0.9 \) caused by this method is \( 9.670 \times 10^{-5} \) and occurs at \( s = 0.7 \).

<table>
<thead>
<tr>
<th>( s )</th>
<th>min</th>
<th>max</th>
<th>mean</th>
<th>25th</th>
<th>50th</th>
<th>75th</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{0.0} )</td>
<td>0.00</td>
<td>1.28e-1</td>
<td>5.00e-2</td>
<td>6.04e-3</td>
<td>4.05e-2</td>
<td>7.25e-2</td>
</tr>
<tr>
<td>( S_{0.001} )</td>
<td>2.69e-5</td>
<td>4.98e-1</td>
<td>1.29e-1</td>
<td>1.18e-4</td>
<td>2.69e-4</td>
<td>3.63e-1</td>
</tr>
<tr>
<td>( S_{0.005} )</td>
<td>8.54e-5</td>
<td>1.34e-2</td>
<td>3.99e-3</td>
<td>8.32e-4</td>
<td>3.01e-3</td>
<td>6.33e-3</td>
</tr>
</tbody>
</table>

Table 4.1: The minimum, maximum, mean, 25th, 50th, and 75th percentile of the rotation error of the method \( CF_{pl} \) on dataset \( S \).
Figure 4.8: The mean translation error, $D_t$, for dataset $S$ as a function of the scale factor $s$, split by registration method.

Figure 4.9: The mean rotation error, $D_r$, for dataset $S$ as a function of the scale factor $s$, split by registration method.

Figure 4.10: The mean rotation error, $D_r$, for dataset $S$ as a function of the scale factor $s$, for the registration methods $CF_{po}$, $IGD_{po}$, and $IGD_i$. 
### 4.2.2 Dataset O

Figure 4.11 shows the performance of the four different registration methods on dataset O. In these plots we observe that only the minimum translation and rotation error of the method CF\text{pl} are on par with the other registration methods. Furthermore, we find that the variance of this method is higher than that of the other methods. With regard to the translation error, registration with the method IGD\text{i} seems to slightly outperform both IGD\text{po} and CF\text{po}. Furthermore, the minimum error of each registration method is zero, suggesting that all of them have achieved a near perfect registration for at least one fragment pair. The IGD methods outperform the closed-form methods w.r.t. $D_r$. The rotation error of the method IGD\text{i} is in general a lot lower than those associated with the other registration methods. The maximum error of the method IGD\text{i} is nearly the same as its minimum error, indicating consistent performance over all fragment pairs in dataset O.

To investigate the influence of the noise on the performance of the different registration methods we use Kruskal-Wallis tests within the registration methods on the factor $\sigma_{\text{noise}}$. The added noise did not influence the translation error of the methods CF\text{po} ($H_2 = 5.73, p = 0.057$), IGD\text{po} ($H_2 = 3.09, p = 0.213$), or IGD\text{i} ($H_2 = 3.81, p = 0.148$). Only the translation errors of the method CF\text{pl} ($H_2 = 25.1, p < 0.001$) are influenced by the noise at the significance level 0.05. The difference in translation error between O\text{0.0} ($\mu = 0.200, \sigma = 0.148$) and O\text{0.001} ($\mu = 0.130, \sigma = 0.152$) was significant if the method was registered with CF\text{pl} ($t_{397} = 5.27, p < 0.001$). The difference between O\text{0.0} and O\text{0.005} ($\mu = 0.114, \sigma = 0.109$) was also significant for this method ($t_{302} = 7.08, p < 0.001$). Only the difference between O\text{0.001} and O\text{0.005} was not significant ($t_{671} = -1.61, p = 0.109$). This suggests that its translation error decreases with the addition of more noise, but that the standard deviation of the added
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Figure 4.12: The average translation error per method and offset \( \mathbf{w} \) for dataset \( O_{0.005} \). The offset, scaled by a factor ten, is shown in three rows below the x-axis, the first row denotes the offset in the x direction, the second in the y direction and the third in the z direction.

We use the same approach to investigate the influence of \( \sigma_{\text{noise}} \) on the rotation error. For this error metric the Kruskal-Wallis tests reveal a significant influence of the factor \( \sigma_{\text{noise}} \) for all registration methods. Post-hoc tests reveal that the difference in rotation error for the zero-noise condition and the two noise-added conditions were significant for all methods except for the \( \text{CF}_{\text{po}} \) method. The other methods all showed significant differences in performance between \( O_0 \) and \( O_{0.001} \) on the one hand and \( O_0 \) and \( O_{0.005} \) on the other hand. No significant differences in performance were found between \( O_{0.001} \) and \( O_{0.005} \) for any registration method. For all registration methods, except the method \( \text{CF}_{\text{po}} \), the average rotation error decreased as noise was added.

We investigate the influence of the offset vector \( \mathbf{w} \) on the translation error with the results of \( O_{0.005} \). Figure 4.12 shows the mean translation error per offset vector \( \mathbf{w} \) for each registration method. Firstly, this graph shows that the difference in performance between the \( \text{CF}_{\text{po}} \) and the \( \text{IGD}_{\text{po}} \) methods is quite likely due to a few patterns. Most of these cases are found on the right side of the graph, where the offset vector has mostly relatively large positive values. Furthermore, for all methods except \( \text{CF}_{\text{pl}} \), it seems as though for each fixed value of \( w_x \) the translation error increases as the \( y \) and \( z \) components increase. This effect is especially visible for \( w_x \geq 0 \).

Only the addition of noise, not its standard deviation, significantly influenced the translation error of all levels. Therefore we combine the results of \( O_{0.001} \) and \( O_{0.005} \) into \( O_{0.001} \cup O_{0.005} \) and consider the translation errors of the registration methods on that set separately from those on \( O_{0.0} \).

Figure 4.13 shows the rotation error per offset for dataset \( O_{0.0} \). In this figure we observe that the performance of the method \( \text{CF}_{\text{pl}} \) (\( \mu = 0.0926, \sigma = 0.119 \)) is worse than that of the other methods. A t-test reveals that the rotation errors introduced by this method are significantly worse than those caused by the second worst method (\( t_{7345} = 9.71, p < 0.001 \)), point-to-point closed form (\( \mu = 0.00860, \sigma = 0.00974 \)). Furthermore, for a subset of offset vectors, the method \( \text{CF}_{\text{po}} \) performs worse than the \( \text{IGD} \) methods. It is quite likely due to these
offsets that the rotation errors introduced by CF<sub>po</sub> are significantly different from those introduced by IGD<sub>po</sub> (t<sub>508</sub> = −8.60, p < 0.001) and IGD<sub>i</sub> (t<sub>580</sub> = −15.5, p < 0.001). A t-test reveals that the methods IGD<sub>po</sub>(μ = 0.00389, σ = 0.00419) and IGD(μ = 0.000769, σ = 0.000845) are significantly different at the 0.05 significance level (t<sub>5405</sub> = 14.1, p < 0.001).

Figure 4.14 shows that the method CF<sub>pl</sub> (μ = 0.0373, σ = 0.0929) also performs worse w.r.t. the rotation error than the other methods on dataset O<sub>0.001,0.005</sub>. The difference in introduced rotation error between the methods CF<sub>pl</sub> and CF<sub>po</sub> (μ = 0.00902, σ = 0.0107) is significant at the 0.05 significance level (t<sub>761</sub> = −8.22, p < 0.001). With the introduction of noise, the method CF<sub>po</sub>(μ = 0.00902, σ = 0.0107) is still outperformed by the methods IGD<sub>po</sub> (t<sub>508</sub> = 15.8, p < 0.001) and IGD<sub>i</sub> (t<sub>580</sub> = 21.6, p < 0.001). Between the two IGD methods, IGD<sub>po</sub>(μ = 0.00260, σ = 0.00288) and IGD<sub>i</sub>(μ = 0.000552, σ = 0.000605) the difference in performance w.r.t. D<sub>r</sub> is significant (t<sub>818</sub> = 19.0, p < 0.001).

Both Figure 4.13 and 4.14 show that especially the closed-form solutions are

![Figure 4.13: The average rotation error per method and offset w for dataset O<sub>0,0</sub>. The offset, scaled by a factor ten, is shown in three rows below the x-axis, the first row denotes the offset in the x direction, the second in the y direction and the third in the z direction.](image1)

![Figure 4.14: The average rotation error per method and offset w for dataset O<sub>0.001,0.005</sub>. The offset, scaled by a factor ten, is shown in three rows below the x-axis, the first row denotes the offset in the x direction, the second in the y direction and the third in the z direction.](image2)
influenced by the translation vector, independent of the addition of noise. Although the offset vectors for which the worst results were achieved are the same for $O_{0.0}$ and $O_{0.001 \cup 0.005}$, we could not observe a direct relationship between the elements of the offset vector and the performance of the registration methods.

### 4.2.3 Dataset $R$

Figures 4.15 and 4.16 show box-and-whisker plots of respectively the rotation and translation error of dataset $R$ for each registration method per value of $\sigma_{\text{noise}}$. A Kruskal-Wallis test on the factor noise indicates that $\sigma_{\text{noise}}$ has a significant influence on the translation ($H_2 = 163, p < 0.001$) and the rotation error ($H_2 = 96.7, p < 0.001$). In Figure 4.15 we observe that the translation error decreases for all methods as the added noise increases. Furthermore, for $\sigma_{\text{noise}} > 0.0$ the minimum translation error of the method IGD is nearly zero. Comparing the translation and rotation errors for the different registration methods within $R_{0.0}$, $R_{0.001}$, and $R_{0.005}$ with Kruskal-Wallis tests shows that the differences between the registration methods are significant, within all noise conditions. Furthermore, using t-tests we have found that the difference in performance w.r.t. both the translation and the rotation error, within the noise condition is significant at the 0.05 significance level for every registration method pair.

We use a Kruskal-Wallis test to investigate the influence of the factor rotation, which has 286 levels, on $D_t$ and $D_r$. For both the translation ($H_{285} = 8970, p < 0.001$) and the rotation error ($H_{285} = 16900, p < 0.001$) the effect of the rotation is significant. If we look within $\sigma_{\text{noise}}$ and method, we find that for all methods, for all noise levels, the differences in performance w.r.t. both the
translation and rotation error are significant, with one exception. On dataset \( R_{0.005} \) the rotation is not a significant factor w.r.t. the translation difference if the method \( \text{CF}_{pl} \) is used.

### 4.3 Discussion

Unfortunately all registration algorithms changed the morphology of a number of model fragments for every dataset. The fact that this happened for all registration methods on all datasets suggests that it is due to a property of the registration method that is shared between all four methods. The changed morphology indicates that at least one of the applied transformation matrices was not linear. One possible reason for this are under and overflow errors, due to Unity being limited to single precision floating point numbers. This hypothesis is further supported by the fact that non-linear transformation matrices did not occur for the clinical data, which have a different scale. The fragments in the clinical dataset are between a factor 7 and 70 bigger than those in the simulated dataset. Consequently, scaling the simulated fragments could be an easy solution to the problem.

One thing that stood out in Section 4.2.1 was that the introduced rotation errors were worse when \( X \) was moved into \( Y \), i.e. when \( s < 1 \), for all methods except the \( \text{IGD}_i \) registration method. This shows that the addition of the intersection term is valuable when the fragments intersect. This indicates that our adapted correspondence finding method does not completely solve the problems that occur when registering two intersecting shapes, as otherwise the performance of the registration methods would not have been influenced by the sign of \( s \). The lack of significant difference in introduced rotation errors between methods for \( s = 0.95 \) is caused by the jump in performance by \( \text{IGD}_{po} \). We have no
CHAPTER 4. SIMULATED DATA

One striking effect we observed for dataset O when considering the translation error as a function of the translation vector in Figure 4.12 was the increase in $D_t$ that occurred when $w_x$ was fixed and the other components of $w$ were increased. One likely explanation is that the length of the offset vector matters. However, comparing offset vectors of the same length in Figure 4.12 shows that vectors of differing length have errors of the same order of magnitude.

For dataset S and O the rotation error for the initial alignment of the pairs was zero. Most methods introduced some rotation error. The worst rotation errors were introduced by the closed-form methods, of those two methods CF$_{pl}$ performed the worst. The IGD methods hardly introduced any rotation errors. The addition of the intersection term clearly helped, since the method IGD$_i$ outperformed IGD$_{po}$ in this aspect. Furthermore, the rotation errors introduced by this method were the least sensitive to noise. The other methods, especially CF$_{pl}$, introduced significantly smaller rotation errors on dataset S and O when more noise was added.

One strange effect that occurred for all datasets and all registration methods is that their performance w.r.t. the translation and rotation error did not deteriorate if noise was added. For some methods the addition of noise even improved their results. We expect that this addition of noise positively influences the correspondence finding process.

Finally, in general we have found that the method CF$_{pl}$ works better if some noise is added to the data. However even if noise is added this method generally performs worse than the other methods. This indicates that the assumption that the transformation is near linear does not hold for these simulated data.

The other closed-form method, CF$_{po}$, was outperformed by the IGD methods on all three datasets w.r.t. both the translation and rotation error, except for dataset $R_{0.005}$. On this dataset the method CF$_{po}$ outperformed the methods IGD$_{po}$ ($t_{332} = 5.22, p < 0.001$) and IGD$_i$ ($t_{2323} = -7.64, p < 0.001$), if we consider the mean performance. In spite of their higher average error, the IGD methods had lower rotation errors than the method CF$_{po}$.

Within the iterative gradient descent methods, the method IGD$_i$ outperformed the method IGD$_{po}$ on all three datasets, for all three noise levels in terms of the rotation error. The translation errors of the two IGD methods did not differ significantly, except for datasets $R_{0.0}$, $R_{0.001}$, and $R_{0.005}$. On these datasets the method IGD$_i$ performed significantly better than other IGD method. As the standard deviation of the added noise increased, the difference in performance between these two methods increased as well.

4.4 Conclusion

Strangely the performance of the different registration methods did not suffer due to the addition of noise, instead some of them even improved their performance w.r.t. the translation and rotation error.
In general, the IGD methods performed best on the simulated data. The performance of the general IGD method, $\text{IGD}_{\text{po}}$, can be further improved by the addition of a term that punishes intersections.

4.5 Future Work

The strange effect of noise on the performance of the different registration algorithms in the simulated datasets should be investigated further. One approach would be to store the correspondences found by registration methods whose quality can then be compared between different levels of noise. However this requires the definition of a metric for the quality of a correspondence, which to the best of our knowledge is not available.

Future research should look into solving the problem of the changed morphology, and verify that numerical accuracy is indeed the cause.

We did not find any strong relations between the applied offset and rotation and the performance of the registration methods. However, our results clearly show that the relative rotation and offset of the fragments influence the registration algorithm. Further research should look into finding the maximum rotation and translation distance that the registration methods can handle.
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