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Abstract

Modeling driver behavior is a key aspect of traffic simulations. Accurate driver models can be used to study the effect of new infrastructure components, new vehicle interfaces or congestion reduction methods. The aim of this study was twofold: to model driver following behavior, and to create a classifier for predicting lane change maneuvers.

A preprocessing method using cubic smoothing splines was proposed to extract smooth vehicle trajectories from video monitoring data of highway traffic. After comparing the smoothed trajectories to reference measurements it was shown that the position information was obtained with high accuracy, but this accuracy decreased with every differentiation.

The driver models that were used are based on the Intelligent Driver Model (IDM) and the Human Driver Model (HDM) for which a Genetic Algorithm was used to find the optimal parameters for each individual driver. HDM was not able to significantly more accurately fit observed trajectories than IDM, but it did show more realistic traffic congestion patterns.

The most useful features for maneuver prediction were the lateral position and its derivatives. The longitudinal measures and information on the neighboring vehicles were shown to be far less informative, although when using a larger training set some additional features did improve the performance. The final lane change maneuver classifier was able to predict 90% of the exit maneuvers 1.44 seconds in advance with a false alarm rate of 8%. Although the classification accuracy varies for different maneuvers, in overall it was able to classify the maneuver a vehicle is in with high accuracy.
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1 Introduction

In a society where people are traveling more and more, traffic congestion is a serious problem occurring in most countries in the world. Not only is it a daily cause of frustration for drivers, it also costs governments and companies a tremendous amount of money. Annual traffic congestion costs in the EU are estimated at over €100 billion (Europa.eu, 2008).

A lot of research is done on how to reduce traffic congestion. Of course there are many different possibilities, but the foremost solution to improve traffic flow and reduce overall traveling time is to build more roads, or broaden the existing ones. Then there are possibilities to reduce congestion by manipulating traffic flows using dynamic speed limitations or ramp metering. Another solution is discouraging people from using their cars altogether, either by increasing the cost of vehicles usage, or by improving public transport.

Now some of these methods are more successful than others, but many of them only relocate the problem to another bottleneck instead of really getting to the cause of the problem. A new approach in which vehicles communicate with each other in order to optimize traffic flow is called cooperative driving, and it’s showing promising results (Ioannou, Wang, & Chang, 2007).

An important part of any research concerning traffic flow, is modeling driver behavior. A realistic driver model helps to understand how drivers react and how traffic congestion forms and how it could be mitigated. In this thesis the driver modeling process will be approached from two perspectives. In the first few chapters a vehicle following model will be created and tested which only incorporates the longitudinal behavior. In the next chapters a model will be created which focuses on the lane changing behavior.

The longitudinal models shall be trained by analyzing the results of an experiment on cooperative driving (Broek, Netten, Hoedemaeker, & Ploeg, 2010). In this experiment the vehicles communicated their acceleration with vehicles around them in order to reduce traffic congestion.
the so called shockwave effect. This shockwave effect is a form of congestion which occurs even though there is no apparent reason for it. The data from these experiments shall be used to train driver models by finding the optimal parameters for the Intelligent Driver Model (IDM) (Treiber, Hennecke, & Helbing, 2000) and the Human Driver Model (HDM) (Treiber, Kesting, & Helbing, 2006).

The lateral models shall be used to create a predictive lane change maneuver classifier. Classifiers that are able to predict whether a vehicle is going to change lanes in the short term future, might be used to improve driving assistance systems. If such a system would detect a neighboring vehicle that is going to cut in, it might respond accordingly to avoid sudden braking and provide a smoother and safer ride. The classifiers will be implemented by form of pattern recognition algorithms. Specifically the Naive Bayes algorithm, K-Nearest Neighbor, Support Vector Machines and Hidden Markov Models will be used.

In this thesis the traffic data is gathered by a traffic monitoring system called Video Based Monitoring (VBM) which extracts vehicle trajectories from video data from road side cameras (Huis, Baan, & Loon, 2008). This data shall be used to analyze the vehicles’ behavior and train the models.

1.1 Structure of thesis

First, in chapter 2 some background literature will be discussed. Some previous work on Adaptive Cruise Control systems, driver models, gap acceptance and lane change maneuver predictions shall be summarized.

Next in chapter 3 the different databases that were used throughout the rest of the thesis will be introduced. Three different databases will be used for different purposes, so the main differences will be discussed between the databases and the situations under which the data was obtained.

In chapter 4 a preprocessing method for the raw data from VBM will be proposed in order to obtain smooth and accurate data. Various smoothing methods will be evaluated, as well as the order in which the various preprocessing steps should be performed.

Chapter 5 will explain the different driver models that are used in this thesis. The driver models are approximations on how the human drivers behave when following another vehicle.

Chapter 6 elaborates on an experiment that was held to test a system that advises drivers on how fast they should accelerate or decelerate. These experiments will provide the data from which the vehicle following models shall be created. The resulting models will also be evaluated in this chapter.

In chapter 7 the lane change maneuver classification experiments will be explained. Both the experimental setup as well as the classifiers that predict the behavior of observed vehicles will be discussed. The results of these experiments shall be presented in chapter 8.

Finally in chapter 9 the results of the experiments shall be discussed and the conclusions will be presented in chapter 10.
1.2 Research questions

In this thesis the problem will be addressed of how to predict driver behavior in the short term future. Specifically the following questions will be researched:

• How should VBM data be preprocessed in order to obtain accurate trajectory information on which driver models can be trained?
• Will IDM or HDM be able to simulate traffic situations that display realistic traffic congestion phenomena such as shockwaves?
• What features could be used to train a predictive lane change maneuver classifier?
• Based on these features, what method is best able to classify the lane change maneuvers, and how much in advance could they be classified?
2 Literature

2.1 ACC systems

Cruise Control systems allow drivers to instruct the vehicle to automatically maintain a constant velocity. This is primarily to increase the driving comfort, as the driver is then able to drive without having to continuously regulate its speed. Adaptive Cruise Control (ACC) extends this method as it takes into account the distance to preceding vehicles in order to improve the safety. However, studies have shown that this also influences the traffic flow. In one study on ACC it was shown that the travel times were significantly reduced, even when only a small percentage of the vehicles are using this system (Kesting, Treiber, Schönhof, & Helbing, 2008).

In other studies ACC systems were developed using longitudinal vehicle following models, which were capable of guaranteeing global stability (Zhang & Ioannou, 2004). The systems proposed in this study are specifically designed to reject disturbances and create a smooth response. In a continued study a method is discussed that combines this system with a controller in the infrastructure (Ioannou et al., 2007). These studies showed that when using this type of systems, it was possible to reduce the total time vehicles would have to spend on the road, relieving congestion significantly depending on the amount of vehicles equipped with the system.

These studies indicate that communicating vehicles is a plausible way to reduce traffic congestion. In these studies the vehicles communicate with other vehicles or with a system in the road, in order to improve the traffic flow. These cooperative driving systems can be created in a way so that they will behave in a self-organized cooperative manner (Stiller, Färber, & Kammel, 2007).

In a study by Driel and Arem (2007) a system was simulated where drivers were warned by vehicles up the road when approaching a traffic jam, and helped with stopping and starting when in a traffic jam. This system significantly improved the traffic flow as it allowed for closer time headways and smoother decelerating when approaching traffic jams.

Another study also using simulated driver models showed that Cooperative Adaptive Cruise Control (CACC) systems are indeed capable of changing the overall traffic flow, but it was noted that realistic driver models are needed (Schakel, Arem, & Netten, 2010).

2.2 Driver models

Modeling driving behavior is very important whenever some research involves traffic simulations. In a research by Bando et al. (1995) a driver model was proposed called the Optimal Velocity Model (OVM). The core of this model is a differential equation where the input is a function of the headway of the predecessors to produce an acceleration. This function has some parameters allowing the authors to fine tune the model in order to reproduce some features of traffic flow quite accurately. Specifically they are quite well in predicting the critical car-density between free and congested flow.

A complete and comprehensive driver model incorporating both the acceleration model as well as the lane change model is described in a research by Ahmed (1999). This study combines different driver models for different situations. When validating the proposed combined model it performed much better than any of the individual models, and
significantly better than the Microscopic Traffic Simulator (MITSIM) (Yang & Koutsopoulos, 1996), which was used as a reference model.

Pellecchia, Igel, Edelbrunner, and Schoner (2005) created a driver model using attractor dynamics. Their model involves a set of parameters which they show are very suitable to be found using evolutionary algorithms. They also show that this allows them to have models using different strategies such as cautious driving or aggressive driving.

Another interpretation of driver modeling is to model the cognitive processes that occur in the human driver. These type of models can be used to obtain more insight in the human aspect of the driving, but it is also possible to predict when people will accept gaps to change lanes (Absil, 2008; Hlavacek, 2010).

In the human-kinetic model an acceleration integral is used to model driver behavior (Tampère, 2004; Tampère, Hoogendoorn, & Arem, 2005). It incorporates driver variability meaning that drivers will not all behave in the same way when put in the same situation. This quite complex model is capable of producing a wide range of congestion phenomena such as stop and go shockwaves, wide traffic jams and homogeneous congested traffic. The authors claim that without the inter-driver differences, the congestion dynamics can not be correctly modeled.

The Intelligent Driver Model (IDM) was developed by Treiber et al. (2000) and is also in principle a differential equation for the acceleration as a generalization of the Optimal Velocity Model. The vehicles’ own velocity, time headway and the velocity difference with the predecessor are used to determine the acceleration of a vehicle. For this it uses a set of “logical” parameters such as the desired velocity in free flow, the minimum and maximum acceleration, the desired safety distance and the minimal distance to the predecessor. It turns out this model is quite successful in predicting the traffic flow in both congested and in free flow states. Using a distribution of parameters observed in real life it can be used to model different types of trajectories (Kesting & Treiber, 2008). IDM will be explained in more detail in chapter 5.1.

In a follow-up research to IDM the Human Driver Model (HDM) was created, which in fact is a meta-model to include human reaction times, estimation errors and both temporal and spatial anticipations (Treiber et al., 2006). This allows for creating traffic flows that are even more realistic, in that IDM seems quite predictable, and HDM is much more lifelike. The theory on HDM will be explained more elaborately in chapter 5.2.

2.3 Gap acceptance

Lane changes can be divided into two categories: Mandatory Lane Changes and Discretionary Lane Changes (Ahmed, Ben-Akiva, Koutsopoulos, & Mishalani, 1996). Mandatory Lane Changes (MLC) occur when a driver has to change lanes in order to take an offramp or on an intersection, simply because they have to go in that direction. Discretionary Lane Changes (DLC) occur when drivers are not satisfied with their current lane. In the article the author elaborates on the gap acceptance behavior when changing to a new lane. The resulting model that handles MLC and DLC separately is able to capture the dynamics of the lane changing decision process.

In a study using a large dataset created by the NGSIM community (Next Generation SIMulation), Bham (2009) also validated a model on gap acceptance behavior. They obtain what they call the critical time gap distributions using maximum likelihood estimation.
The critical time gap is defined as the threshold for a gap to just be accepted or rejected. The leading critical time gap was found to be 1.17 second with a variance of 0.82 and the trailing critical time gap was 1.26 seconds with a variance of 0.87.

2.4 Lane change detection & prediction

Salvucci, Mandalia, Kuge, and Yamamura (2007) describe a cognitive driver modeling approach that is very suitable for lane change detection. In this research the authors create a system that compares observed data with a model prediction. The internal situation of the ACT-R model that most accurately explains current and past observations, is then used to classify whether the observation at hand is in a lane change maneuver or not.

A study on sequence modeling of driving behavior showed how driving behavior could be segmented into small drivemes, similar to phonemes in speech recognition (Torkkola, Venkatesan, & Liu, 2005). These drivemes can then be used to model driving maneuver sequences using a Hidden Markov Model implementation.

In a study on driving maneuver recognition and prediction by Dagli, Brost, and Breuel (2003) a Dynamic Belief Network was used to predict future actions of drivers. These future actions can then be used to improve existing ACC systems by recognizing vehicles that are about to cut-in in front of another vehicle (Dagli, Breuel, Schittenhelm, & Schanz, 2004). The system was able to recognize a cutting-in vehicle approximately one second before it actually changed lanes.

Minimizing Overall Braking Induced by Lane-changing (MOBIL) is a method to determine if a vehicle is likely to change lanes (Kesting, Treiber, & Helbing, 2007). It uses a vehicle following model to predict the action of the surrounding vehicles if it would perform a lane change and if it wouldn’t perform a lane change. The authors claim that a vehicle will perform the action that leads to the least amount of braking for all vehicles. The system would therefore be able to predict lane changes when another vehicle is approaching from the back, or when the vehicle itself is going to overtake another vehicle. Using thresholds they were able to model vehicles that behave in an egoistic, an altruistic or in any intermediate manner.

Finally in a study by Dubelaar (2009) on predicting the short term behavior of a driver, a lane change maneuver prediction system was developed using a Bayesian network. The validation method was quite computationally expensive however, so the validation was done on only 8 trajectories. In this thesis a similar approach will be used, but with methods that perform faster, to create the possibility to develop a real-time application.
3 Databases

The data used in this thesis is almost all obtained by a system called Video Based Monitoring (VBM) (Huis et al., 2008). It is a roadside based monitoring system, which uses cameras to observe vehicles. The video files it captures are stored on a hard drive and processed later off-line. Current developments allow the videos to be processed real-time allowing for insight on live traffic congestion or other events.

In still images the locations and widths of the vehicles are detected and stored. The length is not available in the database, but it can be recovered from the video files. For this thesis however the length is not very important. The detections of one vehicle in multiple image frames are then put together to form a trajectory. Trajectories that last fewer than a certain amount of frames are discarded, as they are most likely to be false detections as true detections should be obtained during a longer range of time.

To analyze longer trajectories, the results of sequential cameras can be put together to form a single long trajectory. For this a combination of heading and predicted position is used, but also a fingerprinting method using SIFT features (Renkema, 2009). Using this method it is not even required for the cameras to overlap, but of course then the behavior in between two cameras has to be approximated. In this thesis the following datasets will be used.

3.1 A67

The dataset of the A67 consist of four times 15 minutes of traffic on the Dutch highway near Venlo. The trajectories are the combined results of four cameras placed along a piece of highway, together covering approximately 700 meters. In figure 2 you can see the layout.

![Figure 2. The road layout of the A67 database. Figure from (Renkema, 2009)](image)
of the road. There were three lanes: the rightmost lane being a combined entry/exit lane, the middle lane being the “normal” lane and the leftmost lane the “overtaking” lane. Note that in the Netherlands you are only allowed to overtake other vehicles on their left side, so therefore the leftmost lane is the only one where vehicles are allowed overtake to other vehicles.

All of the recordings were made in May 2007, with no obvious variation in weather conditions, except the sun creating back light in one of the recordings, see figure 3. The traffic density varies somewhat during the recordings, but there are no real traffic jams or any other noticeable forms of congestion. There is one truck which stands still on the side of the road for a long time and is therefore removed from the dataset as the passing vehicles should not be considered as overtaking it.

This database is a recording of “natural” driving behavior, thus it contains various maneuvers. In table 1 some statistics on the different types maneuvers are shown.

<table>
<thead>
<tr>
<th>Event</th>
<th>Observations</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>All trajectories</td>
<td>1284</td>
<td>100%</td>
</tr>
<tr>
<td>All maneuvers</td>
<td>795</td>
<td>62%</td>
</tr>
<tr>
<td>Overtaking</td>
<td>38</td>
<td>3%</td>
</tr>
<tr>
<td>Returning to middle lane</td>
<td>104</td>
<td>8%</td>
</tr>
<tr>
<td>Merging</td>
<td>39</td>
<td>3%</td>
</tr>
<tr>
<td>Exiting</td>
<td>496</td>
<td>39%</td>
</tr>
<tr>
<td>Exiting from leftmost lane</td>
<td>118</td>
<td>9%</td>
</tr>
</tbody>
</table>

Table 1: The amount of different maneuvers observed in the A67 dataset
3.2 A270

The A270 database consists of video material taken during 17 experiments divided over three days. The experiments were on the effect of a system that suggests drivers on how to accelerate to damp out traffic density shockwaves. This experiment is more elaborately described in chapter 6.

The tracks are observed by 20 camera’s which are all approximately one hundred meters apart, so in all they cover two kilometers of the Dutch highway. The setting of the experiment was on the main highway between the cities Helmond and Eindhoven. About one hundred participants partook in the experiment which were separated in an experimental group and a control group. Therefore there are over a thousand trajectories available. The participants were instructed to not change lanes during the experiment, so except for one instance in which a driver accidentally started in the wrong lane, there were no lane-changing maneuvers.

The weather conditions varied much more than in the A67 database. The first two days were partly cloudy to cloudy with no significant wind, but the last day it was raining severely and quite windy. The camera view was obscured by raindrops on the lens, and the image shook significantly due to the wind. For an impression of how severe the impact of the weather was, see figure 4.

3.3 ENDOR

From other research projects, there is a very large database containing months of video material. The videos in the database are recorded on two Dutch highways the A12 and the A58, on 5 and 3 different locations respectively. The data was obtained on differing dates and times for the different locations, but all of it was between March and December 2009.

All of this video data is processed by the video based monitoring system, so a lot of data is available. However, the cameras used for this database are too far away from each other to allow for accurately merging the data from two video files. Therefore the
resulting tracks are on average only 125 meters long, with only very few tracks longer than 200 meters. Because of these relatively short tracks, the data from this database will not be used to train the models, but only to validate the previously obtained models.

Since the database is so extensive, it contains most of the weather and lighting conditions you could expect within the given dates in the Netherlands. Not all the trajectories in the database will be used to verify our models, since this would take a very long time, probably without any added useful information. Therefore only a fraction of the video files will be used where the conditions were good, so that the VBM system can accurately detect the vehicle positions. The actual portion of the ENDOR database that will be used for validation contains 792 trajectories with an average duration of 5.1 seconds.
4 Preprocessing

Before any analysis on the VBM data can be done, it first needs to be preprocessed. In this chapter the following steps of the preprocessing will be discussed: smoothing, interpolation and differentiation. A few methods of smoothing will be proposed, in order to evaluate what kind of smoothing would be best to preprocess the data in the VBM dataset. The order in which the rest of the preprocessing steps will also be evaluated (interpolating and derivation of the velocity and acceleration) in order to get the most reliable data.

4.1 Different types of smoothing

There are many types of smoothing, all having different properties, and thus different pros and cons. The methods that will be discussed are the following:

- Moving Average
- SEMA Filter (Thiemann et al., 2008)
- Locally-weighted running line-smoothers (Cleveland, 1979)
- Local Linear Regression
- Butterworth Low-pass Filter
- Cubic Smoothing Spline

Moving average The moving average filter is a very common way of smoothing data. It simply involves iteratively taking a predetermined number of sequential points around a data point and using the average value of the sequence as the smoothed data point. It has the advantage that it is very intuitive, and is very fast to implement. Outliers are definitely reduced, but their effect spreads out to neighboring data points. Also, because data points are taken completely into account from one point to the other, the resulting line may still be jagged.

SEMA filter The Symmetric Exponential Moving Average (SEMA) filter as described by Thiemann et al. (2008) is based on the moving average filter, except that it uses an exponential window to weigh the points near the smoothed data point. This means that points near the edge of the window have less effect than in a regular moving average filter, and this method therefore results in a smoother signal.

The window they use is a symmetrical exponential window, which compares to a triangular window, but it decreases in an exponential manner, therefore points near the center of the window are weighed less than in a regular triangular window, but the points near the edge are weighed somewhat more. An illustration of the window can be seen in figure 5.

The smoothed version of a data point \( x \) at time \( t_i \) where \( i = 1 \ldots N \) can be calculated according to the formula shown in equation 1 where \( Z \) is the normalization factor shown in equation 2.

\[
\tilde{x}(t_i) = \frac{1}{Z} \sum_{k=i-D}^{i+D} x(k)e^{-|i-k|/\Delta}
\]  

(1)

\[
Z = \sum_{k=i-D}^{i+D} e^{-|i-k|/\Delta}
\]

(2)
Figure 5. The shape of the window as used in the SEMA filter

In these equations 1 and 2 $\Delta$ is the base of the smoothing width given by $\Delta = T/dt$ where $T$ is the smoothing time in seconds and $dt$ is the period of the signal (for the VBM data in this report $dt = \frac{1}{25}$ s). And finally $D$ is the maximal width of the exponential kernel given by $D = \max(3\Delta, i - 1, N - i)$. This basically means that it is normally $3\Delta$ unless the window is near the beginning or the end of the signal. This is what makes sure the window is symmetrical.

Locally-weighted running line-smoothers The next smoothing method is originally described by Cleveland (1979) and is also known by the name loess. It is comparable to the SEMA filter, but instead of using an exponential window, it applies a tri-cube weighting function. Another difference is that it takes a predetermined percentage of the data, weighed according to the distance between the data points and the center of the window. After normalizing the distances $u$ according to the furthest neighbor, it weighs the data points according to the formula shown in equation 3. The shape of this function is shown in figure 6.

\[
W(u) = \begin{cases} 
(1 - |u|^3)^3 & \text{if } 0 \leq |u| \leq 1; \\
0 & \text{otherwise}
\end{cases}
\] (3)
Local linear regression Another method is fitting a polynomial to a piece of the signal and using that polynomial, or a part of it, as the smoothed signal. Since this method applies a polynomial to the fragments of the data, apart from the window span, it needs the order of the polynomial as input. This is of large influence in the process, as a too low order polynomial might miss crucial information, but a too high order polynomial is susceptible of overfitting. In this thesis only second order polynomials are used.

A disadvantage of this technique is that just as with the moving average filter, points are taken into account from the one moment to the other causing some jaggedness.

Butterworth low-pass filter The Butterworth low-pass filter is a specific implementation of a low-pass filter (Butterworth, 1930). Butterworth filters are characterized by a magnitude response that is optimally smooth around the cut-off frequency in order to avoid any filter induced artifacts. Like a low-pass filter, it removes all components of the signal with a frequency higher than a given threshold. How sharp this threshold is, can be defined by the order of the Butterworth filter. The gain of an \( n \)-order filter, is characterized as in equation 4.

\[
G^2(\omega) = \frac{G_0^2}{1 + (\omega/\omega_c)^{2n}}
\] (4)

In this equation \( G_0 \) is the base gain for the passing frequencies, \( \omega \) is the angular frequency in radians per second normalized to the Nyquist frequency (half the sampling rate), and \( \omega_c \) is the cut-off frequency. In figure 7 you can see the gain for the filters of different orders all with identical cut-off frequencies of \( \omega_c = .5 \). For this thesis only second order Butterworth filters will be evaluated, but with varying cut-off frequencies.
Butterworth filter with cut−off frequency 0.5 times sampling frequency

Figure 7. The gain of the different orders Butterworth low-pass filters

Cubic smoothing spline The cubic smoothing spline is a collection of splines through a set of ‘knots’. These knots can be the original data points, in which one would just get the interpolated version of the signal. However the cubic spline smoothing function allows to relocate the knots in one dimension to smooth the signal by minimizing the residual sum of squares and the total curvature as in equation 5.

\[
\sum_{i=1}^{N} \{y_i - f(x_i)\}^2 + \lambda \int \{f''(x)\}^2 \ dx
\]  

(5)

In which \((x_i, y_i)\) represent the knots, and \(f(x)\) is a spline function. In equation 5 the first term penalizes large residuals, and the second term penalizes curvature. The parameter \(\lambda\) is the relative cost of curvature, so that for \(\lambda \to \infty\) the curvature approaches a straight line, and for \(\lambda \to 0\) the smoothed signal approaches the unsmoothed signal. This seems to be a highly complex problem, but as shown by (Hastie & Tibshirani, 1990), there is a unique solution for every \(\lambda\).

4.2 Evaluation criteria

When comparing the different smoothing methods it is necessary to determine which one is best for this thesis. In order to do so, a set of evaluation criteria is needed. The following three criteria will be used for comparing the different smoothing methods:

- Bias
- Mean Squared Error
- Smoothness
A bias can occur if the smoothed data is on average lower or higher than the original signal. Therefore the mean of the original data will be compared to the mean of the smoothed data. If there is no bias, they should be equal. The mean squared error is somewhat similar to the bias. The mean squared error is a measure for the mean deviation of the smoothed curve at every point. It will therefore return a higher value if for instance the smoothed signal crosses the original line, whereas the bias then could still be zero. It is therefore an objective measurement of how much the smoothed function deviates from the original signal. It is defined by the formula shown in equation 6. In this equation \( x_i \) denotes the value of the original curve at point \( i \) and \( \tilde{x}_i \) is the smoothed value.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (x_i - \tilde{x}_i)^2 \tag{6}
\]

The last criterion, the smoothness of the curve, is a bit hard to measure. Ideally the smoothing function would give back a signal that is as smooth as possible. This is especially difficult since some of the smoothing functions do not return a continuous signal. Therefore the the sum of the angles between all of the line segments of the smoothed curve will be used. Since the tracks will all be interpolated at every time step, they will have the same number of segments, and the sum of the angles will give information about how jagged a curve is. In all of these criteria a lower value indicates a better smoothing function.

### 4.3 Interpolation

When smoothing the data, it will have to be interpolated first. This is because the functions are not able to handle series with irregular time intervals, except for the cubic smoothing spline. This chapter is therefore not relevant to the cubic smoothing spline. This seems to be problematic, because interpolation between outliers would cause the outliers to get a large influence. However, it is not true that because of interpolation all the outliers will gain influence, only the ones that lie in the part of the signal where there are few observations to begin with.

Outliers that have direct neighbors will not cause any interpolated points, and will still be smoothed out. Points that lie in a sparse period will gain extra weight, but since they are the only data in that sparse period, they will have to be assumed to be correct anyway. Another reason to start with interpolation is that during interpolation any previously smoothed data would be stretched out. Two sequential points would be moved away from each other, causing a new jaggedness in the smoothed signal.

So if interpolation were to take place before smoothing there would be some side effects since the points in the dataset are spaced irregularly in time. Figure 8 shows an example of such effects. It shows the difference between a signal that was interpolated first, and a signal that was smoothed first. As can be seen the dotted line makes some irregular curves where the signal was interpolated. This is because the originally smoothed data is stretched during the interpolation process. The effect is also measurable by MSE which is slightly lower in the scenario where the interpolation was done first. In this example the Loess filter was used, but the same effect, and even to worse extents, occurs with the other smoothing methods.
4.4 Smoothing results

In the following chapter you can see the results of the different smoothing operations. In appendix A you can see the overall result of the smoothing operations as well as a closeup. The overall image provides insight of how the smoothed signal follows the original signal, and the closeup show how jagged the smooth signal is.

In tables 2 through 7 you can see the various measurements from the smoothed signals. The MSE of the $y$ position and both biases are multiplied by 100 to gain more insightful numbers. Also note that the spans do not correlate to each other directly, they are simply a range of spans that seemed to be within the range which is interesting. This means that only the within method ratios of the measurements are relevant, but not the between ratios.

<table>
<thead>
<tr>
<th>Span</th>
<th>MSE x</th>
<th>MSE y</th>
<th>Bias x</th>
<th>Bias y</th>
<th>Smoothness x</th>
<th>Smoothness y</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.114</td>
<td>0.181</td>
<td>0.032</td>
<td>-0.000</td>
<td>20.880</td>
<td>6.423</td>
</tr>
<tr>
<td>11</td>
<td>0.164</td>
<td>0.235</td>
<td>0.085</td>
<td>-0.053</td>
<td>10.639</td>
<td>3.131</td>
</tr>
<tr>
<td>21</td>
<td>0.188</td>
<td>0.311</td>
<td>0.637</td>
<td>-0.251</td>
<td>6.516</td>
<td>1.821</td>
</tr>
<tr>
<td>41</td>
<td>0.273</td>
<td>0.484</td>
<td>2.915</td>
<td>-1.015</td>
<td>4.308</td>
<td>1.208</td>
</tr>
<tr>
<td>81</td>
<td>0.657</td>
<td>1.634</td>
<td>8.787</td>
<td>-3.397</td>
<td>3.175</td>
<td>0.861</td>
</tr>
</tbody>
</table>

Table 2: Measures on Moving Average Filter

---

**Figure 8.** A closeup of a track in which interpolation took place first or smoothing took place first. The dotted line is smoothed first, the continuous line is interpolated first.

---
<table>
<thead>
<tr>
<th>Span</th>
<th>MSE x</th>
<th>MSE y</th>
<th>Bias x</th>
<th>Bias y</th>
<th>Smoothness x</th>
<th>Smoothness y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.170</td>
<td>0.273</td>
<td>0.942</td>
<td>-0.334</td>
<td>2.830</td>
<td>0.795</td>
</tr>
<tr>
<td>0.5</td>
<td>0.266</td>
<td>0.487</td>
<td>3.387</td>
<td>-1.258</td>
<td>2.055</td>
<td>0.534</td>
</tr>
<tr>
<td>0.75</td>
<td>0.434</td>
<td>1.017</td>
<td>6.422</td>
<td>-2.473</td>
<td>1.997</td>
<td>0.520</td>
</tr>
<tr>
<td>1</td>
<td>0.703</td>
<td>1.904</td>
<td>10.221</td>
<td>-3.756</td>
<td>2.003</td>
<td>0.528</td>
</tr>
<tr>
<td>1.5</td>
<td>1.571</td>
<td>4.610</td>
<td>18.825</td>
<td>-5.911</td>
<td>2.034</td>
<td>0.536</td>
</tr>
</tbody>
</table>

Table 3: Measures on SEMA Filter

<table>
<thead>
<tr>
<th>Span</th>
<th>MSE x</th>
<th>MSE y</th>
<th>Bias x</th>
<th>Bias y</th>
<th>Smoothness x</th>
<th>Smoothness y</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0.135</td>
<td>0.194</td>
<td>-0.077</td>
<td>0.003</td>
<td>4.445</td>
<td>1.412</td>
</tr>
<tr>
<td>31</td>
<td>0.153</td>
<td>0.228</td>
<td>-0.052</td>
<td>0.017</td>
<td>2.183</td>
<td>0.685</td>
</tr>
<tr>
<td>51</td>
<td>0.178</td>
<td>0.286</td>
<td>-0.183</td>
<td>0.019</td>
<td>1.031</td>
<td>0.329</td>
</tr>
<tr>
<td>91</td>
<td>0.218</td>
<td>0.354</td>
<td>0.247</td>
<td>0.003</td>
<td>0.629</td>
<td>0.214</td>
</tr>
<tr>
<td>131</td>
<td>0.290</td>
<td>0.404</td>
<td>1.454</td>
<td>-0.074</td>
<td>0.461</td>
<td>0.197</td>
</tr>
</tbody>
</table>

Table 4: Measures on Loess Filter

<table>
<thead>
<tr>
<th>Span</th>
<th>MSE x</th>
<th>MSE y</th>
<th>Bias x</th>
<th>Bias y</th>
<th>Smoothness x</th>
<th>Smoothness y</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.163</td>
<td>0.234</td>
<td>-1.869</td>
<td>0.085</td>
<td>12.296</td>
<td>3.239</td>
</tr>
<tr>
<td>15</td>
<td>0.170</td>
<td>0.269</td>
<td>-1.006</td>
<td>0.073</td>
<td>8.604</td>
<td>2.262</td>
</tr>
<tr>
<td>25</td>
<td>0.194</td>
<td>0.337</td>
<td>-1.488</td>
<td>0.191</td>
<td>5.369</td>
<td>1.336</td>
</tr>
<tr>
<td>50</td>
<td>0.293</td>
<td>0.401</td>
<td>-1.217</td>
<td>0.113</td>
<td>2.664</td>
<td>0.723</td>
</tr>
<tr>
<td>100</td>
<td>0.744</td>
<td>0.962</td>
<td>-2.582</td>
<td>-0.208</td>
<td>1.986</td>
<td>0.591</td>
</tr>
</tbody>
</table>

Table 5: Measures on Local Regression Filter

<table>
<thead>
<tr>
<th>Cut-off Frequency</th>
<th>MSE x</th>
<th>MSE y</th>
<th>Bias x</th>
<th>Bias y</th>
<th>Smoothness x</th>
<th>Smoothness y</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.126</td>
<td>0.186</td>
<td>-0.116</td>
<td>0.011</td>
<td>3.912</td>
<td>1.238</td>
</tr>
<tr>
<td>1</td>
<td>0.165</td>
<td>0.247</td>
<td>0.060</td>
<td>0.030</td>
<td>1.515</td>
<td>0.469</td>
</tr>
<tr>
<td>0.75</td>
<td>0.197</td>
<td>0.294</td>
<td>0.849</td>
<td>0.081</td>
<td>1.348</td>
<td>0.328</td>
</tr>
<tr>
<td>0.5</td>
<td>0.356</td>
<td>0.494</td>
<td>4.237</td>
<td>0.306</td>
<td>1.348</td>
<td>0.250</td>
</tr>
<tr>
<td>0.33</td>
<td>1.359</td>
<td>1.386</td>
<td>14.507</td>
<td>0.992</td>
<td>1.319</td>
<td>0.215</td>
</tr>
</tbody>
</table>

Table 6: Measures on Butterworth Low-pass Filter

<table>
<thead>
<tr>
<th>$1 - \lambda$</th>
<th>MSE x</th>
<th>MSE y</th>
<th>Bias x</th>
<th>Bias y</th>
<th>Smoothness x</th>
<th>Smoothness y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.270</td>
<td>0.435</td>
<td>-0.000</td>
<td>-0.000</td>
<td>0.807</td>
<td>0.255</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.283</td>
<td>0.459</td>
<td>0.000</td>
<td>-0.000</td>
<td>0.697</td>
<td>0.224</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.331</td>
<td>0.525</td>
<td>0.000</td>
<td>-0.000</td>
<td>0.529</td>
<td>0.186</td>
</tr>
<tr>
<td>0.00005</td>
<td>0.371</td>
<td>0.581</td>
<td>0.000</td>
<td>-0.000</td>
<td>0.470</td>
<td>0.176</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.613</td>
<td>1.093</td>
<td>-0.000</td>
<td>-0.000</td>
<td>0.308</td>
<td>0.152</td>
</tr>
</tbody>
</table>

Table 7: Measures on Cubic Smoothing Spline Filter
Table 8: Relative score of the smoothing methods

<table>
<thead>
<tr>
<th>Setting</th>
<th>MovAv</th>
<th>SEMA</th>
<th>Loess</th>
<th>Regression</th>
<th>Low-pass</th>
<th>Spline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>±</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>±</td>
<td>++</td>
</tr>
<tr>
<td>MSE</td>
<td>+</td>
<td>±</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Smoothness</td>
<td>-</td>
<td>±</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

In table 8 an overview is shown of how well the smoothing methods work. Note that these are not absolute measures, but rather subjective indications of how well they suit the needs for this thesis. The parameter that is shown in table 8 is the setting chosen to evaluate for that type of smoothing method. They are indicated in tables 2 through 7 as the rows with a gray background color. According to the tables and the figures it seems that the cubic smoothing spline filter best suits the needs for this study. It scores positively on all criteria, and shall therefore be used for the rest of the thesis. It also has the advantage that it does not need interpolation before filtering, which is probably also what causes the bias to be zero.

Figure 9. Differentiating the position in different orders. The letters in the legend indicate the order in which the preprocessing steps took place. I indicates interpolation, S stands for smoothing and D denotes differentiation.
4.5 Differentiation

Deriving the velocity and the acceleration is the last step in preprocessing the data. As was determined in chapter 4.3 interpolation is necessary before smoothing the data, and for similar reasons the differentiation also will have to be done after interpolation. The obtained values should not be stretched out by the interpolation, which would make them incorrect. Also it is much more natural to derive a function that is defined at every point in time than a function which is defined on an irregular basis.

As a criterion for how reliable the velocity and acceleration are, reintegrating the acceleration back into the position should lead to back to the original track back. This might sound trivial, but as shall be seen it is possible that the acceleration in no way represents the actual positions that were originally measured. Another criterion for the velocity and acceleration is that the acceleration can not have very high values that would physically be very unlikely. For instance a vehicle accelerating faster than $4 m/s^2$ is already very implausible for stock vehicles.

In figure 9 you can see a part of a track’s derivatives. It shows three curves about the velocity and acceleration for a track. The first track is interpolated and smoothed before

![Reintegrated Position: Track 20](image1)

![Reintegrated Velocity: Track 20](image2)

![Reintegrated Position: Track 20](image3)

![Reintegrated Velocity: Track 20](image4)

Figure 10. Integrating the acceleration back into the positions may induce some errors, but on average works pretty well. The same line styles are used as in figure 9. Additionally the original observed locations are plotted as gray dots.
differentiating, the black track is the same but smoothed again slightly in the end and the
last curve is the track interpolated and then differentiated before it is smoothed. It is very
clear that all of the curves agree to some extent, but some of them have acceleration values
that are too extreme. So it seems that in order to obtain a plausible estimation of the
accelerations you have to finish the preprocessing by smoothing the curve. However it is
also required to differentiate a smoothed curve, so in order to meet both these criteria the
smoothing will have to take place twice.

In figure 10 you can see the locations and the velocity as they are integrated back
from the acceleration. As can be seen, the curve which represents the derivatives before
smoothing, is way off. Even though the velocity profile is shaped approximately correct it
is continuously estimated too low, causing a position that deviates enormously. Also note
that there is essentially no difference between the curve that is smoothed once and the curve
that is smoothed twice. So from this point of view, smoothing the acceleration does not
really change the velocity it integrates to.

It seems a natural choice to assume the black curve in figures 10 and 9 best represents
the actual velocity and acceleration, but without a ground truth there is no way of saying
for sure that they are correct. In chapter 6.3 the measures from VBM data will be compared
to more reliable reference measures.
5 Driver Models

5.1 IDM

The Intelligent Driver Model (IDM) is a vehicle following model proposed by Treiber et al. (2000). It is defined as the following formula for the longitudinal acceleration of vehicle $\alpha$.

$$\dot{v}_{IDM}(s, v, \Delta v) = a \cdot \left[1 - \left(\frac{v}{v_0}\right)^4 - \left(\frac{s^*(v, \Delta v)}{s}\right)^2\right]$$  \hspace{1cm} (7)

$$s^*(v, \Delta v) = s_0 + vT + \frac{v\Delta v}{2\sqrt{ab}}$$  \hspace{1cm} (8)

In which $v$ is the velocity of a vehicle, and thus $\dot{v}$ is the acceleration, $s$ is the distance between the vehicle and its immediate predecessor and $\Delta v$ is the velocity difference between a vehicle and its leader. In equation 8 $s^*$ stands for the desired distance to its predecessor.

IDM uses five parameters that influence the behavior of the model. These parameters are all “logical” in the sense that they have an intuitive meaning. The parameters that can be set are the following:

- $a$ is the maximally possible acceleration.
- $b$ is the maximum comfortable deceleration. However the model can perform “emergency brakes” which decelerate faster than this value. Note that this parameter still always has to be positive.
- $v_0$ is the desired velocity of the driver. In free flow mode it will try to reach this velocity.
- $s_0$ is the minimum distance to the leader in meters. If the vehicles come to a complete standstill, this is the distance it will keep to its predecessor.
- $T$ is the desired time headway. In cases where the vehicle is following its leader it will follow with this time gap.

5.2 HDM

HDM is a meta model later defined by Treiber et al. (2006). Not really being a model on its own, but a meta model, it transforms the input data before it is put into a vehicle following model. In this thesis it will be applied it to IDM. It takes in account the human reaction time, temporal and spatial anticipation and estimation errors. Estimation errors are modeled using a Wiener process (Gardiner, 1985), thus producing pseudo-random data.

The reaction time is included as taking a quantity not at the current time, but as that quantity a certain reaction time $T'$ ago.

$$\chi_{t-T'} = \beta\chi_{t-n-1} + (1 - \beta)\chi_{t-n}$$  \hspace{1cm} (9)

In which $\chi$ denotes either the gap between two vehicles $s$, the velocity of a vehicle $v$ or the difference in velocities between to vehicles $\Delta v$. Note that $\chi'$ is the sequence of the corresponding parameter with discrete time intervals $\Delta t$. The equation is simply a linear interpolation between two observations that are about $T'$ seconds ago. Since the reaction
time is not necessarily a discrete amount of time steps, \( n \) and \( \beta \) are respectively defined as the integer and the decimal part of \( T'/\Delta t \).

The estimation errors are modeled by adding a term involving an approximation of a random Wiener process. This is similar to a random walk, but its step sizes are normally distributed with a mean value of 0 and a variance of 1. The equation for the Wiener process approximation is:

\[
 w_{t+\Delta t} = e^{-\Delta t/\tau} w_t + \sqrt{\frac{2\Delta t}{\tau}} \eta_t
\]  

(10)

In this equation \( \tau \) is the average periodicity of the Wiener process, and \( \eta \) is a normally distributed random variable which is realized at every iteration. An example of what such a Wiener process might look like is shown in figure 11.

This Wiener process is incorporated as the \( w_s \) and the \( w_{\Delta v} \) term in the following two equations for the estimation errors:

\[
 s^{est}(t) = s(t) e^{V_s w_s(t)} 
\]

(11)

\[
 \Delta v^{est}(t) = \Delta v(t) + s(t) r_c w_{\Delta v}(t) 
\]

(12)

In these equations, \( s^{est} \) and \( \Delta v^{est} \) are the estimated values of the distance to the leading vehicle and the velocity difference respectively. Note that the velocity \( v \) will not be estimated since the driver is assumed to directly obtain this from the speedometer. The
parameters $V_s$ and $r_c$ are the severities of the distance error and the velocity difference error. With increased values of $V_s$ and $r_c$ the traffic simulations become more unstable.

The temporal anticipation is then defined by linearly extrapolating the delayed gap and the velocity. This means that the quantities in the following equations will be used as input for the model instead of the actual distance and the actual velocity. Note that the velocity difference is not interpolated, because that would also require the acceleration of the leader, instead a zero acceleration is assumed for the predecessors.

$$s'_\alpha(t) = \left[ s^\text{est}_\alpha - T' \Delta v \right]_{t-T'}$$ (13)

$$v'_\alpha(t) = \left[ v^\text{est}_\alpha + T' a_\alpha \right]_{t-T'}$$ (14)

$$\Delta v'(t) = \Delta v^\text{est}(t - T')$$ (15)

The gap between two vehicles and the velocity of a vehicle are anticipated by the rate at which they changed $T'$ seconds ago, this is because of the assumption of constant acceleration. For the velocity difference however the model assumes a constant velocity, because the acceleration of the predecessor vehicles are not likely to be estimated by the human drivers. For a schematic figure of how the velocity is estimated see figure 12.

And then finally the model is split into two parts, namely a free flow model, and a braking action for all $n$ predecessors, which represents the spatial anticipation.

![Temporal Anticipation](image)

**Figure 12.** This figure shows how a HDM model estimates the distance to its predecessor. It takes a distance $T'$ seconds ago, adds some estimation error, and extrapolates it $T'$ seconds to the current moment. In this figure $T' = 3$ which is never used in this thesis, but it illustrates what happens in the model.
\[
\dot{v}_{HDM} = \dot{v}_\alpha^{\text{free}} + \sum_{\beta=\alpha-n}^{\alpha-1} \dot{v}_\beta^{\text{brake}}
\]  

(16)

\[
\dot{v}_\alpha^{\text{free}} = a \cdot \left[ 1 - \left( \frac{v'_\alpha}{v_0} \right)^4 \right]
\]  

(17)

\[
\dot{v}_\alpha^{\text{brake}} = -a \cdot \left( \frac{s^* (v'_\alpha, \Delta v'_\alpha)}{s'_\beta} \right)^2
\]  

(18)

In which $\Delta v'_\alpha$ and $s'_\alpha$ are the estimated difference in position and velocity according to the model as given by the following two equations:

\[
\Delta v'_\alpha = v'_\alpha - v'_\beta
\]  

(19)

\[
s'_\alpha = \sum_{j=\beta+1}^{\alpha} s'_j
\]  

(20)

Note that in equation 18, $s_{\alpha\beta}$ is the sum of all estimated gaps between the vehicles $\alpha$ and $\beta$. 
6 A270 Experiment

Recently a field test was held on cooperative driving on the Dutch highway A270 between the cities Helmond and Eindhoven with 96 vehicles. The goal of this study was to analyze the effects on traffic flow of Cooperative Adaptive Cruise Control (CACC) systems and to increase public awareness of the possibilities of cooperative driving.

Since the instrumentation of such a large amount of vehicles with CACC is not feasible yet, a specific driver support system has been developed for this field test. The functionality of this system can best be characterized as an advisory form of CACC, providing the driver with a recommended acceleration or deceleration which should lead to a better traffic flow. More detailed information about this experiment can be found in the article by Broek et al. (2010).

For this thesis, it will provide insight in how the drivers behave when they are following other vehicles as both IDM and HDM models shall be fitted to the observed trajectories. It will also provide the opportunity to validate how accurate the preprocessed VBM data is since in this study there will be measurements with other systems besides VBM as well.

6.1 Experimental setup

A new test site was created as the location for this experiment. The A270 between Helmond and Eindhoven in the Netherlands was closed for these experiments, see figure 13. The experiments took place on a public road to demonstrate to the general public that these types of experiments can take place at any given location. The highway was closed to avoid non-instructed drivers during the experiment.

There were three experiment days, on the first day February 7th, 2010 there was a pilot experiment. According to this pilot the final experimental setup was determined. The two actual experiments were performed on February the 21th and 28th, 2010. On both days there were 6 runs of the experiments with slightly different conditions.

Figure 13. The location of the experiments on the A270. (Source: Google Earth)
During the experiments the participants were separated into two lanes of 48 vehicles: one lane was equipped with the advisory system and the other lane was not equipped, thus acting as a control group. The acceleration advice system consisted of a computer which calculated what the “best” acceleration was in order to damp any shockwave patterns. It did this by communicating with the units in the preceding vehicles via WiFi and analyzing their accelerations. This computer was connected to a TomTom navigation module which ran customized software so that it could instruct the driver to go faster or slower using both visual and auditory cues.

In front of both lanes was a lead vehicle which accelerated and decelerated at different locations and times to introduce shockwaves for the rest of the platoon. The exact behavior of this lead vehicle varied between experiments. In some experiments it introduced a single hard brake, in some multiple braking actions, and in other experiments it accelerated in a somewhat sinusoidal manner.

There were 96 participants who all volunteered to participate. All participants were instructed to stay in their lane, and to drive as in a normal situation as if they were just going to work. The drivers on the equipped lane were furthermore instructed to try to obey the advisory CACC system as well as possible. During the test day the vehicles remained in the same position. Between test days the position of vehicles were changed.

6.2 Data

From the experiments much data was logged by four different measurement systems:

- Visual Based Monitoring (VBM)
- TomTom
- On Board Unit (OBU)
- INstrumented CAr (INCA)

One example of the trajectories in an experiment is shown in figure 14. In this chapter the different logging methods will be explained, and in the next subsection the different measurements will be compared to each other.

The visual based monitoring system (Huis et al., 2008) is a road-side system consisting of multiple cameras that can detect and track vehicles using computer vision methods. Since both the instrumented and the non-instrumented vehicles are observed by the system, this is the main measurement method, and it will most likely yield a high accuracy in the location domain.

The TomTom data consist of location information of only a few non-instrumented vehicles. All of the instrumented vehicles were equipped with a TomTom, but the information from those vehicles are not logged in the experiments. However it did form the input of the OBU, and since that logging is available, the TomTom measurements are indirectly available as well.

The on board unit is the system that the instrumented vehicles were equipped with. So these measurements are the same as the input for the system used to advise the drivers. It contains the acceleration and velocity of its own vehicle, and from five of its preceding vehicles. However since all of the equipped vehicles are known, for this thesis this information is redundant. The OBU gets the acceleration information from an accelerometer,
which are corrected and filtered by means of a Kalman filter which combines GPS velocity measurements and raw acceleration data. Therefore it was assumed that these filtered accelerations logged by OBU are highly accurate.

Finally there was one vehicle participating as one of the instrumented vehicles which was instrumented with highly accurate measurement systems. This vehicle is referred to as the INstrumented CAr (INCA). It logged the location in the form of GPS coordinates much more accurately than the TomTom device does. The device that was used to measure the coordinates is called Ublox, and it is not as accurate as DGPS, but nevertheless much more accurate than the standard GPS module in TomTom. INCA logging also contains a highly accurate measurement of the velocity from a system called CAN.

6.3 Comparing measurements

Since only limited measurements of the most accurate methods OBU and INCA is available, the VBM measurements should be compared to them in order to evaluate how accurate they are. In chapter 4 the preprocessing method of the VBM data was discussed. In figure 14 all preprocessed tracks are shown for one experiment. The positions of a single vehicle are shown in figure 15(a) as they were measured by the different systems. Note that the CAN locations are actually reintegrated from the velocity just as the velocity from VBM measurements are differentiated from their position. In figure 15(b) the velocity measurements are compared and finally in figure 15(c) the accelerations are shown.
Comparing INCA measures to VBM and Gumstix

(a) Close-up of Location

(b) Velocity

(c) Acceleration

Figure 15. Comparing the measurements of different systems

<table>
<thead>
<tr>
<th></th>
<th>Mean Error</th>
<th>RMSE</th>
<th>Relative Mean Error</th>
<th>Relative RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>$-0.58m$</td>
<td>$1.97m$</td>
<td>0.00018</td>
<td>0.031</td>
</tr>
<tr>
<td>Velocity</td>
<td>$0.36m/s$</td>
<td>$0.45m/s$</td>
<td>0.017</td>
<td>0.023</td>
</tr>
<tr>
<td>Acceleration</td>
<td>$-0.016m/s^2$</td>
<td>$0.20m/s^2$</td>
<td>1.25</td>
<td>1.85</td>
</tr>
</tbody>
</table>

Table 9: The errors of the VBM measurements compared to their corresponding reference measurements. RMSE is the root of the mean squared error as defined in equation 6
In figure 15 it can be seen that the position and the velocity measurements of VBM are highly accurate. The errors of the VBM measure and the reference measures are shown in table 9. The VBM position is almost indistinguishable from the Ublox measure, which was expected since the cameras are positioned next to the road at fixed positions, and thus each time a vehicle enters the field of view of a camera it has a new point of reference.

The velocity is also very accurate as it deviates only slightly from the reference velocity (CAN), however note that the peaks of the velocity profile are somewhat flattened due to the smoothing. Finally the acceleration of VBM is a bit less accurate. Differentiating the position twice and the smoothing process eventually lead to an acceleration that is not very accurate anymore, but it still follows the reference acceleration (OBU) reasonably well. The fact that the acceleration integrates back to accurate positions, as seen in figure 10, is most important for this thesis. This means that the accelerations are realistic and represent the observed positions.

6.4 Fitting the models

To analyze the vehicle behavior in how they follow their predecessors, a model will be created for every individual vehicle. These models will be analyzed in order to find some patterns in the driving behavior. The proposed driver models in chapter 5 will be fitted for every individual vehicle by changing its parameters so that the resulting model behavior best matches the observed behavior.

IDM uses five parameters to describe the driver behavior, and HDM uses nine parameters in total which all influence the model in a different way. However there are two parameters which simply create pseudo random noise in the form of estimation errors by the driver. These two parameters will be left out, and thus HDM uses seven parameters. To find the best parameter set for each vehicle a genetic algorithm (Mitchell, 1998) approach was used, to find the best parameters. In this genetic algorithm every instance is represented by a set of parameters. Instances are rewarded based on how well they are able to predict the behavior of the vehicle according to its predecessors.

In this study a pool size of 100 instances was used, and every in generation the top 10 instances automatically advanced to the next round. These winners also create six mutants each which are slight variations by changing the parameters randomly. The amount by which the parameters changed decreased with every generation. Additionally the top 20 instances are crossed over by incorporating a random number of parameters from another instance also in the top 20. The remaining instances are invaders, which are created by randomly choosing a set of parameters. These settings proved to maintain a good genetic variation and within reasonable time a good fit could be found.

However it is not immediately clear what the fitness function of the genetic algorithm should be. Obviously some error of the model relative to the observed track should be minimized, but what error? The most logical answer seems to minimize the location error, because it is most accurately measured by VBM. To illustrate what the fitness landscape looks like, in figures 16(a) and 16(b) the mean squared errors of the position of the best performing models can be seen. These figures are obtained by brute-force trying a large number of parameters for one single trajectory. However it is not feasible to do this for all trajectories within the timespan of this study. Even then it would still be restricted to some resolution within the problem space, but the genetic algorithm is not.
(a) Reaction time vs. time headway  
(b) Maximal acceleration vs. comfortable deceleration

Figure 16. The fitness landscape of the mean squared error in position of the best models. The parameters not along the axes are chosen in each point to minimize the error.

(a) Positional errors of the models  
(b) Velocity profiles of the models

(c) Acceleration profiles of the models

Figure 17. The behavior of a model that lies in the gaps in figure 16, a model on the lowest point of the surface in the same figure, and a model at the lowest point in figure 18.
Immediately noticeable is the sudden drop in MSE around $rT = 1.8$, $T = 0.9$, $a = 1.5$ and $b = 0.9$. It looks like the model fits the best for that set of parameters. In figure 17(a) you can see the error in meters at each time step, and it seems that especially at the end the model in the gap fits a bit better. However, according to the velocity profile of the model in the gap as shown in figure 17(b), the model in the gap changes its velocity quite quickly. This is even more obvious in the acceleration profile shown in figure 17(c).

It appears that some over fitting occurs in certain regions of the parameter space where the model really accurately explains the observed position, but to do so it needs really extreme accelerations. In fact when the parameter space is extended even further, better models can be found but the behavior is far from realistic. Obviously these are not realistic solutions, since the behavior is very unlikely. Therefore it is necessary to choose another fitness criterion.

When fitting the model according to the acceleration error, the fitness landscape looks quite differently all of a sudden as can be seen in figures 18(a) and 18(b). The drop of the error is no longer present when minimizing the acceleration error. The best performing model in this landscape is also put in figures 17(a) through 17(c), and there it can be seen that its performance is very similar to that of a model on the low surface from the landscape of the position error. Because the possibility exists that a model is found in this strange gap which would lead to undesirable behavior, the acceleration error will be minimized in the genetic algorithm.

![Fitness landscape](image1.png)  
(a) Reaction time vs. time headway  

![Fitness landscape](image2.png)  
(b) Maximal acceleration vs. comfortable deceleration

*Figure 18.* The fitness landscape of the mean squared error in acceleration of the best models. The parameters not along the axes are chosen in each point to minimize the error.
6.5 Resulting models

The resulting model parameters can be compared in order to analyze the driver behaviors. Note that the measures are all from fitting models to individual observations, so the training and testing is done on the same data. The goal of this chapter is to analyze how well the models are able to explain the observation, not to create a generalized model from it. The resulting models give us insight in how the drivers behave in terms of the model parameters, and the corresponding MSE says something about how accurate that explanation is.

In figure 19 you can see the histogram of the MSE of all the best fitting IDM and HDM parameters. The MSE of the best IDM parameters have a mean value of 0.077 and for the HDM parameters this is 0.067. Furthermore the standard deviation of the IDM MSE is 0.041 and for HDM this is 0.037. So the differences may not be very large, but since this is an average of over 400 samples, there is some evidence that the HDM allows for a better fit than IDM.

The distribution of the mean squared errors of the best fitting model of all tracks is shown in figure 20. The values of the parameters for the instrumented versus the unin-

![Figure 19](image-url)

*Figure 19.* The mean squared error of the acceleration of all the best fitting IDM parameter sets and the best fitting IDM parameter sets. On average the HDM error is slightly lower.
Instrumented models are shown in appendix B. As can be seen there seems to be no clear difference in the parameters of the instrumented vehicle models and the uninstrumented vehicle models. Apparently the behavior of the instrumented drivers is not changed that much by the system in terms of the model parameters. The only parameter that does seemingly differ between the two types of drivers is the desired time headway $T$. For the other parameters the inter-driver variability is larger than the inter-group variability.

What also can be seen from the results, is that there is a very large spread of the parameters. In fact all attempts to cluster the data failed, as for each parameter distribution seems to be distributed all over the search space, and no significant correlations could be found between parameters. For example the minimum distance to the predecessor $s_0$ takes very different values from one driver to another, and even for the same driver from one experiment to another. A possible way to explain this is that the type of traffic that is observed in the experiment is too monotonous. Even though a variety of speeds and accelerations is observed, there never really is a traffic jam or something. Even though the models give a very good fit on the observed data, there is still some work to be done in order to get a good model for traffic in general.

![Figure 20](image.png)

*Figure 20.* The mean squared error of the acceleration of the observed vehicles and the models. Note that there is no obvious difference between the instrumented and the uninstrumented tracks.
6.6 Simulation

The obtained models can now be used to simulate driver behavior similar to that in the experiment. With the correct starting conditions it should even be possible to roughly recreate the shockwaves. In figure 21 you can see trajectories of the simulated tracks as well as a the reference observed trajectories.

In all of these simulations the observed trajectory of the lead vehicle was used as the first vehicle, and models would follow in the same way as in the experiment. The models get their initial position, velocity and acceleration at the point the corresponding vehicle first entered the first camera’s field of view. Since the lead vehicle in the simulation performs the same maneuver as the real vehicle, the response of the platoon should be similar. However with accumulating deviations, the models won’t get the exact same input as when fitting the model. Given the same input it would perform very similar, but since there is different

\begin{center}
\begin{tabular}{ll}
\textbf{(a) Observed Tracks} & \textbf{(b) IDM models*} \\
\includegraphics[width=0.5\textwidth]{observed_tracks.png} & \includegraphics[width=0.5\textwidth]{idm_models.png} \\
\textbf{(c) HDM models} & \textbf{(d) HDM models*} \\
\includegraphics[width=0.5\textwidth]{hdm_models.png} & \includegraphics[width=0.5\textwidth]{hdm_models.png}
\end{tabular}
\end{center}

\textit{Figure 21.} Simulations of the shockwave in the experiment. 21(a) shows the observed tracks, 21(b) is a simulation of IDM with for each model its best fitting parameters, 21(c) is a simulation of HDM with every model the same parameters, and 21(d) HDM with for each model its best parameters
The trajectories in figure 21(b) are obtained by using the IDM model, with for each model the parameters that best fitted the observed track. Notice that the shockwave is no longer reduced over time. It does show some variation between the vehicles which is good, but the model lacks the ability to absorb the shockwaves. This also results in the fact that the second shock is not very different from the first shock; a phenomenon which can be seen in the reference observed trajectories in figure 21(a).

The trajectories shown in figure 21(c) are simulated by the HDM model, but now using the same set of parameters for every model. In this simulation the parameter set was used that minimized the overall acceleration error of all tracks. As you can see because all vehicles behave in the same manner, the flow is way too smooth with equal distance between vehicles. Even though the shockwave is damped to a similar degree as the observed track and the second shock has a different effect than the first one, this simulation is not very realistic for recreating human driver behavior.

Finally in figure 21(d) the trajectories are shown that were made by the HDM models and this time using the best set of parameters for each individual track. In this simulation both a dampening of the shockwaves occur and since there is a variation between the drivers there is a more realistic diversity in behavior. In the simulations of the HDM model the estimation error is implemented, and the corresponding parameters are set to the same values used by Treiber et al. (2006).

In another simulation 100 random initializations of models were used, with all parameters distributed as they were in the experiments. Then all of the models are placed in a row behind each other with an initial speed of the lead vehicle, and the initial distance to their predecessor equal to $v_0 \cdot T + s_0$, which should be their preferred distance. Then the models all follow the lead vehicle from the experiment for the first two kilometers and after that they are “let loose”.

The results of these simulations are different every time, since the parameter distribution is random, and so are the estimation errors. An example of such a simulation is shown in figure 22. Again it is clear that the models are capable of damping out the shockwave, and there is a diversity in behavior similar to the real data. Because of the estimation error, there are also spontaneous shockwaves after approximately two and three and a half kilometers. This happens more often in other simulations, and even more extreme. In this case the driver only introduces a shockwave similar to what the lead vehicle induced, but in other simulations actual traffic jams occurred.
Figure 22. Trajectories of the simulated tracks when letting them continue past the two kilometer point
7 Classification Experiments

In this chapter the classification and lane change maneuvers prediction methods shall be discussed. In the first case the complete information of the tracks shall be used. This means that at any moment there will be no prediction of lane changes, but instead afterwards determining if and when an observed vehicle changed lanes. This is of course a lot easier than the prediction task, but it is necessary to obtain some true maneuvers which later can be predicted. After this initial classification, it will be possible to use pattern recognition techniques to predict the maneuvers. The prediction methods will be discussed in the latter parts of this chapter. First of all the experimental setup shall be explained and after that, the various stages of the experiments shall be discussed.

7.1 Experimental setup

For the majority of the experiments the A67 database is used, which has been more elaborately described in chapter 3.1. The database contains trajectory information of vehicles driving on the Dutch A67 highway near Venlo. Using the cubic smoothing spline filter as described in chapter 4, the data was preprocessed. Subsequently for each track the time and space headway to its neighboring vehicles were determined. For the final evaluation some data from the ENDOR database shall be used, for which the same preprocessing methods shall be used.

The first part of the experiment is about obtaining the “ground truth” for the actual prediction experiment. In this case the complete information of the track shall be used, and it will only be determined whether it changed lanes or not. If it did change lanes, the time at which it did shall also have to be determined. To verify its performance, the data in the A67 database was first manually classified for each vehicle based on whether it can be seen changing lanes in the video or not.

With the information about each vehicle if and when it changes lanes, a classifier can be made for each maneuver type separately. Each classifier then determines whether some example situation corresponds to a vehicle starting a lane change or not. To train these classifiers a set of example situations were chosen which are within the maneuver starting segment, and some examples of situations in the same lane but when not starting the maneuver. These examples are “snapshots”, which means they do not take into account the vehicle’s history.

To maintain a realistic setting, the ratio of maneuver to non-maneuver examples corresponds to the observed maneuvers in the training set. This means that the amount of non-maneuver examples will always outnumber the number of maneuver examples, and that there will be relatively more exit maneuvers than overtaking maneuvers. (See table 1 for the exact amount of maneuvers in the A67 database.) Features can then be extracted from the obtained examples, creating a database of targets and non targets, and some numeric values for their features.

At first a Naive Bayes classifier shall be created, this is a relatively simple initial approach, and it will provide insight in the underlying feature distributions. Therefore it will be possible to analyze the feature distributions and the intermediate probabilities. These feature distributions will later be reused to form the groundwork for a Hidden Markov Model.
Besides using a random set of snapshots to classify observations, another interesting question is how much a maneuver can be predicted in advance. In order to analyze this, the training of the classifier will stay the same, but the testing shall be done on all observations up to a certain amount of seconds before the vehicle in question actually touches the lane divider. Repeating this iteratively taking observations more in advance of the lane crossing, the prediction accuracy relative to the time-offset can be determined.

After these binary classifiers the multi-class classifiers shall be trained, which can determine at any time what maneuver a vehicle is performing. For this a toolbox called Rapid Miner is used to train and test classifiers using 10-fold cross validation. 10000 randomly selected examples are taken from our database and stored into a format readable for Rapid. In each iteration of the cross-validation 9000 observations are used to train the classifier, and the rest of the observations are used to test the performance of the classifier.

Different pattern recognition approaches will be applied, so that results of the Naive Bayes classifier, the K-Nearest Neighbor classifier and a Support Vector Machine can be compared to each other. The Hidden Markov Model that was used was not part of Rapid Miner, but the experimental setup is the same and its results will be presented in the same form. Multiple methods were used to see what approach would perform best. The particular methods that were chosen are all relatively easy to implement, but they are well known methods and can perform quite well. These methods are simple yet effective, and can provide a reliable classification with low computational complexity.

Besides cross-validation using the same database over and over, there will also be an experiment where the models are trained on the complete A67 dataset, and then the performance is determined of its ability to classify the maneuvers of vehicles in the ENDOR database.

7.2 Lane change detection

First of all, it is necessary to obtain the lateral position of the lane dividers. Inspired by the gray-level thresholding method proposed by Otsu (1975) a way of finding the lane dividers was implemented. Assuming that the most highly occupied lateral positions are the centers of the lanes, a histogram is created of the lateral positions and the highest maxima are then chosen as the lane centers. Correspondingly the lane dividers are localized just in between them. For an illustration see figure 23.

When the lane divider positions are known it is easy to determine for each vehicle at each time step in what lane it is. Finding out which vehicles changed lanes and which did not is now as simple as checking for each track whether the lane information changes or not. After checking with manually labeled tracks this simple classifier detected 95% of the labeled lane changes with a precision of 100%.

The few cases in which it missed the lane change are purely due to missing information. Some vehicles were not detected by the VBM system in the first part of the first camera image, and some were not detected in the last part of the last camera image. Now this could be solved by (linearly) extrapolating the missing information of the tracks, but this was not done for this thesis. When only looking at the actually detected parts of the trajectories, 100% of the lane changes were found.
Figure 23. The histogram of the lateral positions in the A67 database. The dark lines represent the most occupied positions (lane centers) and the gray dashed lines are the positions of the lane dividers.

7.3 Maneuver segmentation

Besides knowing from each vehicle whether it changes lanes, it is also necessary to know when it changes lanes, and when it started and ended the maneuver. Finding the time of the lane changes simply means finding the time step in which the lane is different from the previous time step. This time step corresponds to the moment at which the vehicle is just in between two lanes, so the vehicle’s center is directly over the lane divider. This time step will be denoted by $t_{change}$. Using $t_{change}$ and the vehicles width, which is provided by VBM, it is possible to find the time at which the vehicle first and last touches the lane divider with the following equation:

$$y(t_{in}, t_{out}) \approx y(t_{change}) \pm 0.5 * w$$  \hspace{1cm} (21)

With the additional constraints that $t_{in} < t_{change} < t_{out}$. In this equation $w$ is the observed vehicle’s width. Finally the moment at which the driver started the maneuver, and at which point the driver ended the maneuver are also required. Now the moment at which the driver decides to perform the maneuver is impossible to observe from the outside. Therefore it is impossible to determine exactly from when to when the maneuver takes place. As an approximation the begin of the maneuver $t_{start}$ is defined as the last time step
before a lane change in which the vehicle had a lateral velocity of less than some variable $v_{min}$. Vice versa the end of the maneuver $t_{end}$ is the last time step at which the vehicle had a lateral velocity higher than $v_{min}$. A value of 0.05 meters per second was used throughout this thesis, although in other literature higher values have been proposed as well.

If a track is then segmented according to these times $t_{start}$, $t_{in}$, $t_{out}$ and $t_{end}$ a track segmentation is obtained as shown in figure 24. The track segments are numbered for later reference, the numbers and their description can be found in table 10.

So far the methods to classify the various lane changing maneuvers have been discussed. The point at which the driver started a maneuver can be determined using a set of strict rules. Now these classifications are stored as a ground truth of the vehicle maneuvers. These are used to compare the methods discussed in the following chapter in which a lane change maneuver will be classified, before it is actually seen by the camera. In order to predict a lane change maneuver, the vehicle should be classified as performing a maneuver if it is in the period between $t_{start}$ and $t_{in}$. This corresponds to the second segment of the trajectory in figure 24 which has state number 2.

Figure 24. An example of the track segmentation: this vehicle changes from the middle lane to the exit lane.
Table 10: The numbering of the states used in the experiment.

<table>
<thead>
<tr>
<th>State</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>follow</td>
<td>Following the leader (no maneuver)</td>
</tr>
<tr>
<td>2</td>
<td>exitStart</td>
<td>Starting an exit maneuver</td>
</tr>
<tr>
<td>3</td>
<td>exit</td>
<td>Performing the exit maneuver</td>
</tr>
<tr>
<td>4</td>
<td>exitEnd</td>
<td>Ending an exit maneuver</td>
</tr>
<tr>
<td>5</td>
<td>overtakeStart</td>
<td>Starting an overtaking maneuver</td>
</tr>
<tr>
<td>6</td>
<td>overtake</td>
<td>Performing the overtaking maneuver</td>
</tr>
<tr>
<td>7</td>
<td>overtakeEnd</td>
<td>Ending an overtaking maneuver</td>
</tr>
<tr>
<td>8</td>
<td>mergeStart</td>
<td>Starting a merging maneuver</td>
</tr>
<tr>
<td>9</td>
<td>merge</td>
<td>Performing the merging maneuver</td>
</tr>
<tr>
<td>10</td>
<td>mergeEnd</td>
<td>Ending a merging maneuver</td>
</tr>
<tr>
<td>11</td>
<td>returnStart</td>
<td>Starting a maneuver returning after overtaking</td>
</tr>
<tr>
<td>12</td>
<td>return</td>
<td>Performing the maneuver returning after overtaking</td>
</tr>
<tr>
<td>13</td>
<td>returnEnd</td>
<td>Ending a maneuver returning after overtaking</td>
</tr>
</tbody>
</table>

7.4 Feature extraction

In order to train any predictive classifier, a set of features needs to be extracted for each instance. Each observation already contains some information directly from VBM, and the other features are derived from it. However, in the results chapter, not every feature will appear to be as discriminative as the other.

As the input of the classification algorithms, combinations of features in table 11 will be used. The first couple of features are fairly simple as they contain the lateral and longitudinal information of the location, velocity and acceleration of the vehicles. The other features all involve the position of the neighboring vehicles as well. The neighbor part of the features can relate to any of the six neighboring vehicles (left leader, leader, right leader, left follower, follower or right follower). Then for each neighbor the distance and the time gap can be determined, but also the time-to-collision. The time-to-collision is defined as \( \Delta t \Delta \frac{v}{x} \) and represents the time it would take for two vehicles to collide if they kept the same velocity. The inverse time-to-collision is also used, as this gives some measure of how dangerous the situation is (Gettman & Head, 2003).

The last feature in table 11, the model error is a very interesting one. Using the Human Driver Model, a prediction is made of how much the driver should be accelerating or deceleration taking into account the immediate predecessor (if there is any). The difference between the observed and the predicted acceleration can then be used as a feature. As parameters for HDM the parameters are used that on average fit all of the tracks best. Using an estimation of the parameters was also considered, by fitting the model to the previous couple of seconds. However, this is not very practical in terms of efficiency and it is also very prone to overfitting. This resulted in most model errors to be near equal to zero, and there was a very high variety in models from the one moment to the other, so instead one predetermined set of parameters was used.
7.5 Building the Naive Bayes classifier

Once a set of training examples is established and the features are selected, the training of a classifier can begin. It should be able to separate the situations in which a vehicle is starting a maneuver (targets) from the non-maneuver situations (distractors). In this chapter a Naive Bayes method will be explained, because the parameter distributions are very interesting and the Naive Bayes method uses those distributions to classify the data.

First a histogram will be created of the features from the targets and the distractors. These histograms will be shown in the results chapter 8.1, as they provide a lot of insight in why some features are more suitable for separating the targets from the distractors. These feature distribution histograms will also be used for the Hidden Markov Modeling in chapter 7.6.

Discretizing the features into histogram bins in the training phase, allows to determine the probability that some feature $f_i$ is observed given the fact whether that observation was in the target or the distractor class $P(f_i|c)$. Then, calculating the probability that an observation was either during a maneuver or a non-maneuver can be done using Bayes’ Theorem in equation 22.

$$P(c|o) = \frac{P(o|c) \cdot P(c)}{P(o)} \quad (22)$$

$$P(o|c) = \prod_{i=1}^{n} P(f_i|c) \quad (23)$$

$$P(o) = P(o|c_{change}) \cdot P(c_{change}) + P(o|c_{follow}) \cdot P(c_{follow}) \quad (24)$$

$$\text{pred} = \begin{cases} 
\text{change} & \text{if } P(c_{change}|o) > P(c_{follow}|o) \\
\text{follow} & \text{otherwise}
\end{cases} \quad (25)$$
In which $P(o)$ stands for the probability of some observation, $P(f_i)$ stands for the probability of observing one of the $n$ features, and $P(c)$ for the a priori probability for one of the classes. Equation 25 says that when the probability of changing given the observation is larger than the probability of staying in the same lane given the observation, the algorithm will predict that the vehicle is going to change lanes. Based on the application it would also be possible to implement a threshold here.

Equation 23 simply says that the probability of a certain observation given a class is equal to the product of the probabilities of all features in the observation. Here it is assumed that the features are independent given the maneuver, which is probably not really the case. This assumption is what makes the Naive Bayes classifier naive.

7.6 Modelling in HMM

Using the distribution of the features conditional to the segments of the maneuvers, it is possible to apply Hidden Markov Models to find out what the actual driving maneuvers are. Markov models can be used to model a certain series of observations that are conditional on a set of states. The maneuvers aren’t directly observable so therefore the system would be in fact a Hidden Markov Model. The observations in the Hidden Markov Model are the longitudinal and lateral position, velocity and acceleration, and possibly any other features from table 11. The states are the maneuver segments from figure 24 and the corresponding state numbers which are listed in table 10. An illustration of the state flow is shown in figure 25.

Modeling the maneuvers as Hidden Markov Models allow us to calculate the probability that some series of maneuvers was performed and thereby what the most likely path is. This makes it effectively another maneuver classifier, and therefore it will be possible to compare its results to the other method. To create a model the following parameters are needed:

- The initial state distribution
- The state transition probability matrix
- The state conditional observation emission probabilities

![Figure 25. The Hidden Markov Model flow, the state numbers correspond to the numbers in table 10](image)
The initial state distribution is relatively easy to obtain. Of course it would be possible to check for every track what the first maneuver segment is, but in the experiment it was simply assumed that every vehicle starts out in the state where it is not performing any maneuver. So the initial probability of state 1 is one, and of the other states zero.

The state transition probability matrix is calculated by simply keeping track of how often each state follows another. This way a matrix can be constructed of how often each state occurs after every other state. By normalizing so that the sum of all rows adds up to one, the transition probabilities are obtained.

The state transition matrix can be thresholded to some minimum value to make sure a really unlikely transition doesn’t occur. If in the training phase a particular transition somehow occurs once, then under some circumstances the algorithm might suggest that this transition occurred. However, because of the way that the states are defined, there is absolutely no way that the system could go for instance from state 5 to state 7, or even from 8 to 4. In chapter 8.4 the effect of this thresholding method shall be presented.

Finally the state conditional emission probabilities is where the feature distributions come in that were calculated for the Naive Bayes classifier. Now the feature distribution for every state is needed, instead of just for one target class, so for each state there will be a separate histogram of the feature distribution. Because not every possible value will be present in the training phase, the first and the last bin of the histogram correspond to negative and positive infinity respectively, and each bin will have a minimum value of $\epsilon$.

To find the most likely sequence of maneuver segments the Viterbi algorithm (Forney Jr, 1973) will be used. This most likely path should be the same (or at least similar) to the state segments in the trajectory. The errors of this most likely path will be used to measure the performance of the HMM.

7.7 Hybrid classifier

Finally, a hybrid classifier was built which combines the methods of rule based decision trees and Naive Bayes classification. For this classifier, knowledge is used about the road and about the definitions of the maneuvers. Additionally this classification method classified an entire track sequentially, and so to some extent it takes in account the history of the trajectory as well.

It is assumed that the lane divider position is known, and so the classifier can detect if a vehicle is getting closer to the divider, but also if it has crossed it. When the vehicle has crossed the divider, the classifier “knows” that the next couple of sequences are definitely part of the maneuver, so it can classify the instances accordingly. When it has not recently crossed a line however, the classifier uses a set of predetermined rules to identify the possible maneuvers.

What this classifier basically does is the following checks for every maneuver:

1. Is the maneuver possible according to the road layout?
2. Is there any reason for the vehicle to perform the maneuver?
3. Is there a gap large enough in the target lane?
4. Is there any evidence in terms of lateral movement for the maneuver?
5. If there are still multiple maneuvers possible, what is the most likely maneuver?
The first thing the classifier does is check what lane the vehicle currently is in. In every lane there is a maximum of three maneuvers possible: either continue in the lane, change to the left or change to the right. However in the outer lanes, there are only two maneuvers possible, so these possibilities are ruled out.

The classifier then looks at where the neighboring vehicles are. For overtaking maneuvers it is required that there is an immediate predecessor. If there is none, the vehicle does not need to perform an overtaking maneuver so that possibility is ruled out.

Next the classifier checks if there is enough room in the target lane for each maneuver. Using the feature distributions from the Naive Bayes classifier, it calculates the probability that the vehicle will perform a lane change maneuver given the proximity of the neighboring vehicles. If this probability is lower than some threshold, the maneuver is also ruled out.

It then uses a similar rule for the lane offset, the lateral velocity and the lateral acceleration. If the probability that the vehicle will perform a maneuver given the feature is lower than a certain threshold it is ruled out. It then also checks if the combined probability given these three features is lower than some threshold.

If after all these rules there are still more than one possible maneuver, the classifier predicts the maneuver that has the largest combined probability of all features. This is done in the same way as a Naive Bayes classifier would.
8 Classification Results

In this chapter the results of the experiments described in chapter 7 will be presented. At first the feature distributions will be shown, next the results of the single maneuver classifiers and finally the multi-class classifiers.

8.1 Feature distributions

First the different features shall be presented in order to show how well they allow to separate the data. Since there are 32 possible features and four different maneuvers, it would be unrealistic to analyze all possibilities, and present them all in this thesis. Therefore some interesting examples have been selected and will be presented here, however a lot more were tried out.

The first feature of interest is the lateral position. In figure 26(a) one can see the distribution of the lateral positions of vehicles that are going to change from the middle lane to the right lane and the vehicles that stay in the middle lane. As could have been expected there is a clear difference, since the lateral position defines the lane change. In figure 26(b) the distribution of the lane offset is shown. Of course this figure is essentially the same as the lateral position, except that the figure is now mirrored and centered differently. However the lane offset is very important because it is not location specific in contrary to the “global” position. This means that the trained model will be more applicable to other situations, instead of only to locations that are identical to the training situation.

The next obvious features are the lateral velocity and acceleration, in figure 27 these distributions are plotted for the same vehicles as in figure 26. Since these values are really just derivatives of the position, they offer similar information as the position distribution. In figure 27(a) there still is an obvious difference between the changing vehicles and the non-changing vehicles. This means that the velocities occurring during a lane change are far higher than the velocities during weaving when a driver stays in the lane. Also note the sharp cut-off in the changing vehicles’ velocity around $v = 0.05$: this is due to the

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure26.png}
\caption{The lateral position albeit relative to the lane or relative to the road makes for an obvious feature to make a decision}
\end{figure}
definition of when a maneuver starts and stops (see chapter 7.3). When looking at the lateral acceleration in figure 27(b) there is still a difference between the two distributions, but since the acceleration is yet another abstraction from the initial measurement and perhaps because it is measured less accurately, the difference is somewhat smaller.

In figure 28 you can see the longitudinal acceleration distribution of two maneuvers. In figure 28(a) you see the distribution of acceleration when starting an exit maneuver. Here there are still some differences. Apparently the drivers that change lanes are braking more than non-changing vehicles, or at least they are less likely to accelerate. Apparently it is possible to measure that they are reducing their speed in order to merge with the exit lane and to take the offramp.
In figure 28(b) you can see the acceleration when the driver initiates an overtaking maneuver. In this situation there seems to be no evidence that drivers accelerate when starting an overtaking maneuver. Apart from the more “noisy” graph, which is simply because there are less examples, the distribution seems to be nearly identical to the non-overtaking vehicles.

Now let’s take a look at the somewhat more complex features. In figure 29 the distances to the follower in the target lane are shown. The first thing to notice is that if there is some decision boundary it is far less clear than in the previous figures. In figure 29(a) distance to the follower in the target lane during an exit maneuver is shown. Here there seem to be no difference between changing and non-changing vehicles.

In figure 29(b) the same is shown but for overtaking maneuvers. Even though it is not very clear, it seems that here the distance to the neighbor is more likely to differ than when performing an exit maneuver. When initiating an overtaking maneuver, there is a smaller chance that there is a vehicle nearby in the target lane than where there is no maneuver. The fact that figure 29(b) is very irregular is due to the fact that there are far less examples of overtaking maneuvers and because there is not always a left follower present.

In figure 30(b) the distance to the immediate leader can be seen before initiating an overtaking maneuver. It was expected that there will be no need to change to the left lane if there is no immediate predecessor; the distribution confirms these expectations. The overtaking maneuvers are mostly only initialized when there is a leader relatively close to the vehicle. The same does not hold for the exiting maneuvers which are mandatory lane changes (Ahmed et al., 1996). However, there does seem to be an effect that their immediate predecessors are really close when performing the maneuver as can be seen in the leftmost part in figure 30(a). So apparently a predecessor within about 30 meters is some evidence that the vehicle will perform an exit maneuver.

Finally in figure 31 the error of the HDM prediction is plotted. Unfortunately it seems that there is no evidence that changing vehicles behave less like the model than
Figure 30. The distribution of distances to the immediate leader just before initiating a lane change maneuver.

Figure 31. The distributions of the HDM model error show no indication of the model being less applicable to lane changing maneuvers than to following maneuvers.

non-changing vehicles. It does seem that most predictions are reasonably accurate, as the majority of the errors is around zero. Still there are some predictions that are off by up to 4m/s$^2$. This occurs when a driver is suddenly very close to a predecessor, or is just driving very slowly. The model can not explain this because it does not take into account the history of the trajectory.

Using the set of features there are over 4 billion possible ways to combine the features. However from the combinations that were analyzed for the classification, it was found that the combination of only the lateral position, velocity and acceleration actually performs best in practically all of the cases. Some additional features just did not change the result, and other added features caused a decrease in accuracy. This will be more elaborately discussed in chapter 9.
8.2 Single maneuver classifier

Using the distributions of the different features, a Naive Bayes Classifier was implemented as described in chapter 7.5. In figures 32(a) and 32(b) the probabilities can be seen of the different features. Each line in the bottom graph represents the probability that the vehicle is going to change from lane 1 to lane 2 according to its corresponding feature. The thick black line is the overall estimated probability that the vehicle is going to overtake. In the top graph you can see the trajectory of the vehicle, and the thick black line represents the part of the track where the classifier would predict that the vehicle is going to overtake.

In figure 32(c) the corresponding ROC curve is plotted which represent true positive and false positive ratios for different thresholds. An optimal value seems to be around the threshold of 0.25 which means that the probability of changing lanes should be higher than 0.25 before the classifier predicts that the vehicle will change, in order to obtain a false positive rate of about 0.05 and a true positive rate of 0.7.

![Vehicle 393 trajectory](image1.png)

(a) An example of a successful prediction

![Vehicle 145 trajectory](image2.png)

(b) An example of an erroneous prediction

![Binary classifier ROC curve](image3.png)

(c) ROC curve

*Figure 32* The Naive Bayes classifier predicts the maneuver based on individual features. In (a) and (b) figure you can see the underlying probabilities of the classifier. In (c) you can see the ROC curve of the predictions.
8.3 Prediction time-offset

In the next experiments the prediction accuracies were obtained as a vehicle approaches the lane divider. Obviously as it comes closer, the prediction shall be more accurate. In the first experiment the exiting maneuvers will again be classified. Using the Naive Bayes classifier it was possible to predict 50% of the lane changes 2.24 seconds before the vehicle first crosses the line. At 1.44 seconds before the vehicle crosses the line the accuracy was 90%. Meanwhile the false alarm rate was about 0.08. For this only the lateral position, velocity and acceleration were used, as the other features only led to a decrease in performance. In figure 33(a) you can see the results of the experiment.

In figure 33(b) you can see the result of the same experiment, but when looking at overtaking maneuvers. Here the performance is lower due to the fact that there are far less examples of vehicles overtaking. However, 1.68 seconds before the moment the vehicle first touches the lane divider, the classifier was able to predict with a 50% accuracy that the vehicle is going to overtake. In this experiment there was an average false alarm rate of only 0.01.

8.4 Maneuver prediction classifier

In this chapter the results of the cross-validation experiment will be presented. As mentioned in chapter 7 a set of random “snapshot” examples is selected from the database which are labeled by their segment number. However to maintain the overview in this thesis the separate classes are converted to the maneuvers. Therefore the classification is done according to the labels in table 12. In appendix C you can see the confusion matrices that were obtained during the experiments.

Naive Bayes Using only the three simple features (lateral position, velocity and acceleration) the Naive Bayes classifier obtained an accuracy of 89.49%. When incorporating the longitudinal velocity and acceleration as well, the accuracy decreased to 89.06%.
### Table 12: The numbers which represent the maneuvers that the classifiers outputs.

<table>
<thead>
<tr>
<th>Class</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>follow</td>
<td>Following the leader (no maneuver)</td>
</tr>
<tr>
<td>2</td>
<td>overtake</td>
<td>An overtaking maneuver</td>
</tr>
<tr>
<td>3</td>
<td>return</td>
<td>A maneuver returning after overtaking</td>
</tr>
<tr>
<td>4</td>
<td>merge</td>
<td>A merging maneuver</td>
</tr>
<tr>
<td>5</td>
<td>exit</td>
<td>An exit maneuver</td>
</tr>
</tbody>
</table>

The time gaps of the neighbors resulted in a decrease to 87.36%. When adding the HDM model error the accuracy became 89.00%. Finally when all of these features were combined the accuracy was 82.29%.

These differences might not be significant but the same effect is observed in other classifiers. These effects are not very surprising when considering the feature value distributions. Only the simple features are very different from one class to another. Any learned differences concerning the more complex features in the training phase are coincidental and therefore result in a decrease in performance. Therefore it seems that it is better to leave the complex features out of the process. In table 13 in appendix C you can see the confusion matrix of the Naive Bayes classifier.

**K-Nearest Neighbor** When using the K-Nearest Neighbor algorithm the classifier performed best using $k = 5$ and only using the three simple features of lateral position, velocity and acceleration. The Euclidean distance was used as a distance measure between two examples. With these settings the accuracy was 94.22%.

This time when adding the more complex features however, the performance decreased more drastically. For instance when adding just the longitudinal velocity and acceleration the accuracy dropped to 88.00%. Adding the time gaps to the neighbors made it drop to 79.97% and using all features again resulted in an accuracy of 78.62%. In table 14 in appendix C you can see the confusion matrix of the 5-Nearest Neighbor classifier.

**Support Vector Machines** Next is the Support Vector Machine classifier, again with the most simple features it performed best with an accuracy of 83.46. When using the complex features as well the accuracy drops to 69.76%. In both cases a Cost Support Vector Classification (C-SVC) algorithm was used (Chang & Lin, 2001) with polynomial kernels. This method is available in Rapid Miner application. It should also be noted that this method took much more time than any other method. The resulting confusion matrix with the simple features can be seen in table 15 in appendix C.

**Hybrid Classifier** In the cross-validation experiment the decision tree and Naive Bayes hybrid classifier was able to classify the maneuvers with an accuracy of 89.01%. It has a predetermined set of features, including the target lane following and leading distances, the distance to the leader in the same lane, the lane offset and the lateral velocity and acceleration. The corresponding confusion matrix can be seen in table 16 in appendix C.
Hidden Markov classification  Finally the Hidden Markov Model approach also performed best using only simple features just: it obtained an accuracy of 92.98%. With the more complex features it performed with an accuracy of 87.46%. When the thresholding method for the transition matrix was applied, the accuracy of the model with simple features increased to 93.07%. The same method with the added complex features yielded an accuracy of 87.53%. The resulting confusion matrix of the model with the simple features can be seen in table 17 in appendix C.

In figure 34 you can see the results of the Hidden Markov Model algorithm as well, but presented in another manner. It shows the fraction of the tracks which are incorrectly classified. They are sorted so that the tracks that are fully correctly classified are on the left side, and those that are mostly incorrectly classified are on the right side. The area below the curve represents the incorrectly classified instances. The different curves represent the results of the HMM with slightly different settings. In this figure you can see how the performance drops when more features are added.

Figure 34. The performance graph of the HMM classifier, different curves are different features sets which are specified in the legend.
8.5 Validation on ENDOR database

As a final validation the classifiers are tested on a file from the ENDOR database as well. Instead of cross-validation the model was trained on the complete dataset of the A67, and used one video from the ENDOR database as test set. In this chapter the results of the K-Nearest Neighbor classifier, the hybrid classifier and the Hidden Markov Model classifier will be compared since they performed best in the cross-validation experiment. In appendix D the exact confusion matrices of the corresponding experiments can be found.

In these experiments using the simple features as earlier, the performances are a lot poorer. This is because in this case the road layout doesn’t match exactly, and therefore the lateral positions do not line up very well. So for these experiments the lateral position relative to the road was switched to the lane and the lane offset information.

**KNN classifier** Using the simple features with the lane offset and the lane information, the K-Nearest Neighbor classifier could classify the vehicle maneuvers with an accuracy of 91.27%. Using all features the accuracy became 87.24%. Including only the longitudinal acceleration yielded the best results with an accuracy to 93.27%. These results were obtained using \( k = 50 \). The results of this classification can be seen in more detail in table 18 in appendix D.

**Hybrid classifier** The hybrid classifier was able to classify the vehicle maneuvers in the ENDOR database with an accuracy of 94.81%. The corresponding confusion matrix can be see in table 19 in appendix D. This classifier is built specifically for one set of features, and it incorporates both the distances to the neighbors in target lanes as well as the leader in the initial lane. Therefore no data of variants of this classifier are available.

**Hidden Markov Model** For the Hidden Markov Model the initial classifier with the lane and lane offset information the accuracy was 82.98%. Using all of the features did somewhat increase the performance, as it gained an accuracy of 83.49%, and when only adding the longitudinal acceleration and no other features, the performance was best with an accuracy of 85.36%. In table 20 in appendix D you can see the confusion matrix of the HMM validation on the ENDOR database. In figure 35 the performance can be seen of various Hidden Markov Models in the same manner as figure 34.

**Errors in the ENDOR database** It can be seen in the confusion matrices in appendix D that many errors are made in instances that are classified as some maneuver, but the “true” class is following (class 1). Especially true for the Hidden Markov Model, this is possibly due to the fact that the tracks in the ENDOR database are very short, and therefore the actual crossing of the lane divider is not seen. The classifier that obtains the ground truth using the full trajectory therefore doesn’t see a certain instance as part of a maneuver, even though the classifier does see it.

In a small experiment to test this hypothesis, the video data of the tracks were analyzed, where a lot of these errors occurred. 20 tracks were tested to see if the vehicles were actually changing lanes, and in 7 of them it was definitely true that the vehicle was going to performing a maneuver, but the VBM tracking system just failed to see the actual crossing of the lane. In 3 cases the vehicle just finished the maneuver before it entered the
field of view of the camera, so the VBM system couldn’t have seen the lane crossing. In the other 10 cases the vehicles just weaved a bit, or drove very close to the lane divider.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure35.png}
\caption{The performance of the HMM classifier on the ENDOR database. Here some additional feature are improving the classification results}
\end{figure}
9 Discussion

In this chapter the results of the experiments shall be discussed. First the measurement comparisons and the vehicle following models that resulted from the experiment at the A270 will be discussed and how these results could be interpreted. Next the feature distributions and the predictive classifiers of the classification results shall be analyzed.

9.1 A270 experiments

The A270 experiment showed that the proposed VBM trajectory filtering method is highly accurate. For longitudinal position the VBM data does not differ significantly from the GPS measurements (Ublox). The velocity is also very accurate as it deviates only slightly from the velocities measures in the CAN data. Whenever a vehicle enters the field of view of a new camera, the velocity deviates a bit as the position is then measured from another perspective. This leads to only small differences in position, but the effect is noticeable on the velocity. This problem is beyond the scope of this thesis however, since it seems to some sort of a calibration offset in the VBM process. Also it seems that near peaks in the velocity profile the spline filter tends to cut off a bit, but this effect is still insignificant. Finally the acceleration data makes these small differences more obvious, but it still gives a fair estimate of the acceleration. For the purposes of this thesis it is good enough, but for later research this might be something to improve.

In chapter 6.4 the Genetic Algorithm allowed to find accurate estimations of both the IDM and the HDM parameters, corresponding with the findings by Pellecchia et al. (2005). However it is important to fit the accelerations of the model, and not the locations. Fitting to the locations does lead to a model that very accurately predicts the location, but the accelerations needed to get that model are far beyond realistic. Therefore it is absolutely necessary to fit the model acceleration to the observed acceleration when trying to obtain realistic model behavior.

It seemed that the HDM model allows for a slightly better fit when trying to recreate observed data. Of course this can be attributed to the fact that it has two extra variables, and therefore two extra degrees of freedom. Then again, this would also mean that a longer time is needed for the Genetic Algorithm to find the best set of parameters, so extending the time to find the parameters will probably have more influence on the HDM results than on the IDM results.

Besides better fitting the observed data, the simulations using the HDM also better predicts the dissolving of the shockwaves. In the simulations it also seems that the inter-driver variability has a very large influence on the overall behavior of the traffic flow, which corresponds to findings in other studies (Tampère, 2004). In the final simulations using HDM, the resulting driver models are very lifelike. They seem to spontaneously produce shockwave patterns and in overall behave in a way not very dissimilar from the observed vehicles.

The parameters of the models fitting the observations were spread throughout the parameter space in a seemingly random cloud. Clustering the parameters in order to find for instance a group of aggressive and a group of passive drivers is not possible. There seems to even be no noticeable difference in the model parameters for instrumented vehicles.
and uninstrumented vehicles. The inter-driver variability seems to be higher than the inter-group variability.

Better driver models are still needed. Even though HDM is able to generate a lot of realistic data, there are still some unaddressed aspects of driver modeling. For instance, HDM does not allow to set different driver preferences in different situations. When for instance the overall density of traffic is higher, the driver might want to reduce its preferred velocity and/or decrease its desired time headway. Although there are many features that might be included, it will be extremely difficult to fully capture the human driving behavior.

As it was not the aim of this thesis the results of the A270 experiments weren’t analyzed thoroughly, but they showed that the CACC system did increase the average velocity of the equipped vehicles in comparison to the non equipped vehicles. Also did it reduce the variability of the time headway of the equipped vehicles (Broek et al., 2010). This last result also emerged in the estimated driver models, as the parameter $T$ was the only one that seemed to differ from the instrumented to the uninstrumented group.

### 9.2 Classification experiments

From the feature distributions in the classification experiments in chapter 8.1 it appeared that many features aren’t very useful when trying to classify the maneuver of vehicles. Of course the lateral position relative to the road, and relative to the lane are extremely significant, since they define the lane change. The first and second derivatives of the position: the velocity and the acceleration are also very useful for maneuver classification, although it seems that every level of derivation decreases the usability. This is due to the fact that the velocity and acceleration may hold the same values during a maneuver as during a non-maneuver i.e. the vehicles may swerve a bit without actually changing lanes. Also these features are just not as reliably measured as the position, which might be of influence.

The longitudinal velocity and acceleration seem to be less influenced by the maneuver the vehicle is in, but still they allow for some improvement when included in the classifier. For some maneuvers it is true that the acceleration gives some evidence on whether the vehicle is likely to perform a maneuver or not. In the validation experiments the classification performance improved when the longitudinal acceleration was included, but not in the cross-validation experiments. This might be because the training set size is too small in a 10-fold cross validation setup, but when more data is added, useful rules can be learned.

The distance to neighboring vehicles are only marginally of influence on the lane change predictions. Although some statistical analysis is possible, and the Hybrid Classifier does use the information on neighboring vehicles, the differences are small. In most cases when information about neighboring vehicles is included the classification performance goes down. It seems that this is because the training set is once again too small, particularly because neighbors are not always present. Additionally the lane changes in the dataset were primarily Mandatory Lane Changes which are less influenced by the neighboring vehicles (Ahmed et al., 1996).

Finally the last feature that was analyzed was the HDM error. It was hypothesized that because HDM gives an indication of how drivers follow other vehicles, the prediction error would be larger whenever a maneuver were to be executed. However no evidence was found that supports this hypothesis. Possibly the Human Driver Model does not give an
accurate enough estimation to detect this effect from the noise error. It is possible that such effects can be found in larger databases with better following models, but for that more research would be needed. For instance it would be possible that there are differences in the parameters of the best fitting models. Because in this thesis a predetermined set of parameters was used, this effect was not analyzed.

In the classification experiments, the Naive Bayes classifier was able to predict 50% of the exit maneuvers 2.24 seconds before the vehicle touches the lane divider. Additionally 90% of the exit maneuvers were predicted 1.44 seconds in advance. For the overtaking maneuver this performance was definitely lower as 50% of the lane changes were predicted 1.68 seconds before lane change. Apparently the amount of overtaking maneuvers is still too low to extract a reliable method for predicting lane changes. This could probably be improved by training the classifier using a more extensive database.

The best classifier in the cross-validation setup was the K-Nearest Neighbor algorithm using $k = 5$. With these settings the classification accuracy was 94.22%. The Hidden Markov Model approach however gets very near with an accuracy of 93.07%. The Naive Bayes and the Hybrid classifiers perform somewhat poorer with 89.49% and 89.01% respectively, and the Support Vector Machine performed worst of the analyzed methods with an accuracy of only 83.46%. The reason for this is unclear, since usually Support Vector Machine tend to outperform the Naive Bayes classifier. Perhaps the training data was not sufficient to generalize an appropriate model. It should be noted that the Support Vector Machine was not extensively researched, and with additional effort it might be possible to create better performing SVM classifiers.

What also can be learned from the experiments is that some classifiers are more robust against noisy features than others. For instance the K-Nearest Neighbor and the Support Vector Machine methods seemed to be very sensitive, as adding the complex features drastically decreased their performance. The Naive Bayes and the Hidden Markov approaches however were more robust, as the performance only slightly decreased.

It seems very interesting that the performance of the hybrid classifier is very high when validating on the ENDOR database. A lot better even than the Hidden Markov Classifier, even though in the cross validation experiment this was the other way around. This is perhaps due to the fact that the training set becomes too small when using cross validation, and our hybrid classifier therefore fails. In the cross validation the probability distribution is made up from only a few examples. Apparently in cross-validation there are some unseen values for features in the training set, which causes maneuvers to be discarded too quickly in the test phase. Now of course this should also apply for the Hidden Markov Model, but apparently that is more robust.

The final performance of the lane change maneuver prediction is quite good. The accuracy of the hybrid classifier in the validation using the ENDOR database is 94.77%. It has to be noted however that the precision values for the individual maneuvers are much lower for the lane changing maneuvers. The following maneuver is extremely abundant in the data, and therefore plays a large role in the validation. In an application it might be necessary to shift the thresholds a bit so that the precision increases and the recall decreases. This might lead to a worse overall accuracy because many lane change maneuvers would no longer be recognized, but the current system would give way too many false alarms.
10 Conclusion

In chapter 4 we have determined that fitting a cubic smoothing spline to the VBM data allows for a very smooth and realistic estimate of the vehicle’s trajectories. Later in chapter 6.3 we validated the processed measurements and we determined that the estimated location is highly accurate when comparing to reference measurements. Although the velocity and acceleration data are less reliable, they still provide smooth and accurate data. Therefore this preprocessing method makes it possible to use VBM as a tool to extract continuous and reliable information about location, velocity and acceleration on different vehicles. It also creates the possibility obtain inter-vehicle times and distances and possibly even more information.

In chapter 6 we have seen that HDM provides a slightly better fit than IDM to observed trajectories. Also HDM simulations show a more realistic traffic congestion behavior. This could be used for future research on new vehicle techniques, infrastructures or other traffic flow related issues. The model should definitely include inter-driver variability and multiple vehicle anticipation as the resulting traffic flow is much more realistic than the flow of the simulation with monotonous IDM vehicles. Although it is probably possible to create even better and more realistic models, HDM allows for a lot of possibilities.

In chapter 8.1 we have seen that the different features are not all very suitable to predict future lane changes. Mostly the lateral position and it’s derivatives seem to be useful, which is not very surprising since they define the actual lane change. In some cases the longitudinal acceleration also seemed to be useful for lane change prediction, and the distances to neighboring vehicles were only marginally relevant for the hybrid classifier. However it seems plausible that with a larger database and even more accurate data, their influence will be more significant. Unfortunately we were not able to use the acceleration model error as a predictive feature.

The predictive lane change classifier seems to be reliable enough for driver assistance application purposes. With an accuracy of over 90% we could help create a system that provides information about other vehicles cutting in, in the short term future. A Naive Bayes classifier was able to predict 90% of the exit maneuvers 1.44 seconds in advance. Additionally it can predict 50% of the overtaking maneuvers 1.68 seconds in advance. The methods we proposed in this thesis are quite flexible, and therefore allow for the possibility to train models for different highway situations. Ideally we would create a model that is accurate everywhere, but we do not have the means to test this yet.

Obviously for reliable methods there is still more research needed, but in this thesis we showed that it is possible to create models of how drivers will behave in the short term future. This could be used in traffic simulations to create realistic driver behavior, but it could also lead to applications in intelligent transport systems where vehicles or roadside units are aware of future actions of nearby vehicles.
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Figure 36. The smoothing of the Moving Average filter of track 20 using different spans. The larger the span, the darker the color.

Figure 37. The smoothing of the SEMA filter of track 20 using different spans. The larger the window, the darker the color.
Figure 38. The smoothing of the Loess filter of track 20 using different spans. The larger the span, the darker the color.

Figure 39. The smoothing of the Local Polynomial Regression filter of track 20 using different spans. The larger the span, the darker the color.
Figure 40. The smoothing of the Butterworth low-pass filter of track 20 using different cut-off frequencies. The lower the cut-off frequency, the darker the color.

Figure 41. The smoothing of the Cubic Smoothing Spline filter of track 20 using different spans. The smaller the curve penalty, the darker the color.
B HDM Parameters

Figure 42. The distribution of HDM parameters of the models that best fit the A270 data
Figure 43. The distribution of HDM parameters of the models that best fit the A270 data.
C Confusion Matrices from Cross Validation Experiments

<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>6610</td>
<td>34</td>
<td>140</td>
<td>66</td>
<td>458</td>
<td>90.45%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>11</td>
<td>74</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>83.15%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>48</td>
<td>2</td>
<td>437</td>
<td>1</td>
<td>11</td>
<td>87.58%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>82</td>
<td>0</td>
<td>93.18%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>216</td>
<td>0</td>
<td>46</td>
<td>8</td>
<td>1746</td>
<td>86.61%</td>
</tr>
<tr>
<td>class recall</td>
<td>95.94%</td>
<td>66.67%</td>
<td>70.14%</td>
<td>50.93%</td>
<td>78.83%</td>
<td></td>
</tr>
</tbody>
</table>

Table 13: The classification results of the Naive Bayes Classifier using the simple feature set. Training and testing with the A67 dataset using cross validation.

<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>6652</td>
<td>35</td>
<td>91</td>
<td>51</td>
<td>148</td>
<td>95.34%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>72</td>
<td>75</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>90.36%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>109</td>
<td>0</td>
<td>92.37%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>151</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>2059</td>
<td>92.96%</td>
</tr>
<tr>
<td>class recall</td>
<td>96.55%</td>
<td>67.57%</td>
<td>84.59%</td>
<td>67.70%</td>
<td>92.96%</td>
<td></td>
</tr>
</tbody>
</table>

Table 14: The classification results of a 5 Nearest Neighbors algorithm using the simple feature set. Training and testing with the A67 dataset using cross validation.

<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>6855</td>
<td>83</td>
<td>568</td>
<td>165</td>
<td>715</td>
<td>81.74%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>121</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1491</td>
<td>92.38%</td>
</tr>
<tr>
<td>class recall</td>
<td>98.27%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>67.59%</td>
<td></td>
</tr>
</tbody>
</table>

Table 15: The classification results of a Support Vector Machine classifier using the simple feature set. Training and testing with the A67 dataset using cross validation.
<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>6772</td>
<td>65</td>
<td>151</td>
<td>133</td>
<td>296</td>
<td>91.30%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>5</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>47.73%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>104</td>
<td>0</td>
<td>434</td>
<td>0</td>
<td>253</td>
<td>54.87%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>85.37%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>45</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>1635</td>
<td>96.29%</td>
</tr>
<tr>
<td>class recall</td>
<td>97.69%</td>
<td>20.19%</td>
<td>74.19%</td>
<td>20.83%</td>
<td>74.25%</td>
<td></td>
</tr>
</tbody>
</table>

Table 16: Confusion matrix of the results of the Hybrid classifier. Training and testing with the A67 dataset using cross validation.

<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>6456</td>
<td>42</td>
<td>27</td>
<td>42</td>
<td>71</td>
<td>97.26%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>50</td>
<td>57</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>52.29%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>150</td>
<td>2</td>
<td>546</td>
<td>0</td>
<td>17</td>
<td>76.36%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>55</td>
<td>2</td>
<td>0</td>
<td>122</td>
<td>1</td>
<td>67.78%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>219</td>
<td>0</td>
<td>11</td>
<td>1</td>
<td>2115</td>
<td>90.15%</td>
</tr>
<tr>
<td>class recall</td>
<td>93.16%</td>
<td>55.34%</td>
<td>93.49%</td>
<td>73.05%</td>
<td>95.96%</td>
<td></td>
</tr>
</tbody>
</table>

Table 17: The classification results of a Hidden Markov Model classifier using the simple feature set. Training and testing with the A67 dataset using cross validation.
D Confusion Matrices from ENDOR Validation Experiments

<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>9019</td>
<td>199</td>
<td>52</td>
<td>48</td>
<td>11</td>
<td>96.68%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>48</td>
<td>18</td>
<td>136</td>
<td>0</td>
<td>0</td>
<td>67.33%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>3</td>
<td>8</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>78.00%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>270</td>
<td>0</td>
<td>15</td>
<td>1</td>
<td>125</td>
<td>30.41%</td>
</tr>
<tr>
<td>class recall</td>
<td>96.56%</td>
<td>3.43%</td>
<td>67.00%</td>
<td>44.32%</td>
<td>91.91%</td>
<td></td>
</tr>
</tbody>
</table>

Table 18: Confusion matrix of the results of the K-Nearest neighbor classifier trained with the A67 data, and applied on the ENDOR data. In this setup the longitudinal acceleration was included and $k = 50$.

<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>8892</td>
<td>44</td>
<td>0</td>
<td>10</td>
<td>6</td>
<td>99.33%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>4</td>
<td>179</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>97.81%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>143</td>
<td>0</td>
<td>210</td>
<td>0</td>
<td>0</td>
<td>59.49%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>84</td>
<td>0</td>
<td>0</td>
<td>82</td>
<td>0</td>
<td>49.40%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>219</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>112</td>
<td>32.94%</td>
</tr>
<tr>
<td>class recall</td>
<td>95.18%</td>
<td>77.16%</td>
<td>100.00%</td>
<td>89.13%</td>
<td>94.92%</td>
<td></td>
</tr>
</tbody>
</table>

Table 19: Confusion matrix of the results of the Hybrid classifier trained with the A67 data, and applied on the ENDOR data.

<table>
<thead>
<tr>
<th></th>
<th>true 1</th>
<th>true 2</th>
<th>true 3</th>
<th>true 4</th>
<th>true 5</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. 1</td>
<td>7898</td>
<td>5</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>99.73%</td>
</tr>
<tr>
<td>pred. 2</td>
<td>166</td>
<td>249</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>58.73%</td>
</tr>
<tr>
<td>pred. 3</td>
<td>265</td>
<td>0</td>
<td>200</td>
<td>0</td>
<td>0</td>
<td>43.01%</td>
</tr>
<tr>
<td>pred. 4</td>
<td>392</td>
<td>0</td>
<td>0</td>
<td>67</td>
<td>0</td>
<td>14.60%</td>
</tr>
<tr>
<td>pred. 5</td>
<td>590</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>116</td>
<td>16.00%</td>
</tr>
<tr>
<td>class recall</td>
<td>84.82%</td>
<td>98.03%</td>
<td>90.50%</td>
<td>79.76%</td>
<td>95.08%</td>
<td></td>
</tr>
</tbody>
</table>

Table 20: Confusion matrix of the results of the HMM classifier trained with the A67 data, and applied on the ENDOR data. In this setup the longitudinal acceleration was included.