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Abstract

In this thesis we will give a necessary and sufficient condition such that scale invariance implies
invariance under the full conformal group for local continuous, Lorentz invariant and renormalizable
lagrangian. First we will go through the construction of jet spaces, from which we deduce the first
Noether theorem. Also we will discuss what the conformal transfomations are and what it means
for a lagrangian to be renormalizable. We will prove that if a certain restriction for the energy
momentum tensor holds. A scale invariant lagrangian will also be conformally invariant.
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2 NON-ABELIAN GAUGE THEORIES AND FIXED POINTS

1 Introduction and motivation

In this thesis we are going to research when scale invariance implies invariance under the full conformal
group. This research is motivated by the fact that Quantum Chromo Dynamics (QCD) develops an
infrared fixed point (IRFP) for a sufficiently large fixed point. Where the flavours are those observed
in nature until now: the up, down, charm, strange, bottom, top quarks. For a review on this topic
see article [1]. At this fixed point scale invariance can be guaranteed but not invariance under the full
conformal group. Therefore we are going to investigate the following question: what are the sufficient
and/or necessary conditions for scale invariance to imply invariance under the full conformal group.

In order to be able to give a good mathematical description and answer to this question we are first
going to construct the so called jet spaces. Then we derive the first Noether theorem, which allows us
to define what it means for a lagrangian to be invariant under an infinitesimal transformation. After
this we will have a look at the infinitesimal conformal transformations. Here we will see that scale
transformations are a subset of the conformal transformations.

Next we will arrive at the main question of this thesis. Here we will find a restriction for the
energy momentum tensor, which if satisfied will guarantee that scale invariance implies invariance
under the full conformal group. We will prove this for a renormalizable lagrangian. In the last section
we will have an intuitive and only slightly technical look at renormalization and what it means for a
lagrangian to be renormalizable.

2 Non-Abelian gauge theories and fixed points

In this section we are going to look at the symmetries of the prototype Quantum Chromo Dynamics
(QCD) lagrangian, which governs the strong force. The prototype of the lagrangian for QCD has the
following form:

L = −1

4
Tr(FµνF

µν) + ψ(iγµDµ −mf )ψ (2.1)

Here Fµν = ∂µAν − ∂νAµ for the gauge field Aµ, Dµ is the covariant derivative defined as Dµψ(x) =
(∂µ+gAµ(x))ψ(x). This Lagrangian is invariant under the non-Abelian SU(N) gauge transformations.
Here N is the number of colors, which in real world QCD equals three, i.e., N = 3. Now we are going
to have a look at the symmetries of this lagrangian. A symmetry of a lagragian is a coördinate and/or
field transformation that changes the Lagrangian at most by a total derivative.

We are going to show that the QCD lagragian is chirally symmetric if and only if the mass of the
fermions mf equals zero. The chiral transformation is given by:

ψ′(x) = eiαγ5ψ(x) (2.2)

With α constant. Then for ψ(x) we have the following transformation:

(ψ)′(x) = (ψ†)′(x)γ0

= ψ†(x)e−iαγ
5
γ0

= ψ(x)eiαγ
5

(2.3)

where we have used {γ5, γµ} = 0. Under a chiral transformation the QCD lagrangian transforms as:

L′ = −1

4
Tr(FµνF

µν) + (ψ)′(iγµDµ −mf )ψ′

= −1

4
Tr(FµνF

µν) + ψ(x)eiαγ5(iγµDµ −mf )eiαγ5ψ(x)

= −1

4
Tr(FµνF

µν) + iψ(x)γµDµe
−iαγ5eiαγ5ψ(x)− ψ(x)eiαγ5mfe

iαγ5ψ(x)

= −1

4
Tr(FµνF

µν) + iψ(x)γµDµψ(x)−mfψ(x)e2iαγ5ψ(x)

(2.4)
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2.1 Pertubation theory 2 NON-ABELIAN GAUGE THEORIES AND FIXED POINTS

We see that the QCD lagrangian is chirally symmetric if and only if mf = 0. We say that mf 6= 0
breaks the chiral symmetry explicitly. Chiral symmetry is spontaneously broken if we have that the
vacuüm expectation value of ψψ is non-zero, i.e.,

< 0|ψψ|0 >6= 0 (2.5)

2.1 Pertubation theory

In perturbation theory we are breaking the exact theory up into a series of solvable problems. It is a
mathematical trick to expand the problem into a power series depending on a constant which we call
the renormalization scale µ. A more detailed description will be given in section 9. In perturbation
theory we can define a so called beta-function in terms of a coupling g. In the case of the QCD
lagrangian (2.1) the coupling g is the coupling of the fermions with the gauge bosons. The beta-
function or β-function is defined as

β(g) =
∂g

∂ log(µ)
(2.6)

This tells us that if the β-function is positive, increasing the renormalization scale, results into an
increase in the coupling g. In article [2], the beta function for an SU(N) gauge theory with Nf

massless Dirac fermions in the representation R of the gauge group was calculated to be:

β(g) = −b0
g3

16π2
+ b1

g5

(16π2)2
+O(g7) (2.7)

where

b0 =
11

31
C2(G)− 4

3
T (R)Nf

b1 =
34

3
C2(G)2 − 20

3
C2(G)T (R)Nf − 4C2(R)T (R)Nf

(2.8)

For Nf massless Dirac fermions in the representation R of the compact Lie Gauge group G. C2(G)
and C2(R) are the Casimir operators of the adjoint and the fundamental representations respectively
and T (R) is the trace of R. In order to make it more explicit, we will see what this means for Nf

Dirac fermions in the fundamental representation. Also we take G = SU(3) (thus N = 3), we then
have:

b0 = 11− 2

3
Nf

b1 = 102− 38

3
Nf

(2.9)

We plot the beta-function as a function of the coupling g in figure 1. When Nf < 16.5 the origin is

reached when the energy to infinity since the beta function is defined as β(g) = ∂g
∂ log(µ) ; increasing the

energy for β(g) negative results into a decrease in the coupling. This is known as asymptotic freedom
and the zero of the beta-function at the origin is corresponds to an ultraviolet fixed point (UVFP) of
the theory. By the same reasoning the zero at g∗ corresponds to a fixed point at zero energy, which is
known as an infrared fixed point (IRFP).

At a fixed point we have, since the beta-function is zero ∂g
∂ log(µ) = 0, that g(µ) = g∗ = const(µ).

Which implies that the coupling is independent of the energy scale. In other words at a fixed point of
the beta-function we have scale invariance. However we often want to have invariance under the full
conformal group. This motivates us to investigate the following question: when does scale invariance
imply invariance under the full conformal group?

Before we can answer this question we first need to construct some mathematical concepts called
jet spaces. In jet spaces we can formally define what it means for a lagrangian to be invariant under
a specific type of transformations.
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3 JET SPACES

Figure 1: The qualitative behavior of the two-loop beta-function β(g) as a function of the coupling
g for SU(3). The number of massless flavours Nf in the fundamental representation increases form
bottom to top. For Nf < 8.05 the beta function stays negative. For 8.05 < Nf < 16.5 the beta
function develops a zero (IRFP) at a non zero coupling g. For Nf > 16.5, the beta function becomes
positive, implying that g∗ = 0 is no longer an UV stable fixed point and asymptotic freedom is lost.
The beta function might develop an additional zero (UVFP) at strong coupling (dashed lines), a
property to be investigated in future studies. Figure from article [1]

.

3 Jet Spaces

We are going to define the jet spaces according to article [3]. First we are going to create k-th jet
spaces. The sections in these jet spaces consist of a postion x in the base and the corresponding
partial derivatives. We define that two sections in the k-th jet space are equivalent to each other if
their corresponding Taylor series till order k are the same.

Let π : Em+n → Mn be a vector bundle. Let x ∈ Mn be a point and u ∈ π−1(x) be a point in
the fibre of x. First note that two sections s1, s2 ∈ Γloc(π) being equivalent at a point x0 ∈ Mn is
equivalent to the statement that their difference: (s1 − s2) ∈ Γ(π) has a zero at x0. Which we can
write as

(s1 − s2) ∈ µx0Γ(π) := {s ∈ Γloc(π)|∃r ∈ Γloc(π), ∃µ ∈ C∞loc(M
n)

such that µ(x0) = 0, s = µ · r}
(3.1)

Now we define that two sections s1, s2 ∈ Γloc are tangent at x0 ∈ Mn with tangency order k ≥ 0 in
terms of it’s Taylor expansion. Therefore we define two sections to be tangent to each other of order
k if their Taylor expansion till order k is the same. Which we formally state in the definition beneath.

Definition 3.1. two sections s1, s2 ∈ Γloc are tangent at x0 ∈ Mn with tangency order k ≥ 0 if
(s1 − s2)(x) = O(|x − x0|k) for all x near x0 ∈ Mn. By convention two sections are tangent of order
0 if their values at x0 only coincide.

Now we have a look at the following equivalence classes of sections at a point

[s]kx0 := {Γ(π)/(µk+1
x0 Γ(π)} (3.2)

This class marks the set of sections s∗ ∈ Γloc such that s − s∗ = O(|x − x0|k). In other words if two
sections are tangent with order k to each other then we call them equivalent in the equivalence class
[s]kx0 . With these equivalence classes we can define the jet spaces.

Definition 3.2. The space Jk(π) of k-th jets of sections for the vector bundle π is defined as

Jk(π) :=
⋃

x∈Mn,
s∈Γloc(π)

[s]kx (3.3)
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3.1 Functions on the infinite jet space 3 JET SPACES

This definition states that in the k-th jet spaces two section are equivalent if their Taylor series
till order k is the same. When we now take the limit of k to infinity we obtain the so called infinite
jet spaces.

Definition 3.3. The infinite jet space J∞(π) is defined as

J∞ := lim←−
k→+∞

Jk(π) (3.4)

That is, the minimal object such that there exists an infinite chain of epimorphisms π∞,k : J∞(π)→
Jk(π) for every k ≥ 0. Also there is the vector bundle structure π∞,−∞ : J∞(π)→Mn such that the
diagram with all admissible compositions o πk+1,k, π∞,k and π∞,−∞ is commutative

With these definitions we prove the following lemma, which basically states that we can find a
“smooth” point θ∞ in the infinite jet space, which contains all the information about a point x and
all it’s partial derivatives.

Lemma 3.4 (Borel). Every point θ∞ ∈ J∞(π), where θ∞ = (x, u, ux, · · · , uσ, · · · ) is the infinite
sequence of (collections of) real numbers; here |σ| ≥ 0 and u∅ := u, does encode a genuine infintely
smooth local section with the values of its partial derivatives at x prescribed by θ∞.

The proof of this lemma for the case m = 1, n = 1 can be found in article [3]. Now let us take a
step back and look at what we have constructed so far

Remark 3.5. Take a point θ∞ ∈ J∞(π) then this point determines the class of sections [s]∞x0 of local
sections s ∈ Γloc(π) of the initial bundle π. Such that for θ∞ = (x, u, ux, · · · , uσ, · · · ), the partial

derivatives are given by ∂|σ|

∂xσ |x0(s) = uσ, at the given point x0 ∈Mn and remain continuous in a finite
neighborhood Ux0 ⊂ Mn of x0. Also we have a map π∞,−∞ which maps θ∞ 7→ x0. This gives us the
local section j∞(s);Ux0 → J∞(π) of the bundle π∞,−∞ : J∞ →Mn for all x ∈ Ux0 :

j∞(s)(Ux0) = {u = s(x), ux = (
∂

∂x
s)(x), · · · , uσ = (

∂|σ|

∂xσ
s)(x), · · · }. (3.5)

Note that π∞,−∞ ◦ (j∞(s))(x) := x ∀x ∈ Ux0 . The lift j∞ : s ∈ Γ(π) 7→ j∞(s) ∈ Γ(π∞) is called the
infite jet of s. Since in terms of the Borel lemma indeed the infite jet space J∞(π) is the space of
infite jets [s]∞x = j∞(s)(x) for sections s of π. This space can be visualized in figure 2. In this figure
we have also included the time. We will introduce the time component later in this section.

3.1 Functions on the infinite jet space

Now that we have constructed the infinite jet spaces, we are going to define some functions on this
space. Including the total differential and the evolutionary derivation which in term allow us to
construct infinitesimal symmetries. We can define the total derivative in an intuitive way by the chain
rule since we know all the partial derivatives.

Let F(π) be the ring of smooth functions on J∞(π), then for f, g ∈ F(π) and r ∈ J∞(π) the
following axioms are satisfied:

1. (addition) (f + g)(x) = f(x) + g(x)

2. (multiplication) (fg)(x) = f(x)g(x)

3. (identities) There exists a function r(x) ∈ F(π), such that r(x) = r.

4. (additive inverse) (−f)(x) = −(f(x))

5. (multiplication inverse) If f(x) 6= 0 for all x in some subset of j∞(π), then we can define the
multiplicative inverse of f , written f−1 as

f−1 =
1

f(x)
(3.6)
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3.1 Functions on the infinite jet space 3 JET SPACES

x0

Mn

,-   

j (s)(x0)

u,ux,...

t

Figure 2: sketch of the space, where on the vertical axis the partial derivatives [u] are and on the
horizontal axis we have the time. On the axis towards us we have the postition, note that x denotes
all position coördnates, i.e., x is a vector. Therefore also all [u] are vector-like. Note also that we have
a mapping π∞,−∞ which take the entire jet and produces its position.

Let us define the total derivative in terms of the chain rule as stated before.

Definition 3.6. The total derivative d
dx : F(π)→ F(π) is defined by the following formula

(
d

dxi
f)(j∞(s))(x) =

∂

∂xi
(j∞(s) ∗ (f))(x), f ∈ F , s ∈ Γ(π) (3.7)

For 1 ≤ i ≤ n = dim(Mn). In other words, the derivative d
dx is determined by its application to the

infinite jets j∞(s)(U − α) of local sections on Uα ⊂Mn.

To see what this definition has to do with the chain rule we have the following theorem

Theorem 3.7. When we restrict our self to a section we have

d

dxi
=

∂

∂xi
+

m∑
j=1

∑
|σ|≥0

ujσ ·
∂

∂ujσ
(3.8)

Proof. Because we talked about the chain rule so often this prove will most definitely involve the chain
rule. Let us restrict our self to the section s and take f as a trial function.

(
d

dxi
f)(j∞(s))(x) =

d

dxi
(f(x, ux, uxx, · · · , uσ, · · · )

=
∂

∂xi
f +

∂

∂xi
(ujx

∂

∂ujx
f + ujxx

∂

∂ujxx
f + · · · )

=
∂

∂xi
+

m∑
j=1

∑
|σ|≥0

ujσ ·
∂

∂ujσ

(3.9)

Note that here in the second step we have used the “chain rule” by which we defined our total
derivative.

Now that we have defined the total derivative let us take a look at the k-forms. As we know a
k-form has the following expression

dx1 ∧ dx2 ∧ · · · ∧ dxk (3.10)
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3.1 Functions on the infinite jet space 3 JET SPACES

where the 1-forms have the following properties when applied to the partial differential.

dxn(
∂

∂xi
) = 0 ∀n = i

dxn(
∂

∂xi
) = 1 ∀n 6= i

(3.11)

Also we have the usual k-form multiplication rules, that is

dxi ∧ dxn = −dxn ∧ dxi ∀i 6= n

dxi ∧ dxn = 0 ∀i = n
(3.12)

We will denote the space of all k-forms by Λk(π). Now that we have defined k-forms and the total
derivative. Let us define the so called horizontal derivative d.

Definition 3.8. Let 1 ≤ i ≤ n = dim(Mn). The horizontal differential d is given by the following
formula:

d =

n∑
i=1

dxi
d

dxi
(3.13)

Now let us define the evolutionary derivation along the infinite jet bundle. We are going to define
the evolutionary derivation in a similar from as we have for the total derivative. Before we define the
evolutionary derivative we define the generating section φ such that

u̇ =
∂u

∂t
= φ(x, t, u, ux, · · · ) (3.14)

Definition 3.9. The evolutionary derivation ∂
(u)
φ , for a generating section φ and the corresponding

fibre variable u is given by:

∂
(u)
φ =

∑
|σ|≥0

Dσ(φ)
∂

∂uσ
(3.15)

Note that here we have used the time component for the first time. We already included it in
figure 2, now we have completed that figure. When we restrict our self onto a section s, we have

u̇σ = Dσ(u̇) = Dσ(φ) (3.16)

Now let us define the so called Cartan forms ωjσ by the following formula

ωjσ = dujσ −
n∑
i=1

ujσ+idx
i (3.17)

From this Cartan forms we define the de Rham differential ddR, such that

ddR =
∑
|σ|≥0

ωσ
∂

∂uσ

=

n∑
i=1

dxi
d

dxi
+ dc

= d + dc

(3.18)

We call dc the vertical derivative. From the equation above we see that they need to be given by the
following definition

Definition 3.10. The vertical derivative dc is given by the following formula

dc =
∑
|σ|≥0

ωσ
∂

∂uσ
d− d (3.19)
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3.1 Functions on the infinite jet space 3 JET SPACES

Figure 3: From [3], note that in the figure we have δ =: dc :, whihc is the restriction of the Cartan dif-
ferential onto the horizontal cohomology classes, such that the normalization throws all the derivatives
off the Cartan forms by the multiple integration by parts.

This allows us to construct figure 3. Where an element η ∈ Hn−1
(π) is given by:

η =
n∑
i=1

(−1)i+1ηidx
1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn (3.20)

Here we use the notation such d̂xi−1 to denote that we are omitting the i-th differential form. To get
an understanding of this new space in figure 3. Let us consider the following example:

Example 3.11. Take n = 3 then we have that η = ηxdy ∧ dz − ηydx ∧ dz + ηzdx ∧ dy ∈ H3−1
. We

apply a horizontal differential d to η

dη =
d

dx
ηxdx ∧ dy ∧ dz − d

dy
ηydy ∧ dx ∧ dz +

d

dz
ηzdz ∧ dx ∧ dy

= (
d

dx
ηx +

d

dy
ηy +

d

dz
ηz)dx ∧ dy ∧ dz

(3.21)

Note that in the first step we have omitted the terms with the same 1-forms, since dxi ∧ dxi and in
the last step we used dxi ∧ dxj = −dxj ∧ dxi. Also we can now try to apply a horizontal differential
once more. We then gain:

d(dη) = d(
d

dx
ηx +

d

dy
ηy +

d

dz
ηz)dx ∧ dy ∧ dz = 0 (3.22)

where again we have used dxi ∧ dxi = 0

This example can be generalized for arbitrary but finite n. First let’s take an other look at figure
3. Note that in the figure applying a horizontal differential correspond to a vertical arrow up and a
“vertical” differential corresponds to a horizontal arrow from left to right. Also we see by the example
above that applying a horizontal differential on an element from H

n
always gives 0.

In the example above we saw that for n = 3 all terms have a positive sign. This feature can be
generalized to a more general form in the following lemma

Lemma 3.12. For η ∈ Hn−1

dη =
n∑
i=1

Dxi(ηi)dx
1 ∧ · · · ∧ dxn (3.23)
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3.1 Functions on the infinite jet space 3 JET SPACES

Proof.

dη = Dx

n∑
i=1

{(−1)i−1ηidx
1 ∧ · · · ∧ dxi−1 ∧ dxi+1 ∧ · · · ∧ dxn

= Dx1(η1)dx1 ∧ · · · ∧ dxn −Dx2(η2)dx2 ∧ dx1 ∧ dx3 ∧ · · · ∧ dxn + · · ·+
+Dxn(ηn)dxn ∧ dx1 ∧ · · · ∧ dxn−1

=
n∑
i=1

Dxi(ηi)dx
1 ∧ · · · ∧ dxn

(3.24)

Where as in the example we have in the second step omitted the terms with double dxi. In the third
step we switched the i-th term i−1 times resulting in an (−1)i−1 term and since (−1)i−1 · (−1)1+i = 1
each term has a positive sign.

Let us consider the following example to get a little bit more familiar with the vertical differential
dc. The lagrangians of a physical system live in the space H

n
. The (conserved) currents and the

conservation laws live in the space H
n−1

. The equations of motion live in the space En,11 . We will see

later in the thesis why the conservation laws live the space H
n−1

. But in order to see why the equations
of motion live in the space En,11 . Take L ∈ Hn

, L =
∫
L(x, t, [u])dnx where dnx = dx1 ∧ · · · ∧ dxn.

Then apply a vertical differential dc

dcL = {∂L
∂u

ω∅ +
∂L

∂ux
ωx +

∂L

∂uxx
ωxx + · · · }dnx

∼= {
∂L

∂u
− d

dx

∂L

∂ux
+

d2

dx2

∂L

∂uxx
− · · · }ω∅ ∧ dnx

(3.25)

Here we used that by integration by parts we have

∂L

∂ux
ωx ∧ dnx ∼=

d

dx

∂L

∂ux
ω∅ ∧ dnx (3.26)

Where we assume that there are no boundary terms. Thus also

∂L

∂uxi
ωxi ∧ dnx ∼=

di

dxi
∂L

∂uxi
ω∅ ∧ dnx (3.27)

Also note that dL = 0, thus the vertical derivative of L equal the de Rham derivative of L. The
term in equation (3.25) between { } is know as the famous Euler Lagrange equation. It looks a little
bit different as you might be used to. But when we restrict our self to a section s we have as usual
uxx = s′′(x) and thus we need to rewrite the d

dx terms into d
dt and also x needs to be differentiated

with respect to the time. Take u for example as the position xi. Notation may be a bit confusing here
but this results, omitting d2

dt2
and higher order terms into:

∂L
∂x
− d

dt

∂L
∂ ∂x∂t

(3.28)

The reason that you are allowed to drop terms of d2

dt2
and higher is because often the lagrangian

depends at most on a second derivative. Which means that ∂L
∂ ∂

ix

∂ti

= 0 for i ≥ 2. Also you might be

used that equation (3.28) equals zero, therefore we are going to look at the following theorem

Lemma 3.13. If L = dη, for η ∈ Hn−1
and L ∈ Hn

. Then dcL = 0, i.e., the Euler Lagrange equation
(3.25) equals zero. We write this as EEL(dη) = 0.

Proof. If L = dη for an η ∈ Hn−1
then we have from lemma 3.12 that

L =

n∑
i=1

Dxi(ηi)dx
1 ∧ · · · ∧ dxn (3.29)
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4 CONTINUOUS SYMMETRIES

Let us now look at the specific case where n = 1 then we have

L =
d

dx
η (3.30)

The Euler Lagrange equation of L = dη then becomes

EEL(dη) =
∞∑
i=0

(− d

dx
)i ◦ ∂

∂ui
◦ d

dx
η

=
∞∑
i=0

(− d

dx
)i ◦ ∂

∂ui
◦ { ∂

∂x
η +

∞∑
j=1

uj
∂

∂uj−1
η}

=
∞∑
i=0

(− d

dx
)i ◦ { ∂

∂ui

∂

∂x
η +

∂

∂ui+1
η +

∞∑
j=1

uj
∂

∂ui

∂

∂uj−1
η}

= 0

(3.31)

This last lemma allows us to proof the following theorem.

Theorem 3.14. For η ∈ Hn−1
and L ∈ Hn

we have that:

EEL(L) = EEL(L+ dη) (3.32)

Meaning that the Euler Lagrange equation for L equals the Euler-Lagrange equation of (L+ dη).

Proof. By lemma 3.13 we are done, if we can prove EEL(A+ B) = EEL(A) + EEL(B) for A,B ∈ Hn
,

since EEL(Dxη) = 0. This is true since

EEL(A+ B) ∼= {
∂(A+ B)

∂u
− d

dx

∂L
∂ux

+
d2

dx2

∂(A+ B)

∂u
− · · · }ω∅ ∧ dnx

= {∂A
∂u
− d

dx

∂A
∂ux

+
d2

dx2

∂A
∂u
− · · · }ω∅ ∧ dnx

+ {∂B
∂u
− d

dx

∂B
∂ux

+
d2

dx2

∂B
∂u
− · · · }ω∅ ∧ dnx

= EEL(A) + EEL(B)

(3.33)

Now we assume that we can describe a physical system E by finite linear differential equations
F = 0, i.e., E = {F = 0}. Then we can define the infinite prolongation of E : E∞ in the following way:

Definition 3.15. For a system of finite linear differential equations E = {F = 0} we define it’s
prolongation En as:

En = {F = 0, Dx(F ) = 0, · · · , Dn(F ) = 0} (3.34)

And we define
E∞ = lim

n→∞
En (3.35)

4 Continuous Symmetries

Let us consider a continuous (classical) system, since these systems are continuous they admit an
infinitesimal form. In this section we are going to have a look at these symmetries. As we have
discussed before in this article a symmetry is a certain transformation. We want these symmetry
transformations of E∞ ⊂ J∞(π) to respect the correspondence dτ

dxτ (uσ) = uσ+τ . That is, the fields we
are interested are sections j∞(s) of π−∞,∞ to sections again. Therefore we want the field to preserve

11



4.1 Conservation Laws 4 CONTINUOUS SYMMETRIES

the distribution of the space spanned by the total derivative. These fields X are the field that satisfy
the following relationship:

X =
n∑
i=1

ai · d

dxi
+ ∂

(u)
ψ (4.1)

This can be proven in the following way. Let us denote the space spanned by the total derivatives by
C, where

C := spanF(π)〈
d

dxi
〉 (4.2)

Note that the total derivative maps from F(π) to F(π). Now we are interested in symmetries of
this distribution [X, C] ⊂ C but which do not belong to it: x /∈ C, we call this distribution the
Cartan distribution. For this reason it is always possible to remove the horizontal part of the field.
Consequently the field X we seek in a vertical field with respect to π−∞,∞. This can be reduced to
the following condition for X in order to be a symmetry of C:

[X,
d

dxi
] = 0, 1 ≤ i ≤ n (4.3)

Now we show that it is always possible to remove the horizontal part, i.e., the horizontal derivatives
induce a trivial transformation. We claim that the fields X = ai · d

dxi
∈ C induce the trivial transfor-

mations. This can be easily seen with the relationship (4.3) above. Therefore we mod these equations
out. This motivates us to consider the space of evolutionary vector fields which preserve the Cartan
distribution {equation (4.3)} and preserve the infinite prolongation E∞ of a given system E . Now let
us define a popper infinitesimal symmetry by the following theorem. This theorem is proven in article
[3], but let us now except is as a definition.

Theorem 4.1. The restriction of the ∂
(u)
φ onto E∞ is a proper infinitesimal symmetry of the equation

E = {F = 0} if and only if

• the determining equation

∂
(u)
φ |E∞(F )

.
= 0 (4.4)

We denote the symbol
.
= for the equality which is valid on-shell, i.e., on E∞.

• Besides, there is a linear total differential operator ∇ = ∇φ (moreover, linear also in φ) such
that

∂
(u)
φ (F ) = ∇φ(F ) on J∞(π) (4.5)

• The space of proper infinitesimal symmetries ∂
(u)
φ retain the Lie algebra structure of vector fields.

We denote by sym (E) the Lie algebra of proper infinitesimal symmetries for E.

This gives us that the symmetries are given by

X =

n∑
i=1

ai · d

dxi
+ ∂

(u)
ψ (4.6)

4.1 Conservation Laws

In view of Noether’s laws let us also look at conserved charges which we will define in the following
way.

Definition 4.2. A conserved current η for a system E is the continuity equation

n∑
i=1

d

dxi
|E∞(ηi)

.
= 0 on E∞ (4.7)

12



5 EULER-LAGRANGE EQUATIONS

Where ηi(x, [u]) are the coefficients of the horizontal (n− 1)-form

η =
n∑
i=1

(−1)i+1ηidx
1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn ∈ Λ

n−1
(π) (4.8)

The conservation of η is the equality
d|E∞η

.
= 0 (4.9)

i.e., the form η is d-closed on-shell

This definition makes sense because if the total derivative in all direction for a continuous function,
the current, equals zero. Then we naturally define that current is conserved, since it doesn’t change.
Now let us consider the following example to motivate the following definition for a conservation law.

Example 4.3. For simplicity let us take n = 1. Consider a system of ordinary differential equations

E and a function C(t, [u]) ∈ Fk(π) → Λ
n−1

(π) such that d
dtC(t, [u])

.
= 0 by virtue of E . This means

that C(t, [s]) = const(s) for every solution s of E . In other words the conserved quantity C is the first
integral of the equation E .

From this example we see that the conservation laws live in H
n−1

(E), this motivates us for the
following defintition. This definition is quite similar to definition 4.2 for a conserved current.

Definition 4.4. A conservation law
∫
η ∈ H

n−1
(E) for an equation E is the equivalence class of

conserved currents
d|E∞(η)

.
= 0 on E∞ (4.10)

modulo the globally defined exact currents dξ ∈
∫

0. That is we mod out the trivial conserved currents.

5 Euler-Lagrange equations

In this section we are going to bring together our concepts of symmetry and conservation. This
fundamental relation of nature is expressed in the first and second Noether theorem. The first Noether
theorem states that for each symmetry of the lagrangian there is a conserved current and thus a
conserved charge. Where the second Noether theorem tells you how to find all conserved currents.
In this thesis we will only present the first Noether theorem. The second can be found in article [3].
Also we will not prove the general form of the first Noether theorem in this article, this also can be
found in article [3]. However in the next section, section 6, we will state and prove the first Noether
theorem in terms of the four vector notation.

Consider diagram 3, here we see that it remains in our power to pick an element from Hn(π)
and apply δ, which is the function which is restricted to the Cartan differential. Note that we have
dcuσ = dc(

dσ

dxσ (u)) = dσ

dxσ (dcu∅). WE have the following convention δ =: dc :,

−→
δ L =

−→
δL
δu
· δu (5.1)

Then by equation (3.25) we have

−→
δL
δu

=
∑
|σ|≥0

(−1)σ
dσ

dxσ
(

−→
∂L

∂uσ
), where L =

∫
L(x, [u])dnx (5.2)

The system of Euler-Lagrange equations then becomes

EEL = {F =
δL
δu

= 0|L ∈ Hn
(π)} ⊂ Jk(π) (5.3)

Let us now define what is means for an evolutionary derivative to be a Noether symmetry. As it shall
turn out to every Noether symmetry we have a conserved current by the Euler Lagrange equation
since every Noether symmetry is also a symmetry of the system Euler Lagrange equations.
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6 4-VECTOR NOTATION

Definition 5.1. The evolutionary vector field ∂
(u)
φ is a Noether symmetry of the Lagrangian L ∈ Hn

(π)
if the following equation holds

∂
(u)
φ L =

∫
dξ on J∞(π), ξ ∈ Λ

n−1
(π) (5.4)

We denote the space of all symmetries of the lagrangian L by sym(L)

Theorem 5.2 (First Noether Theorem). Let EEL = {F = δL
δu = 0 ∈ P ' κ̂(π)|L ∈ H

n
(π)} be a

system of Euler-Lagrange equations. A section φ ∈ κ(π) is a Noether symmetry of the Lagrangian

L if and only if φ ∈ κ(π) ' P̂ is the generating section of a conserved current η ∈ Λ
n−1

(π) for the
Euler-Lagrange equation EEL:

φ ∈ sym(L) ⇐⇒ ∃η ∈ Λ
n−1

(π) : dη = 〈1,∇(F )〉, φ = ∇†(1) (5.5)

where ∇ ∈ CDiff(P,Λ
n−1

(π))

6 4-Vector Notation

Now we are going to introduce the usual notation which we use in Quantum Field Theory. Let us
consider a Miskowski space with p time dimensions and q space dimension, where p + q = n. When
we write Aµ, we use a short notation for writing At1 , · · · , Atp , Ax1 , · · · , Axq , where ti and xi are
respectively the i-th time component en the i-th space component. You can visualize this a vector.
Let us now consider Aµν , where µ and ν run again from 1 to n, here we mean all combinations of µ
and ν, which you can visualize as square matrix of size n. In principle we could have Aµ1···µm , where
for m ≥ 3 you cannot easily visualize this. More information on this notation can be found in article
[4] and [5].

In Miskowski space we have the following metric ηµν = ηµν = diag(+1, · · · ,+1,−1, · · · ,−1). Here
all the time coördinates have a positive sign and all the space coördinates have a negative sign. This
metric can be used to lower and raise indices, i.e.,

ηµνA
µ = Aν (6.1)

As the equation above shows, when we multiply a vector by the metric it’s indices is raised or lowered
and changed by the other index of the metric. Now when we multiply two tensors with the same
index, where one has an index up and the other has an index down we imply a summation of the
index. In terms of formula this can be written as:

AµB
µ =

n∑
i=1

Ai ·Bi (6.2)

This notation is known as Einstein’s implicit summation convention. Also let us introduce the notation
∂µψ(x) = ∂

∂xµψ(x). In most physical systems we don’t work with an arbitrary number of dimension,
instead we work in a Miskowski 3 + 1 space, denoted as M3,1. The components are then usually
labelled (t, x, y, z), where obviously t is time component and x, y, z are the space components. Using
this notation we can rewrite the first Noether theorem.

Theorem 6.1. For a Lagrangian L(x, ψ, ∂µψ) and for an infinitesimal transformation φ(x)→ φ(x)+
δφ(x), where δφ = X(φ). We say that this transformation is a symmetry, as in definition 5.1, if the
Lagrangian changes at most by a total derivative, i.e.,

δL = ∂µF
µ (6.3)

Here again we use that L → L+ δL. Then there exists a current jµ such that ∂µj
µ = 0 with

jµ =
∂L

∂(∂µφ)
X(φ)− Fµ(φ) (6.4)
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Proof. Let us consider the change of the Lagrangian.

δL =
∂L
∂φ

δφ+
∂L

∂(∂µφ)
∂µ(δφ)

= {∂L
∂φ
− ∂µ

∂L
∂(∂µφ)

}δφ+ ∂µ(
∂L

∂(∂µφ)
δφ)

(6.5)

In the first step we have used the chain rule and in the second step we used the product rule. When
the Euler-Lagrange equations are satisfied, that is, we are on shell. Then the term between { } is
zero, thus implying

δL = ∂µ(
∂L

∂(∂µφ)
δφ) (6.6)

When we now define

jµ =
∂L

∂(∂µφ)
X(φ)− Fµ(φ) (6.7)

Then we see that

∂µj
µ = ∂µ{

∂L
∂(∂µφ)

X(φ)} − ∂µFµ(φ)

= ∂µ{
∂L

∂(∂µφ)
δφ} − ∂µFµ(φ)

= ∂µ{
∂L

∂(∂µφ)
}δφ+

∂L
∂(∂µφ)

∂µδφ− ∂µFµ(φ)

= ∂L − ∂µFµ(φ)

= 0

(6.8)

Here in the third step we have used the product rule and in the last step we used the hypothesis that
the lagrangian changes at most by a total derivative, i.e., δL = ∂µF

µ. Which gives our desired result,
on shell.

We are going to use this form of Noether’s theorem to proof our main question for the thesis. Since
now we know that system is scale invariant if the infinitesimal scale transformation is a symmetry of
the lagrangian. The same holds for all other infinitesimal transformations. But before we go to the
main question of this thesis let us first take a look at the following lemma

Lemma 6.2. The divergence of an anti symmetric tensor Aµν = −Aνµ equals zero.

∂µA
µν = 0 (6.9)

Proof.

∂µA
µν =

1

2
∂µ(Aµν −Aνµ)

=
1

2
(∂µA

µν − ∂µAνµ)

= 0

(6.10)

With this lemma we can prove the following theorem

Theorem 6.3. Suppose Jµν is a conserved tensor, i.e., ∂µJ
µν = 0 and given by

Jµν = Jµν+ + Jµν− (6.11)

where Jµν− is anti symmetric. Then Jµν+ is also a conserved tensor.

Proof. Since Jµν is conserved we have ∂µJ
µν = 0, and form lemma 6.2 we have that ∂µJ

µν
− = 0. And

since
∂µJ

µν = ∂µJ
µν
+ + ∂µJ

µν
− (6.12)

We also have that ∂µJ
µν
+ = 0. And thus also Jµ+ is also a conserved tensor.
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7 CONFORMAL TRANSFORMATIONS

This theorem states that out of a conserved current we can always define a new conserved current
by dropping out the anti-symmetric part. The following theorem will also be useful in redefining the
current:

Theorem 6.4. For a second order tensor Tµν it is always possible to split it into a symmetric Tµν+

and an anti-symmetric part Tµν− , such that Tµν = Tµν+ + Tµν− .

Proof. This is always possible due to the following equality

Tµν =
1

2
[Tµν + T νµ] +

1

2
[Tµν − T νµ] (6.13)

Thus we define Tµν+

Tµν+ :=
1

2
[Tµν + T νµ] = T νµ+ (6.14)

And Tµν−

Tµν− :=
1

2
[Tµν − T νµ] = −T νµ− (6.15)

7 Conformal transformations

This section is based upon the notes from article [6]. Let us consider the space Rn with the metric
ηµν with p time dimensions and q space dimensions (p + q = n). Also we write an infinitesimal line
element ds2 = ηµνdx

µdxν . We define the conformal group as the subgroup which leaves the metric
invariant up to a scale change, i.e.,

ηµν(x)→ η′µν(x′) = Ω(x)ηµν(x) (7.1)

These are consequently the transformations that conserve the angle between two vectors. Since if
you take two vectors v and w then the angle between the two vectors is defined as v ·w√

v2w2
, where

v ·w = ηµν(x)vµwν . And the angle between two vectors is independent of the metric, since

dv ·dw√
dv2dw2

=
ηµν(x)dvµdwν√

ηµν(x)ηρσ(x)dxµdxνdxρdxσ

=
dvµdwν√

(dxµ)2(dxν)2

(7.2)

Thus the angle between two vectors is conserved under a conformal transformation. Next we look at
the infinitesimal generators of the conformal group. The infinitesimal generators can be determined
by considering the infinitesimal coördinate transformation xµ → x′µ = xµ + εµ. For a general change
of coordinates x→ x′, we have:

ηµν(x)→ η′µν(x′) =
∂x′α

∂xµ
∂x′β

∂xν
ηαβ(x) (7.3)

Then for the coördinate transformation xµ → x′µ = xµ + εµ we have:

∂x′α

∂xµ
∂x′β

∂xν
ηαβ(x) = (δαµ +

∂εα

∂xµ
)(δβν +

∂εβ

∂xν
)ηαβ(x) (7.4)

which gives us:
ds2 → ds2 + (∂µεν + ∂νεµ)dxµdxν (7.5)

Where we can drop the O(ε2), since we are considering infinitesimal transformations. In order to
have a conformal transformation, thus to satisfy equation (7.1), we must require ∂µεν + ∂νεµ to be
proportional to ηµν , i.e.,

∂µεν + ∂νεµ = Aηµν

⇒ 2∂ · ε = An

⇒ A =
2

n
∂ · ε

(7.6)
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7 CONFORMAL TRANSFORMATIONS

Where we have multiplied both sides with ηµν , for notation we have used (ηµν)2 = ηµνη
µν = n and

∂µεµ = ∂ · ε.
∂µεν + ∂νεµ =

2

n
(∂ · ε)ηµν (7.7)

Note that we can rewrite equation (7.5), using ds2 = ηµνdxµdxν , in the following way

ηµνdxµdxν → (ηµν + ∂µεν + ∂νεµ)dxµdxν (7.8)

From this we conclude that
η′µν = ηµν + ∂µεν + ∂νεµ

= ηµν +
2

n
(∂ · ε)ηµν

= Ω(x)ηµν(x)

(7.9)

Where Ω(x) = 1 + 2
n(∂ · ε). Now we multiply equation (7.7) by ∂µ

�εν + ∂ν∂ · ε =
2

n
∂ν∂ · ε

⇒ �εν = (
2

n
− 1)∂ν∂ · ε

⇒ n�εν = (2− n)∂ν∂ · ε

(7.10)

Now we multiply by ∂µ
n�∂µεν = (2− n)∂µ∂ν∂ · ε

⇒ 2

n
�(∂µεν + ∂νεµ) = (2− n)∂µ∂ν∂ · ε

⇒ �∂ · ε = (2− n)∂µ∂ν∂ · ε

(7.11)

Where as usual we define � = ∂µ∂µ. In the last step we have used equation (7.7). Rewriting this
equation gives us:

(ηµν� + (n− 2)∂µ∂ν)∂ · ε = 0 (7.12)

If n > 2 we require that the third derivatives of ε must vanish, in order to satisfy equations (7.7) and
(7.12). Such that ε is at most quadratic in x. This results in the following possibilities for ε

1. εν = aν , ordinary translations independent of x.

2. εν = ωµνxν (where ω is antisymmetric), the rotations.

3. εν = λxν , the scale transformation.

4. εν = bνx2 − 2xνb ·x, the special conformal transformations.

Let us now turn these infinitesimal transformation into finite transformations. First of all we find the
Poincaré group

x→ x′ = x+ a

x→ x′ = Λx (Λµν ∈ SO(p, q))
(7.13)

Since the infinitesimal form of the translations simply is: aµ and for the Lorentz transformation the
infinitesimal form is: δµν + ωµν . Note that here we have Ω = 1. Adjoined to it, we have dilatations

x→ x′ = λx (7.14)

The infinitesimal transformations here are, due to Taylor expansion, xµ → xµ + λxµ. Note also
that here we have Ω = λ−2. For the same reasoning as before we have that the special conformal
transformations are:

x→ x′ =
x+ bx2

1 + 2b ·x+ b2x2
(7.15)

Here Ω = (1 + 2b ·x+ b2x2)2. Now we see that in order for scale invariance to imply invariance under
the full conformal group. There must be an extra condition such that the lagrangian is also invariant
under the special conformal transformations.
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8 From scale invariance to conformal invariance

In this section we are going to find necessary and sufficient conditions such that scale invariance
implies invariance under the full conformal group. We are going to do this based on the article [7]
and assuming that the lagrangian is renormalizable. As we have seen before the infinitesimal scale
transformations are:

x→ x′ = x+ λx (8.1)

We are in particular interested in the case when the field infinitesimal transforms linear, i.e.,

φ(x)→ φ′(x) = eλdφ(eλx (8.2)

for an arbitrary matrix d. Now we have

φ′(x′) = (1 + λd)(φ(x) + ∂µφ(x)λxµ)

= φ(x) + λ(d+ xµ∂
µ)φ(x)

⇒ δφ(x) = (d+ xµ∂
µ)φ(x)

(8.3)

Suppose we have a Lagrangian that is invariant under the scale transformation: φ → φ + δφ, with
δφ = D ·φ + xµ∂µφ. Here we have D as the dimension matrix, i.e., a generalization of d above and

φ ∼

 spin 0
spin 1/2
spin 1

. Then the associated scale current is given by

Jµ =
∂L

∂(∂µφ)
δφ+ xµL

= πµ · δφ+ xµL
= πµ ·D ·φ+ πµxν∂νφ− xµL
= πµ ·D ·φ+ xνT

µν
c

(8.4)

Here we have πµ = ∂L
∂(∂µφ) . Also we have defined the canonical energy-momentum tensor Tµνc =

πµ∂νφ− ηµνL which differs from the conventional symmetric energy-momentum tensor [7].

Tµν = πµ∂νφ− ηµνL+
1

2
∂λ(πλ ·Σµνφ− πµ ·Σλνφ− πν ·Σλµφ)

= Tµνc +
1

2
∂λ(πλ ·Σµνφ− πµ ·Σλνφ− πν ·Σλµφ)

(8.5)

Where the spin matrix Σµν is defined by the transformation properties of the fields under an infinites-
imal Lorentz transformation,

δµνφ = [xµ∂ν − xν∂µ + Σµν ]φ (8.6)

Now we are going to constuct an energy momentum tensor Θµν such that:

Jµ = xνΘµν (8.7)

which obeys the following relation:
∂µJ

µ = ∆ (8.8)

We shall show that a sufficient and necessary condition for (8.7) to exist for some Θµν is

πµ ·Dφ+ πλ ·Σµνφ = ∂λσ
µλ (8.9)

where σµλ is some tensor. Later we shall show that this condition is also a necessary and sufficient
condition for a scale-invariant theory to be conformally invariant. Let us first rewrite Jµ from scale-
invariance,

Jµ = πµ ·D ·φ+ xνT
µν
c

= πµ ·D ·φ+ xνT
µν − 1

2
xν∂λ(πλ ·Σµνφ− πµ ·Σλνφ− πν ·Σλµφ)

= πµ ·D ·φ+ xνT
νµ + πλΣµλφ− 1

2
∂λ{xν(πλ ·Σµνφ− πµ ·Σλνφ− πν ·Σλµφ)}

(8.10)

18
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We may discard the last term, since it is the divergence of an antisymmetric tensor. And thus by
theorem 6.3 we can define a new conserved current without it. Therefore we redefine the current to
be:

Jµ = πµ ·D ·φ+ xνT
µν + πλΣµλφ

= xνT
µν + ∂νσ

µν
(8.11)

where ∂νσ
µν = πµ ·D ·φ + πλΣµλφ, without specifying the exact form of σµν for now. Let us write

σµν in a symmetric σµν+ and an antisymmetric part σµν− this is always possible by theorem 6.4.

σµν = σµν+ + σµν− (8.12)

By the same reasoning we define a new current without the anti-symmetric part

Jµ = xνT
µν + ∂νσ

µν
+ (8.13)

Now we define

Xλρµν = ηλρσµν+ − ηλµσ
ρν
+ − ηλνσ

µρ
+ + ηµνσλρ+ −

1

3
ηλρηµνσα+α +

1

3
ηλµηρνσα+α (8.14)

Then 1
2∂λ∂ρX

λρµν is symmetric and divergence-less. This follows because 1
2∂λ∂ρX

λρµν = ηµν∂λ∂ρσ
λρ
+ .

And as we know ηµν is symmetric and divergence-less. This allows us to add this term to the en-
ergy momentum tensor without changing the four-momentum or the total angular momentum in the
following way

Θµν = Tµν +
1

2
∂λ∂ρX

λρµν (8.15)

The reason that Θµν is also a conserved current is that we have ∂µ(1
2∂λ∂ρX

λρµν) = 0. It follows that

Jµ = xνΘµν + ∂νσ
µν
+

= xνΘµν − xν
1

2
∂λ∂ρX

λρµν + ∂νσ
µν
+

= xνΘµν − 1

2
∂λ∂ρ(xνX

λρµν) +
1

2
(ηλν∂ρ + ηρν∂λ)Xλρµν + ∂νσ

µν
+

(8.16)

We note that 1
2∂λ∂ρ(xνX

λρµν) is the divergence of an anti-symmetric tensor and therefore we redefine
a new current without it. Also note that

ηρν∂λX
λρµν = −ηρν∂λ(ηµνσλρ+ )

= −∂λσµλ+

(8.17)

Which follows straight from equation (8.14). Thus also ηλν∂ρX
λρµν = −∂ρσµρ. Note here that after

applying ∂ρ we gain three terms two of which cancel against each other. Now we redefine the current
to be

Jµ = xνΘµν +
1

2
(ηλν∂ρ + ηρν∂λ)Xλρµν + ∂νσ

µν
+

= xνΘµν
(8.18)

Since the second and third term cancel. We have now achieved that we can write the scale current as
xνΘµν if equation (8.9) is satisfied. This is useful since when we now define

Kλµ = x2Θλµ − 2xλxρΘ
ρµ (8.19)

then we see that
∂µK

λµ = 2xµΘλµ − 2xρΘ
ρλ − 2xλΘρ

ρ = 0 (8.20)

Where the first two terms cancel and the last terms equals zero because ∂µJ
µ = Θµ

µ = 0. Thus it seem
that when equation (8.9) is satisfied scale invariance implis invariance under four other infinitesimal
transformations. We are going to show that these four other infinitesimal transformations are the
special conformal transformations.
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8 FROM SCALE INVARIANCE TO CONFORMAL INVARIANCE

The most general form of a renormalizable lagrangian is the sum of the free part and an interaction
part,

L = L0 + L1 (8.21)

The free part is given by

L0 =
1

2
∂µφ

a∂µφa − 1

2
(µ2

0)aφaφa + ψ
a
(i∂µγµ −ma

0)ψa

− 1

4
(∂µA

a
ν − ∂νA a

µ )2 +
1

2
(M2

0 )aA a
µ A

µa
(8.22)

The interaction part is given by

L1 = αaφa + βabcφaφbφc + λabcdφaφbφcφd

+ gabcψ
a
ψbψc + ihabcψ

a
γ5ψ

bψc + eabcψ
a
γµψbA c

µ

+ 2fabc(∂µφa)φbA c
µ + fabcfadeφbφdA c

µ A
µe

(8.23)

We know that the special conformal transformations are given by xµ → xµ + εµ, with εµ = bµx2 −
2xµb ·x. We can denote this with two free indices as δ µ

c xµ = −2xµxν+ηµνx2. The scale transformation
properties of field at arbitrary points, as we have seen before is given by

δφ = Dφ+ xµ∂µφ (8.24)

And for the conformal transformation of the fields we have

δ µ
c φ = (2xµxν − ηµνx2)∂νφ+ 2xµDφ+ 2xνΣµνφ (8.25)

Now for the conformal transformation of the lagrangian, dependent on the field φ and it’s first deriva-
tive where the field φ could have spin 0, 1/2 or 1, we have

δ µ
c L(x, φ, ∂λφ) = δ µ

c xν · ∂L
∂xν

+ δ µ
c φ · ∂L

∂φ
+ δ µ

c ∂λφ ·
∂L

∂(∂λφ)

= (2xµxν − ηµνx2) · ∂νL+ {(2xµxν − ηµνx2)∂νφ+ 2xµDφ+ 2xνΣµνφ} · ∂L
∂φ

+ [∂λδ
µ
c φ] ·πλ

= (2xµxν − ηµνx2) · ∂νL+ {(2xµxν − ηµνx2)∂νφ+ 2xµDφ+ 2xνΣµνφ} · ∂L
∂φ

+ [2(ηµλxν + ηνλxµ − ηµνxλ)∂νφ+ 2η ν
λ xµD∂νφ+ 2Dφ

+ 2xνΣµν∂λφ+ 2Σµνφ]πλ

(8.26)

In the first step we have used the chain rule. The term in round brackets corresponds to δ µ
c xν ,

the term in curly brackets corresponds to δ µ
c φ and the term between square brackets corresponds to

∂λδ
µ
c φ. Also we have defined πλ = ∂L

∂(∂λφ) .
Thus for a renormalizable lagrangian L we have that the change in the lagrangian due to a con-

formal transformation (δµc L) is given by

δµc L = (2xµxν − ηµνx2)∂νL+ 2πλ · (ηµλxν + ηνλxµ − ηµνxλ)∂νφ

+ 2xµ
∂L
∂φ
·Dφ+ 2xµπν ·D∂νφ

+ 2πµ ·Dφ+ 2xν
∂L
∂φ
·Σµνφ

+ 2xνπ
λ ·Σµν∂λφ+ 2πν ·Σµνφ

(8.27)

For a Lorentz invariant lagrangian L we have

∂L
∂φ
·Σµνφ+ πλ ·Σµν∂λφ− πν · ∂µφ+ πµ · ∂νφ = 0 (8.28)
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9 RENORMALIZATION

For a scale invariant lagrangian L we have

∂L
∂φ
·Dφ+ πλ ·D∂λφ+ πλ · ∂λφ = 4L (8.29)

Thus the conformal transformations of a Lorentz and scale invariant lagrangian L are given by

δµc L = (2xµxν − ηµνx2)∂νL+ 4xµL+ 2πµ ·Dφ+ 2πν ·Σµνφ

= ∂ν{(2xµxν − ηµνx2)L}+ 2πµ ·Dφ+ 2πν ·Σµνφ
(8.30)

Thus in order for L to be conformally invariant, two independent conditions must hold: scale invari-
ance, and

πµ ·Dφ+ 2πν ·Σµνφ = ∂µσ
µν (8.31)

Since then we can write the change of the lagrangian due to a special conformal transformation as the
total derivative of a tensor.

9 Renormalization

Quantum Field theory is where renormalization becomes truly interesting. Let us therefore consider
a simple example from quantum electrodynamics (QED). Namely the process of an electron and a
positron annihilating to create a muon-antimuon pair. We write this as e−e+ → µ−µ+. We can
visualise this process in terms of so called Feynman diagram, which is shown in figure 4.

The order of these expressions can be inferred by the number of vertices, and so in this process
the order is e2, where e is the charge of the particles. Now when we consider the second order in
perturbation theory, which can be visualised by the Feynman diagram in figure 5. This diagram has
two more vertices. Note that in principle we could add an arbitrary amount of loops such that there
are infinite of such Feynman diagrams. When we create a loop, we create virtual particles, for example
in the figure 5 we create a fermion anti-fermion pair. This pair has energy and momentum and due to
the superposition principle we must integrate over all these momenta. Each loop involves an integral
over four-momenta and each particle contributes a factor of inverse four-momentum to the integrand.
Hence the “‘blod” in figure 5 has an integral which goes as momentum squared, which diverges when
we take the ultraviolet cutoff of the integral over momenta to infinity.

This method we used is called power counting ; we count the powers of the internal momentum to
deduce hoe the integral behaves when the momentum is large. With this method one derives the so
called superficial degree of divergence of the Feynman diagrams. The latter gives the way the integral
diverges at large momenta, unless a symmetry of the lagrangian lowers the divergence.

9.1 Renormalizability

Checking whether a lagrangian is renormalizable can be done by so called dimension counting. When
we denote the smallest dimension of a coupling factor by [g], then we can label the lagrangian in the

Figure 4: e−e+ → µ−µ+ at leading order
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9.1 Renormalizability 9 RENORMALIZATION

Figure 5: e−e+ → µ−µ+ with one loop

following way
Super renormalizable [g] > 0

Renormalizable [g] = 0

Non-renormalizable [g] < 0

(9.1)

Note that we measure the dimension in terms of energy. Let us illustrate how this process works by
the following example.

Example 9.1. Consider a field whose lagrangian has the following form

L = ψ(6∂ −m)ψ + c(ψψ)2 + dφ4 + eφ2 (9.2)

Where c, d and e are the coupling factors. Here we have that ψ represents a fermion field and φ
represents a scalar field. The first part ψ( 6 ∂ + m)ψ + eφ2, is called the free part of the lagrangian.
The other two terms are called the interaction terms. The action of a lagrangian must always be
dimensionless. In d = 4 space-time dimensions we have that the action S for a free fermion field is
given by

S =

∫
ψ 6∂ψd4x (9.3)

And the action of a free scalar field is given by

S =
1

2

∫
ηµν∂µφ∂µφd4x (9.4)

By free we mean that there are no interaction terms present in the lagrangian. We know that the
action always must be dimensionless. Also we see that the dimension of d4x, equals −4, since length
∼ 1/energy. Thus we see that the dimension of ψ equals 3

2 , which we denote by [ψ] = 3
2 , also we see

that [φ] = 1. Here we have used that the dimension of [ 6∂] = 1 and [∂µ] = 1 since they both contain a
first derivative.

Therefore also the dimension of the first interaction term [c(ψψ)2] = 4. From this we conclude
that [c] = −2. Thus by (9.1) this term and as a consequence the lagrangian is non-renormalizable.
Since one of the coupling factors has a negative dimension.

We could also try to apply this mechanism to check whether the prototype lagrangian of QCD is
renormalizable.

Example 9.2. The lagrangian is given by the formula

L = −1

4
TrFµνF

µν + ψ(iγµ[∂µ − gAµ]ψ −mf )ψ (9.5)

Which we rewrite as

L = −1

4
TrFµνF

µν + ψiγµ∂µψ − gψiγµAµψ −mfψψ (9.6)

From this equation it follows that [g] = 0, thus gψiγµAµψ is a renormalizable term. Also we note that
[mf ] = 1, thus mfψψ is a super renormalizable term.
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Now that we have seen how to classify whether a lagrangian is renormalizable or not, it would
only be unsatisfying to not know why this works. The basic reason why dimension counting works
is the following. As I have told you before we want to absorbed the divergence of the integral in the
physical parameters of the system. We can have infinitely many non-renormalizable terms by adding
derivatives and fields. They are increasingly suppressed however by powers of the UV cut-off. Thus
they go to zero if the cut-off goes to infinity. The problem is to have control over these terms when
the cut-off remains finite because it corresponds to some physical scale. Imposing renormalizability
avoids dealing with these infinitely many terms.

Renormalizability is thus a restrictive condition that reduces the most general renormalizable
lagrangian in d = 4 to the one in (8.21). Renormalizability was used to answer the main question of
this thesis, following article [7]. In fact, we have used the property that the form of the lagrangian
(8.21) is not modified by quantum corrections, i.e., no new terms will appear.
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