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Abstract

In this thesis we consider the output regulation problem for linear multi-agent
systems, with and without uncertainty. We assume that the reference signals
and disturbances are generated as outputs of some linear time-invariant au-
tonomous system. The uncertainty of the agents appears in two different ways,
namely as additive perturbation and multiplicative perturbation. For both, with
and without uncertainty a dynamic state feedback and dynamic output feed-
back protocol is built and necessary and sufficient condition for the existence
are given.
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Chapter 1

Introduction

Motivated by the appealing and fruitful research of distributed dynamical sys-
tems, this thesis is a study of the output regulation problem for multi-agent
systems. Problems about consensus and formation of multi-agent systems have
been studied in many publications in the recent years. In the basic problem,
the systems are linear and all information is exactly known. In particular, not
all information is measurable or available in communication, hence we not only
consider state feedback but also output feedback. So, we will study linear multi-
agent systems with uncertainty. In that case not all the information about the
system is exactly known, but we accept a bounded uncertainty. We will start
this thesis with the output regulation problem for linear multi-agent systems
without uncertainty. Later we will move on to linear multi-agent systems with
uncertainty.

The system consists of two types of subsystems. The first is the exosystem
and the second are N agents. In this problem not all of the N agents can
access the exogenous signal. Furthermore the subsystems are interconnected
by a directed graph. Thus, we will study the output regulation problem for a
directed dynamical network of interconnected linear systems with a bounded
uncertainty. The questions that came up is, is the output regulation problem
solvable for linear multi-agent systems with a bounded uncertainty? If so, what
is the limit of the uncertainty? And how can we build a controller such that the
controlled system is output regulated?

1.1 Multi-agent systems

A multi-agent system is a system composed of multiple interacting intelligent
agents within a specific environment. Multi-agent systems are used to solve
problems that are (too) difficult or impossible for an individual agent or single
system to solve. A intelligent agents is an agent which observes through sensors
and acts upon an environment, using actuators, and directs its activities to-
wards achieving goals. Topics where multi-agent systems research may deliver a
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good approach include fire-control systems, disaster response, modelling social
structures, manned/unmanned flights and guidance systems.

The topic of multi-agents systems has drawn a lot of attention because many
benefits can be obtained by replacing the very complex, single systems by a
(large) group of small, single systems. The question that came up was ’how
can we control these multi-agent systems?’. The first idea was to built a pow-
erful central controller that is available to control the entire group of subsys-
tems. However, this is only an extension of the traditional method for com-
plex, single systems and is it against the idea of using small, simple agents.
Besides, the control commands have to be send to all other agents from the
central controller, which requires a lot of communication channels. Driven by
studying schools and swarms in nature, the idea arises to look at local commu-
nication/interconnections. This local communication between animals makes
sure that the school or swarm stays together. Therefore, local communication
seems a powerful mean to control the entire system. In such a cooperative
and distributed environment, the multi-agent systems can be built. In addition
to reducing the complexity of the large, single systems, distributed control of
multi-agent systems can bring more advantages, namely flexibility, robustness
an scalability. This depends of course on the design of the distributed controller,
but are interesting benefits.

Nowadays, many distributed coordination problems in multi-agent systems
are studied, such as consensus/synchronization, formation control, distributed
optimization, distributed estimation and intelligent coordination. The problem
we will study in this thesis is the output regulation problem. [4] [9]

1.2 Output regulation problem

The output regulation problem deals with asymptotic tracking of reference sig-
nals and/or asymptotic rejection of undesired disturbance in the output of a
dynamical system. The main difference between the output regulation problem
and the conventional tracking (and disturbance rejection) problem is that in
the output regulation problem the reference signals (and disturbances) are not
completely unknown, but are elements of some function class. In this thesis
we assume that these reference signals (and disturbances) are generated as out-
puts of some linear time-invariant autonomous system. This system is called
the exosystem. One can incorporate the equations of the exosystem into the
equations of the control system, then the requirement is that the output of the
new, aggregated system converges to zero, regardless of the initial state. [2] [5]

1.3 Mathematical problem formulation

1.3.1 The model

In this problem we consider a multi-agent system, which consists of two types
of subsystems: N agents and an exosystem.
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We consider a multi-agent system of N agents with an underlying directed
graph G (more about this can be found in section 2.1). This directed graph tells
us how the agents are interconnected. The dynamic of agent i is given by{

ẋi = Axi +Bui
zi = Hxi,

(1.1)

where xi ∈ Rn is the state, zi ∈ Rq is the output and ui ∈ Rm the control input
of agent i.

The exosystem is described by the following dynamics{
ẇ = Sw
z = Rw,

(1.2)

where z ∈ Rq is the output and w ∈ Rt the state of the exosystem. We assume
that matrix S has all its eigenvalues on the imaginary axis. For a given initial
state of the exosystem, z(t) is the reference signal that the agents 1.1 are required
to track. In this sense, the exosystem can be seen as a leader.

Since it is intended that zi will follow the output z of the exosystem, we
define the tracking error for agent i by

ei = zi − z (1.3)

= Hxi −Rw, (1.4)

where ei ∈ Rq.

1.3.2 The problem

Definition 1 (Linear distributed output regulation problem). Given the plant
1.1, the exosystem 1.2 and the directed graph G, find a distributed control law
such that for any initial condition xi(0) and w(0), the tracking errors ei satisfy

lim
t→∞

ei(t) = 0, i = 1, ..., N.

Thus we have to design a controller such that the output zi of the closed-
loop system tracks the reference signal z of the exosystem. In other words the
tracking errors ei have to converge to 0. The directed graph G represents the
interconnection between the agents and the the exosystem.

This problem is more difficult than the normal regulation problem, because
each agent has to collect information in a distributed way from it neighbors. [8]
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Chapter 2

Preliminaries

We start this thesis with some useful notation, basic facts and relevant results
from control theory.

2.1 Graph theory

2.1.1 Graphs

First, we will introduce some basic knowledge on graph theory. A directed
graph, or digraph is denoted by G = (V, E). Where V = {1, 2, ..., N} is a set
of nodes; E ⊆ V × V represents the set of edges. An edge from node i to
node j is denoted by (i, j) ∈ E . In this case we call node j a neighbor of
node i. Let Ni be the neighbor set of node i that consists of all the neighbors
of node i and is a subset of V. Now we consider a sequence of edges of the
form (i1, i2), (i2, i3), (i3, i4), ..., (ik−2, ik−1), (ik−1, ik). This set of edges is called
a path of G from i1 to ik. Then we also say that ik is reachable from i1. A node
j which is reachable from every other node i is called globally reachable.

When we talk about a directed graph, we use the term child and parent.
An edge points from a parent to a child. A directed tree is a directed graph,
where every node has exactly one parent, except one node, called the root. The
root has no parent and from the root every node is reachable. A spanning
tree of a digraph is a directed tree formed by edges that connect all the nodes
of the graph. We call a graph Gs = (Vs, Es) a subgraph of G if Vs ⊆ V and
Es ⊆ E ∩ (Vs ×Vs). A subgraph Gs = (Vs, Es) of G is called a directed spanning
tree of G if Gs is a directed tree and V = Vs. Thus the digraph G contains a
directed spanning tree if a directed spanning tree is a subgraph of G. Therefore
we can conclude that the digraph G contains only a directed spanning tree if G
has at least one node which can reach every other node. [1]

Let be G = (V, E) a diagraph with V = {0, 1, ..., N} where 0 is associated
with the leader and 1, .., N with the N subsystems, and (i, j) ∈ E if and only if
there exists an edge from i to j. Further we define G = (V, E), where V = 1, .., N
and E ⊆ V × V. So G is a subgraph of G. [1]
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2.1.2 Weighted adjacency and Laplacian matrices

Now we will introduce the weighted adjacency matrix of a digraph G. This is a
nonnegative matrix A = [aij ] ∈ RN×N , where aii = 0 and aij > 0 ⇐⇒ (j, i) ∈
E . It is also possible if we have a matrix A ∈ RN×N satisfying aii = 0 and
aij ≥ 0, to create a digraph G such that A is the weighted adjacency matrix
of G. The Laplacian of a digraph G is denoted by L = [lij ] ∈ RN×N , where

lii =
∑N
j=1 aij and lij = −aij if i 6= j. The Laplacian is also often written as

L = D − A. The matrix D is defined as D = diag{d1, .., dN} ∈ RN×N , where

di =
∑N
j=1 aij . [1]

2.2 Mathematical control theory

2.2.1 Notation

Before we state the following lemma’s, we will introduce the notation and defi-
nition of an annihilator of a matrix and the H∞-norm of a matrix.

Annihilator of a matrix

Definition 2. Let M be an n ×m matrix of rank m with m < n. Then there
exists a matrix M⊥ with n−m rows and n columns and rank n−m such that
M⊥M = 0. Any such M⊥ is called an annihilator of M .

H∞-norm

Definition 3. We consider the linear system:{
ẋ = Ax+Bu
y = Cx+Du

(2.1)

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m. The transfer matrix
of this system is given by G(s) = C(sI − A)−1B + D. Let G(s) be proper and
assume that σ(A) ∈ C−. Then G(s) is well defined for all s = iω. In fact for all
ω ∈ R we can consider the complex matrix G(iω). The operator norm ||G(iω)||
is equal to σ1(G(iω)), the largest singular value of G(iω). We now define the
H∞-norm of G(s) as

||G||∞ := sup
ω∈R
||G(iω)||.

[7]

2.2.2 Schur complement lemma

Lemma 1. Let M be a symmetric matrix partitioned into blocks:

M =

(
M1 M2

MT
2 M3

)
.
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Assume that M3 is positive (negative) definite. Then the following properties
are equivalent:

(i) M is positive (negative) definite;

(ii) The Schur complement of M3 in M , defined as the matrix M1−M2M
−1
3 MT

2 ,
is positive (negative) definite.

A similar statement fold for M1 and its Schur complement. [3]

2.2.3 Finsler’s lemma

Lemma 2. Let x ∈ Rn, M1 ∈ Rn×n be symmetric, and M2 ∈ Rm×n such that
rank(M2)< m. Then the following statements are equivalent:

(i) xTM1x < 0 for all x 6= 0 such that M2x = 0;

(ii) M⊥2 M1(M⊥2 )T < 0;

(iii) ∃µ ∈ R such that M1 − µM2M
T
2 < 0;

(iv) ∃M3 ∈ Rn×m such that M1 +M3M2 +MT
2 M

T
3 < 0.

Note that in the above M3 = − 1
2µM

T
2 is one feasible solution. [6]

2.2.4 Bounded real lemma

We consider the linear system:{
ẋ = Ax+Bu
y = Cx+Du

(2.2)

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m. The transfer matrix
of this system is given by G(s) = C(sI −A)−1B+D. The bounded real lemma
gives necessary and sufficient conditions under which A is Hurwitz and the H∞-
norm of the transfer matrix G(s) is strictly less than a given γ > 0.

Theorem 1. Let γ > 0. Then the following statements are equivalent:

(i) A is Hurwitz and ||G(s)||∞ < γ;

(ii) γ2I −DTD > 0 and there exists Y > 0 such that

Y A−ATY + (Y B + CTD)(γ2I −DTD)−1(Y B + CTD)T + CTC < 0;
(2.3)

(iii) There exist Y > 0 such thatY A+ATY Y B CT

BTY −γ2I DT

C D −I

 < 0. (2.4)
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Proof. (ii) ⇐⇒ (iii): Using the Schur complement we have that (ii) is equiva-
lent to (

Y A+ATY + CTC Y B + CTD
BTY +DTC DTD − γ2I

)
< 0

subsequently this is equivalent to(
Y AAT Y B
BTY −γ2I

)
+
(
C D

)T (
C D

)
< 0

equivalently Y A+ATY Y B CT

BTY −γ2I DT

C D −I

 < 0.

(ii) → (i): First define Q := −(Y A+AT + (Y B +CTD)(γ2I −DTD)−1(Y B +
CTD)T + CTC). By 2.3, we have Q > 0. Now we have to prove two things:
(1) A is Hurwitz and (2) ||G(s)||∞ < 0. First we focus on proving that A is
Hurwitz. Let λ be an eigenvalue of A with eigenvector v 6= 0. We now take the
equality from above

Y A+ATY = −(Y B + CTD)(γ2I −DTD)−1(Y B + CTD)T − CTC −Q.

And premultiplying with v∗ and postmultiplying with v, using that Av = λv,
v∗A = λ̄v∗A and the notation ||x||2R = x∗Rx

2 ·Re(λ)v∗Y v = −||Cv||2 − ||(BTY +DTC)v||2γ2I−DTD − v
∗Qv. (2.5)

By (2.5) we get Re(λ) ≤ 0. But if we assume Re(λ) = 0, we have v∗Qv = 0 and
thus v = 0. This is a contradiction, thus Re(λ) < 0. With this, statement (1)
that A is Hurwitz is proven.
Next we have to prove that ||G||∞ < γ. Therefore let 0 6= u ∈ L2(R+,Rm)
and take x(0) = 0, then y ∈ L2(R+,Rp). Let x(t) be the corresponding state
trajectory and consider xT (t)Y x(t). We have

d

dt
(xTY x)− γ2||u||2 + ||y||2 (2.6)

= (Ax+Bu)TY x+ xTY (Ax+Bu)− γ2uTu+ xTCTCx+ (2.7)

xTCTDu+ uTDTCx+ uTDTDu (2.8)

=

(
x
u

)T (
ATY + Y A+ CTC Y B + CTD

BTY +DTC DTD − γ2I

)(
x
u.

)
(2.9)

From the matrix in the middle we know that this is negative definite, so there

exists ε > 0 small enough such that adding

(
0 0
0 ε2I

)
to the original matrix,
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the result is still negative definite. Therefore (2.9) is equal to(
x
u

)T (
ATY + Y A+ CTC Y B + CTD

BTY +DTC DTD − (γ2 − ε2)I

)(
x
u

)
−(

x
u

)T (
0 0
0 ε2I

)(
x
u

)
.

Thus we get

d

dt
(xTY x)− γ2||u||2 + ||y||2 + ε2||u||2 =(

x
u

)T (
ATY + Y A+ CTC Y B + CTD

BTY +DTC DTD − (γ2 − ε2)I

)(
x
u

)
≤ 0,

or

d

dt
(xTY x)− (γ2 − ε2)||u||2 + ||y||2 ≤ 0.

This holds for all t ≥ 0. Integrating from 0 tot ∞ and noting that x(0) = 0 and

t→∞x(t) = 0, we obtain∫ ∞
0

d

dt
(xTY x) ≤

∫ ∞
0

(γ2 − ε2)||u||2dt−
∫ ∞
0

||y||2dt.

So,

x(∞)TY x(∞)− x(0)TTx(0) ≤ (γ2 − ε2)||u||22 − ||y||22.

Thus,

||y||2 ≤
√
γ2 − ε2||u||2.

This holds for all 0 6= u ∈ L2(R+,Rm), so

max

{
||y||2
||u||2

|0 6= u ∈ L2(R+,Rm)

}
≤
√
γ2 − ε2.

This implies that ||G||∞ ≤
√
γ2 − ε2 < γ. The proof of the converse (i) to (ii)

is more involved and will be omitted here. [7]

2.2.5 Notes on the LMI BXC + (BXC)T +Q < 0

Consider the following linear matrix inequality (LMI)

BXC + (BXC)T +Q < 0. (2.10)

Let B ∈ Rn×m have rank m, let C ∈ Rk×n have rank k, and let Q ∈ Rn×n be
symmetric. Furthermore X ∈ Rm×k is the unknown.
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Theorem 2. The following statements are equivalent:

(i) The inequality (2.10) has a solution X.

(ii) B⊥QB⊥T < 0 and CT⊥QCT⊥T < 0.

In that case a solution X is given by

X = −R−1BTΦCT (CΦCT )−1,

where R > 0 is such that

Φ := (BR−1BT −Q)−1 > 0.

Proof. (i) ⇒ (ii): Assume that if 2.10 has a solution X, then B⊥(BXC +
CTXTBT + Q)B⊥T ≤ 0, so we obtain B⊥QB⊥T ≤ 0. For the same reason
it holds that CT⊥QCT⊥T ≤ 0. Assume now xTB⊥QB⊥Tx = 0. Since we
have that xTB⊥QB⊥Tx = xTB⊥(BXC + CTXTBT + Q)B⊥Tx and BXC +
(BXC)T + Q < 0, this yield B⊥Tx = 0. Now we have that B⊥T has linearly
independent columns, thus x = 0. Therefore B⊥QB⊥T < 0. In the same way
we show that CT⊥QCT⊥T < 0.

(ii) ⇒ (i): We start with B⊥QB⊥T < 0. By Finsler’s lemma there exists
r 6= 0 such that

1

r
BBT −Q > 0.

Define R := rI. Then BR−1BT −Q > 0. Therefore also

Φ := (BR−1BT −Q)−1 > 0.

Since C has linearly indenpendent rows, also CT > 0, thus (CΦCT )−1 exists.
Define now X := R−1BTΦCT (CΦCT )−1. We will proof that this X satisfies
2.2.5. Consider the matrix

T :=

(
CT⊥

CΦ

)
.

We claim that T is square. Indeed, CT⊥ has n − k rows. Furthermore CΦ
has k rows and n columns, which proves the claim. We now prove that T is
nonsingular. Let x ∈ Rn and put Tx = 0. Then CT⊥x = 0 and CΦx = 0. Thus
x ∈ imCT , so there is a vector v such that x = CT v. This implies CΦCT v = 0,
where v = 0, so x = 0.

Now we show that with the given X it holds that

T (BXC + (BXC)T +Q)TT < 0. (2.11)

First note that

CT⊥(BXC + (BXC)T +Q)CT⊥T = CT⊥QCT⊥T < 0.
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Also,

CΦ(−BR−1BTΦCT (CΦCT )−1C − CT (CΦCT )−1CΦBR−1BT +Q)ΦCT

= −CΦBR−1BTΦCT − CΦCT + CΦQΦCT

≤ −CΦCT

< 0.

Finally

CT⊥(−BR−1BTΦCT (CΦCT )−1C − CT (CΦCT )−1CΦBR−1BT +Q)T

= −CT⊥(BR−1BT −Q)ΦCT

= CT⊥CT

= 0.

In fact, we now show that

T (BXC + (BXC)T +Q)TT =

(
CT⊥QCT⊥T 0

0 −CΦCT

)
< 0.

From this we can conclude that also

BXC + (BXC)T +Q < 0.

With this statements we conclude the proof. [7]
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Chapter 3

Output regulation of
systems without
uncertainty

3.1 Solvability

In order to study the problem defined in definition 1, we do the following as-
sumption. Assume that the entry a01 in the adjacency matrix is equal to 1 and
a0j = 0 for j 6= 1. Thus only agent 1 is connected to the exosystem, i.e node
0. In other words only agent 1 receives the output signal z of the exosystem.
It is not necessary that specific node 1 is connected to the exosystem, but it is
neceassy that at least one node is connected to the exosystem.

All other agents are interconnected according to the directed graph G. Thus
not all agents are connected to all other agents, but we assume that the directed
graph contains a directed spanning tree. Easily said, this means that all agents
are directly or indirectly connected to the exosystem. Each agents has to collect
his information in a distributed way.

To control the whole network, each agent has his own controller according
to a particular protocol. We have two ways to control the interconnection of the
plant and the exosystem, namely by dynamic state feedback or dynamic output
feedback protocols. Dynamic state feedback protocols have the following form
An example of such a directed graph is show in figure 3.1.

{
ẇ1 = Sw1 + T (z −Rw1)

ẇi = Swi +
∑N
j=1 aij(wj − wi) for i = 2, ..., N

(3.1)

{
ui = Fxi +Kwi, for i = 1, .., N, (3.2)
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Figure 3.1: A directed graph with 7 agents and node 0 as leader.

where wi(t) ∈ Rs is the internal state of the dynamic protocol for agent i.
Furthermore T is such that S − TR is Hurwitz and the matrices F and K will
be determined later.

The second possibility is to control the network by means of dynamic output
feedback protocols of the form{

ẇ1 = Sw1 + T (z −Rw1)

ẇi = Swi +
∑N
j=1 aij(wj − wi) for i = 2, ..., N

(3.3)

{
v̇i = Acvi +Bc(zi −Rwi)
ui = Ccvi +Dczi +Kwi, for i = 1, ..., N,

(3.4)

where wi(t) ∈ Rs and vi(t) ∈ Rnc are the internal states of the dynamic protocol
for agent i. Furthermore T is such that again S − TR is Hurwitz. Ac, Bc, Cc,
Dc and K are the gain matrices, which we have to determine later. Further we
assume that H of the plant has full row rank.

Before we will solve the main problem, formulated in chapter 1.3, we will
give the following lemma.

Lemma 3. In (3.1) and exactly similar (3.3), we have that wi(t) − w(t) → 0
as t → ∞ exponentially for all i = 1, ..., N , for all initial conditions on the
exosystem and the protocol.

Proof. Define w̃i = wi − w, ∀ i = 1, ..., N . Then we have

˙̃w1 = ẇ1 − ẇ
= Sw1 + Tz − TRw1 − Sw
= Sw1 + TRw − TRw1 − Sw
= (S − TR)(w1 − w)

= (S − TR)w̃1,
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where S − TR is Hurwitz. Thus w̃1 tends to 0 exponentially, due to corollary
2.11 of [2].

Now we look at the situation i = 2, ..., N and evaluate ˙̃wi,

˙̃wi = ẇi − ẇ

= Swi +

N∑
j=1

aij(wj − wi)− Sw

= S(wi − w) +

N∑
j=1

aij(wj − wi)

= Sw̃i +

N∑
j=1

aij(w̃j − w̃i).

Now we create the vector w̃ = [w̃2
T , ..., w̃N

T ] and write the Laplacian L of G

as L =

[
l11 l12
l21 L̃

]
. Because only agent 1 is connected with the node 0 and does

not use the relative information of the other nodes, we know that l11 = 0 and

l12 = 0. So L̃ =

[
0 0

l21 L̃

]
is the Laplacian which describes the interconnection

relation for the above protocols. Thus we have

˙̃w =
(
IN−1 ⊗ S − L̃ ⊗ Is

)
− l21 ⊗ w̃1. (3.5)

It is easy to see that
∑N
j=1 lij = 0 for all i, thus we have that L̃ has a unique

zero eigenvalue and the others have strictly positive real parts, see appendix A.
Therefore we have that −L̃ is Hurwitz. Let v(t) = (IN−1 ⊗ e−St)w̃. Then we
get

v̇ = −(IN−1 ⊗ Se−St)w̃ + (IN−1 ⊗ e−St)[
(
IN−1 ⊗ S − L̃ ⊗ Is

)
− l21 ⊗ w̃1]

= −(L̃ ⊗ e−St)w̃ − l21 ⊗ (e−Stw̃1)

= −(L̃ ⊗ Is)v − l21 ⊗ (e−Stw̃1).

Now we will evaluate these expression. Since S has all its eigenvalues on the
imaginary axis and w̃1 goes to 0 exponentially, we can conclude that also the
term e−Stw̃1 goes to 0 exponentially. Thus the last term vanishes. Also the first
term vanishes, because −(L̃ ⊗ Is) is Hurwitz and we can repeat the reasoning
we did for w̃1. Therefore v tends to zero, as well as w̃. With this statement the
proof is finished. [9]

3.2 Dynamic state feedback

In this section, we will study the dynamic state feedback protocol{
ẇ1 = Sw1 + T (z −Rw1)

ẇi = Swi +
∑N
j=1 aij(wj − wi) for i = 2, ..., N

(3.6)

14



{
ui = Fxi +Kwi, for i = 1, .., N, (3.7)

for linear multi-agent systems without uncertainty. We will give necessary con-
ditions for the existence of such a protocol that makes sure that the network
is output regulated. This means that the control law is such that the system
matrix of the network is Hurwitz, for w ≡ 0 and the tracking errors ei converges
to 0, see definition 1. This section also gives explicitly how to build such a
protocol.

Theorem 3. Let Π and Γ be a solution pair to the regulator equations{
ΠS = AΠ +BΓ
0 = HΠ−R. (3.8)

If (A,B) is stabilizable, i.e. there exists F such that (A+BF ) is Hurwitz, then
the network of nodes 1.2 and 1.1 with protocol 3.6-3.7, where K = Γ − FΠ, is
output regulated.

Proof. Take x̃i = xi −Πwi, i = 1, .., N , where Π together with Γ satisfies (3.8).
Consequently we get,

˙̃x1 = ẋ1 −Πẇ1

= Ax1 +Bu1 −ΠSw1 −ΠT (z −Rw1)

= Ax1 +BFx1 +BKw1 −AΠw1 −BΓw1 −ΠT (z −Rw1)

= (A+BF )x1 + (A+BF )Πw1 −ΠT (z −Rw1)

= (A+BF )x̃1 −ΠT (z −Rw1).

And for i = 2, ..., N ,

˙̃xi = ẋi −Πẇi

= Axi +Bui − ΓSwi −Π

N∑
j=1

aij(wj − wi)

= (A+BF )xi +BΓwi −BFΠwi −AΠwi −BΓwi −Π

N∑
j=1

aij(wj − wi)

= (A+BF )xi + (A+BF )Γwi −Π

N∑
j=1

aij(wj − wi)

= (A+BF )x̃i −Π

N∑
j=1

aij(wj − wi), i=2,...,N.

Now we denote Σ1 = ΠT (z−Rw1) and Σi = Π
∑N
j=1 aij(wj−wi) for i = 2, ..., N .

Now we can construct a general form for i = 1, ..., N ,

˙̃xi = (A+BF )x̃i − Σi. (3.9)
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with A+BF is Hurwitz. Because Σi(t)→ 0 as t→ exponentially, we now take
Σi as output of a globally exponentially stable linear system with input 0. We
can see that x̃i(t) → 0 as t → ∞, see corollary (3.22) of [2]. Together with
the result of lemma 3 that wi(t) − w(t) → 0 as t → ∞ exponentially, we can
conclude that het network is output regulated.

The following question is: How can we compute a suitable F for a given
system, and an associated K = Γ − FΠ? To answer this question we will
introduce first a new lemma.

Lemma 4. If (A,B) is stabilizable, then there exist F such that there exist
P > 0 such that

(A+BF )TP + P (A+BF ) < 0, (3.10)

i.e. there exists P > 0 that solves the Lyapunov inequality.

Note that the converse is also true, but that part is not interesting for our
reasoning.

Proof. Because (A,B) is stabilizable, we know that there exist F such that
A+BF is Hurwitz. The candidate for P we will test now is the following:

P =

∫ ∞
0

e(A+BF )T te(A+BF )tdt

The claim is that this P solves the Lyapunov inequality:

(A+BF )TP + P (A+BF ) < 0.

To check this we plug P into equation (3.10):

(A+BF )TP + P (A+BF )

=

∫ ∞
0

[(A+BF )T e(A+BF )T te(A+BF )t + e(A+BF )T te(A+BF )t(A+BF )]dt

=

∫ ∞
0

[
d

dt
e(A+BF )T te(A+BF )t]dt

= e(A+BF )T te(A+BF )t|∞0
= −I
< 0.

We conclude that F and P satisfy (3.10).

The following lemma gives a necessary and sufficient condition for the ex-
istence of such a pair F and P that satisfy (3.10). This condition is in terms
of solvability of a linear matrix inequality. It also gives explicit formulas to
compute a suitable F and P .
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Lemma 5. There exist F and matrix P > 0 such that inequality

P (A+BF ) + (A+BF )TP < 0 (3.11)

holds if and only if there exists a matrix Q > 0 such that

B⊥(QAT +AQ)(B⊥)T < 0.

In this case, a suitable P is given by P = Q−1 and a suitable F is given by
F = µBTQ−1, where µ is a real number that statisfies the inequality QAT +
AQ+ 2µBBT < 0.

Proof. ⇐: Let Q = P−1. Then we get

QAT +AQ+QFTBT +BFQ < 0.

When we premultiply with B⊥ and postmultiply with (B⊥)T , we get

B⊥(QAT +AQ)(B⊥)T +B⊥QFTBT (B⊥)T +B⊥BFQ(B⊥)T < 0,

which yields B⊥(QAT +AQ)(B⊥)T < 0.

⇒: For the ’if’ part we use Finsler’s lemma, which tells us that if xT (QAT +
AQ)x < 0 for all x such that Bx = 0 there exists a real µ such that AQT +
AQ+ 2µBBT < 0. Let P = Q−1 and F := µBTQ−1. Then we have that

(A+BF )TP + P (A+BF )

= (A+ µBBTQ−1)TQ−1 +Q−1(A+ µBBTQ−1)

= ATQ−1 +Q−1A+ 2µQ−1BBTQ−1 < 0.

So, in order to obtain a cooperative output regulation protocol, one has
to

1. Compute a solution pair (Π,Γ) to the linear matrix equations{
ΠS = AΠ +BΓ
0 = HΠ−R

2. Compute Q > 0 such that the linear matrix inequality
B⊥(QAT +AQ)(B⊥)T < 0 holds;

3. Compute a µ such that the linear matrix inequality
QAT +AQ+ 2µBBT < 0 holds;

4. Compute F = µBTQ−1;

5. Compute K = Γ− FΠ.

[9]
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3.3 Dynamic output feedback

In this section, we will discuss the design of a dynamic output feedback protocol
of the form

{
ẇ1 = Sw1 + T (z −Rw1)

ẇi = Swi +
∑N
j=1 aij(wj − wi) for i = 2, ..., N

(3.12)

{
v̇i = Acvi +Bc(zi −Rwi)
ui = Ccvi +Dczi +Kwi, for i = 1, ..., N.

(3.13)

Theorem 4. Let Π and Γ be a solution pair to the regulator equations{
ΠS = AΠ +BΓ
0 = HΠ−R. (3.14)

If (A,B) is stabilizable and (H,A) is detectable, i.e. there exists F such that
(Af +BfFHf ) is Hurwitz (see appendix B for the proof), where

Af =

[
A 0
0 0

]
, Bf =

[
B 0
0 I

]
, Hf =

[
H 0
0 I

]
, F =

[
Dc Cc
Bc Ac

]
,

then the network of nodes 1.2, 1.1 with protocol 3.12-3.13, where K = Γ −
DcHΠ, is output regulated.

Proof. Let x̃i = xi−Πwi, i = 1, ..., N , where Π together with Γ satisfies (3.14).
Consequently we get for i = 1:

˙̃x1 = ẋ1 −Πẇ1

= Ax1 +BCcv1 +BDcHx1 +B(Γ−DcHΓ)w1 −ΠSw1 −ΠT (z −Rw1)

= Ax1 +BΓw1 −ΠSw1 +BDcHx1 −BDcHΠw1 +BCcv1 −ΠT (z −Rw1)

= (A+BDcH)x̃1 +BCcv1 −ΠT (z −Rw1).

For i = 2, .., N we get

˙̃xi = ẋi − Γẇi

= Axi +BCcvi +BDcHxi +B(Γ−DcHΓ)wi −ΠSwi −Π

N∑
j=1

aij(wj − wi)

= Axi +BΓwi −ΠSwi +BDcHxi −BDcHΠwi +BCcvi −Π

N∑
j=1

ij(wj − wi)

= (A+BDcH)x̃i +BCcvi −Π

N∑
j=1

aij(wj − wi).
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As before we denote Σ1 = ΠT (z − Rw1) and Σi =
∑N
j=1 aij(wj − wi), for

i = 2, ..., N . In short we want to evaluate the equation

˙̃xi = (A+BDcH)x̃i +BCcvi − Σi,

for i = 1, ..., N . From lemma 3 we know that Σi(t)→ 0 as t→∞ exponentially
for all i. Furthermore we have for all i that

v̇i = Acvi +Bczi −BcRwi
= Acvi +BcHxi −BcHΠwi

= Acvi +BcHx̃i.

Combining this we get(
˙̃xi
v̇i

)
=

(
A+BDcH BC

BcH Ac

)(
x̃i
vi

)
+

(
−I
0

)
Σi.

Since there exists F such that (Af + BfFHf ) is Hurwitz, we can also say

that there exists F =

(
Dc Cc
Bc Ac

)
such that

(
A+BDcH BC

BcH Ac

)
is Hurwitz.

With this statement, the proof is completed.

Using the same reasoning as in lemma 4 we see that if (A,B) is stabilizable
and (H,A) is detectable, then there exists F such that there exists P > 0 such
that

(Af +BfFHf )TP + P (Af +BfFHf ) < 0. (3.15)

With this fact we come to a new theorem.

Theorem 5. There exist F and P > 0 such that inequality

(Af +BfFHf )TP + P (Af +BfFHf ) < 0 (3.16)

holds if and only if there exists matrices X > 0 and Y > 0 such that XY = I,

B⊥f (AfX +XATf )B⊥f
T < 0, (3.17)

(HT
f )⊥(Y Af +ATf Y )(HT

f )⊥T < 0. (3.18)

In this case, a suitable P is given by P = X−1 and a suitable F is given by

F = −rBTf Θ−1x XHT
f (HfXΘ−1x XHT

f )−1, (3.19)

where Θx is determined by choosing a positive real number r such that

Θx = rBfB
T
f −AfX −XATf > 0.

19



Proof. ⇒: Define Y = X−1 and X = P−1. Then we have X > 0, Y > 0 and
XY = I. Obviously, with use of Finsler’s lemma, inequality (3.17) and (3.18)
holds.
⇐: Now we want to prove that inequality (3.16) holds. If we choose F such as
is stated in (3.19), this is the same as proving that

(Af − rBfBTf P )TP + P (Af − rBfBTf P ) < 0

ATf P + PAf − 2rPBfB
T
f P < 0.

Rewriting this and using the fact that P = X−1, we get

XATf +AfX − 2rBfB
T
f < 0. (3.20)

When we prove that above inequality holds, the theorem is proven. Since
we have that

B⊥f (AfX +XATf )B⊥f
T < 0,

Finsler’s lemma tells us that ∃µ ∈ R such that AfX + XATf − µBfBTf < 0.
When we choose µ as 2r, we have proven that equation 3.20 holds and with this
the whole proof is completed.

There is an essential variable left we do not know yet, namely the dimension
nc of the protocol state space. The following theorem tells us how to choose
this dimension nc.

Theorem 6. Let nc be a nonnegative integer. There exist matrices X > 0,
Y > 0 of size (n+ nc)× (n+ nc) such that the conditions of theorem 5 holds if
and only if there exists matrices Xp, Yp of size n×n such that Xp > 0, Yp > 0,

B⊥(AXp +XpA
T )B⊥T < 0, (3.21)

(HT )⊥(YpA+AYp)(H
T )⊥T < 0, (3.22)[

Xp I
I Yp

]
≥ 0, (3.23)

rank

[
Xp I
I Yp

]
≤ n+ nc. (3.24)

Proof. ⇒: Assume that there exist X > 0, Y > 0 of size (n + nc) × (n + nc)
such that XY = I, 3.17 and 3.18 holds. Take the partitions

X =

[
Xp Xpc

XT
pc Xc

]
, Y =

[
Yp Ypc
Y Tpc Yc

]
.

Furthermore note that

B⊥f =
[
B⊥ 0

]
, HT⊥

f =
[
HT⊥ 0

]
,

[
Bf
0

]⊥
=

[
B⊥f 0

0 I

]
,

[
Hf

0

]⊥
=

[
H⊥f 0

0 I

]
.
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In this way we obtain (3.21) and (3.22). The fact that XY = I tells us that
XpYp +XpcY

T
pc = I and XpYpcXpcYc = 0. Therefore we get

Yp −X−1p = YpcY
−1
c Y Tpc ≥ 0. (3.25)

Using Schur complement, this is equal to[
Xp I
I Yp

]
≥ 0,

with this statement equation (3.23) is proven. Moreover we have that,

rank

[
Xp I
I Yp

]
= rank(Xp) + rank(Yp −X−1p )

= rank(Xp) + rank(YpcY
−1
c Y Tpc) ≤ n+ nc.

So also (3.24) holds.
⇐: For this direction of the proof it is important that we choose the parts of the
matrices X and Y is a specific way. Therefore let Ypc and Yc > 0 be such that
they satisfy (3.25) while Xp > 0 and Yp > 0 satisfy (3.21), (3.22) and (3.23).
Besides that, nc is chosen such that (3.24) is satisfied. It can be checked that
the matrices X and Y given by

Y =

[
Yp Ypc
Y Tpc Yc

]
, X = Y −1,

satisfy the conditions of theorem 5.

So, in order to obtain a cooperative output regulation protocol, one has
to

1. Compute a solution pair (Π,Γ) to{
ΠS = AΠ +BΓ
0 = HΠ−R;

2. Compute Xp > 0 and Yp > 0 such that (3.21), (3.22) and (3.23);

3. Choose nc as nc = rank

[
Xp I
I Yp

]
− n;

4. Define Af , Bf , Cf , Ef and Hf ;

5. Choose Ypc and Yc > 0 satisfying (3.25), consequently we have Y and
X;

6. Compute r > 0 such that Θx > 0;
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7. Compute F = −rBTf Θ−1X XHT
f (HfXΘ−1x XHT

f )−1;

8. Partition F as

[
Dc Cc
Bc Ac

]
;

9. Compute K = Γ−DcHΠ.

[9]
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Chapter 4

Output regulation of
systems with uncertainty

4.1 Types of uncertainty

In the previous chapter we had a linear system without uncertainty. In this
chapter we consider again a multi-agent system with N agents and a leader.
The idea is to add some uncertainty to the dynamics of each agent. There are
different types of uncertainty. In this thesis we will check additive perturbations
and multiplicative perturbations of the agent transfer matrices.

The transfer matrix for the original agent i,{
ẋi = Axi +Bui
zi = Hxi

, (4.1)

is given by G(s) = H(sI −A)−1B.
First we assume that the error is additive, i.e. the system describes the

dynamics of agent i with transfer matrix G + ∆i, with ||∆i||∞ ≤ γ. The
perturbed agent dynamics can be written as


ẋi = Axi +Bui
yi = ui
zi = Hxi + di
di = ∆iyi.

(4.2)

In addition to the additive error used in the previous case, it is often useful to
describe uncertainty via a relative instead of an absolute error. This is achieved
by looking at the multiplicative error. In this case the perturbed agent dynamics
has the following form
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ẋi = Axi +Bui +Bdi
yi = ui
zi = Hxi
di = ∆iyi.

(4.3)

Both representations (4.2) and (4.3) can be seen as special cases of:
ẋi = Axi +Bui + Edi
yi = Cxi +Dui
zi = Hxi + Jdi
di = ∆iyi.

(4.4)

i.e. for additive perturbations it holds that E = 0, C = 0, D = I, J = I and
for multiplicative perturbations: E = B,C = 0, D = I, J = 0. Thus if we will
succeed to solve the problem for the general case, we have done it automatically
for both: additive and multiplicative perturbations. [2]

For completeness, we mention that the exosystem does not change.{
ẇ = Sw
z = Rw.

(4.5)

4.2 Solvability

Now we are wondering if also in the case with uncertainty, a matrix F and K
exist such that the coupled system is output regulated in the sense of definition 1
with help of the protocols 3.6-3.7 and 3.12-3.13. Besides the necessary conditions
for the existence of such a protocol, we will also explicitly give how to build such
a controller.

From lemma 3 we know that wi(t) − w(t) → 0 as t → ∞ exponentially for
all i = 1, .., N for all initial conditions on the exosystem and the protocols. This
lemma also holds in the case of additive and multiplicative perturbations.

4.3 Dynamic state feedback with uncertainty

First, we will study the dynamic state feedback protocol 3.6-3.7. Later on, the
dynamic output feedback protocol 3.12-3.13 will be mentioned.

Theorem 7. Let (Π,Γ) be a solution pair to the regulator equations ΠS = AΠ +BΓ
0 = CΠ +DΓ
0 = HΠ−R.

(4.6)

Let γ > 0 be a real number. If there exist P > 0 and F such that(
P (A+BF ) + (A+BF )TP + (C +DF )T (C +DF ) PE

ETP − 1
γ2 I

)
< 0,
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then the network of nodes 4.4-4.5 with protocol 3.6-3.7, where K = Γ− FΠ, is
output regulated.

Proof. Let x̃i = xi −Πwi, i = 1, ..., N , where Γ and Π satisfy (4.6). We get

˙̃x1 = (A+BF )x̃1 − Ed1 −ΠT (z −Rw1), (4.7)

˙̃xi = (A+BF )x̃i − Edi −Π

N∑
j=1

aij(wj − wi). (4.8)

Also this time we denote Σ1 = ΠT (z − Rw1) and Σi = Π
∑N
j=1 aij(wj − wi),

i = 2, ..., N . By lemma 3, Σi → 0 as t→∞ exponentially for i = 1, .., N .

Now we have that(
P (A+BF ) + (A+BF )TP + (C +DF )T (C +DF ) PE

ETP − 1
γ2 I

)
< 0, (4.9)

for some matrix P > 0 and F . Due to the bounded real lemma (see section
2.2.4) this is equivalent to saying that the closed-loop system is internally stable
and the H∞ from d to y is strictly less than 1

γ , i.e.

||(C +DF )(sI −A−BF )−1E||∞ <
1

γ
.

equivalently: the closed-loop system is internally stable for all internally stable
systems ∆i with ||∆i||∞ ≤ γ. [2]

Now we get: 
˙̃xi = (A+BF )x̃i + Edi
yi = (C +DF )x̃i
zi = Hxi + Jdi
di = ∆iyi.

(4.10)

Combining this with the fact that Σi → 0 as t→∞ and ||(C +DF )(sI − A−
BF )−1E||∞ < 1

γ , we can conclude that the system is internally stable. Thus
x̃i → 0 as t→∞. From this fact and with the knowledge that di goes to zero,
we get

xi −Πwi → 0

Hxi −HΠwi → 0

zi − Jdi −Rwi → 0

zi − z − Jdi → 0

zi → z.

With this statement the proof is completed.
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Thus, theorem 7 gives us necessary conditions for the existence of a dynamic
state feedback protocol such that the network is output regulated. In the next
lemma we will introduce in an explicit way a prescription how to build a protocol.

Lemma 6. There exist F and P > 0 such that (4.9) holds if and only if there
exists a matrix X > 0 such that(

B
D

)⊥(
AX +XAT + γ2EET ACT

CX −I

)(
BT DT

)⊥
< 0. (4.11)

In that case a solution F is given by

F = −µ
(
BT DT

)
Φ

(
X
0

)[(
X 0

)
Φ

(
X
0

)]−1
,

where µ is such that

Φ−1 :=

(
XAT +AX + EET XCT

CX − 1
γ2 I

)
− µ

(
B
D

)(
BT DT

)
< 0.

Proof. ⇒: We start this proof with the fact that there exist F and P > 0 such
that (

P (A+BF ) + (A+BF )TP + (C +DF )T (C +DF ) PE
ETP − 1

γ2 I

)
< 0,

Due to Schur complement lemma this is equivalent to

P (A+BF ) + (A+BF )TP + (C +DF )T (C +DF ) + γ2PEETP < 0.

Premultiplying with X and postmultiplying with X and define X = P−1, we
get

(A+BF )X +X(A+BF )T +X(C +DF )T (C +DF )X + γ2EET < 0.

Again apply Schur complement lemma, this is equivalent to(
(A+BF )X +X(A+BF )T + γ2EET X(C +DF )T

(C +DF )X −I

)
< 0(

AX +XAT + γ2EET XCT

CX −I

)
+

(
BFX +XFTBT XFTDT

DFX 0

)
< 0(

AX +XAT + γ2EET XCT

CX −I

)
+

(
XFT

0

)(
BT DT

)
+

(
B
D

)(
FX 0

)
< 0.

Now Finsler’s lemma tells us that there exist µ ∈ R such that(
AX +XAT + γ2EET XCT

CX −I

)
− µ

(
B
D

)(
BT DT

)
< 0.
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Which is equivalent to saying that there exist X such that(
B
D

)⊥(
AX +XAT + γ2EET XCT

CX −I

)(
BT DT

)⊥
.

This statement completes this side of the proof.
⇐: Assume X > 0 and from above we see that the statement(

P (A+BF ) + (A+BF )TP + (C +DF )T (C +DF ) PE
ETP − 1

γ2 I

)
< 0,

is equivalent to(
XAT +AX + EET XTC

CX − 1
γ2 I

)
+

(
B
D

)
F
(
X 0

)
+

[(
B
D

)
F
(
X 0

)]T
< 0.

This is an LMI of the same form as BXC + [BXC]T +Q < 0 in section 2.2.5.
This theorem says that there exists a solution F if holds that

(1)

(
B
D

)⊥(
AX +XAT + EET XCT

CX − 1
γ2 I

)(
B
D

)⊥T
< 0 ;

(2)

(
X
0

)⊥(
AX +XAT + EET XCT

CX − 1
γ2 I

)(
X
0

)⊥T
< 0.

Since X is nonsingular, we can check that

(
X
0

)⊥
=
(
0 I

)
. Therefore require-

ment (2) is equivalent to say that − 1
γ2 < 0, and that is always true. Besides

that (1) is always true because it is our starting point. Therefore the statements
is proven in both directions.

Now we have proven that there exist F and P > 0 such that (4.9) holds if and
only if there exists a matrix X > 0 such that 4.11 holds. But the question that
arises now is: How do we compute such F and P > 0. To say something about
this, again use the theorem of section 2.2.5. By combining all the previous, we
have the following roadmap.

So, in order to obtain a cooperative output regulation protocol, one has
to

1. Compute a solution pair (Π,Γ) to ΠS = AΠ +BΓ
0 = CΠ +DΓ
0 = HΠ−R.
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2. Compute a µ > 0 such that

Φ−1 :=

(
XAT +AX + EET XCT

CX − 1
γ2 I

)
− µ

(
B
D

)(
BT DT

)
< 0.

3. Compute F = −µ
(
BT DT

)
Φ

(
X
0

)[(
X 0

)
Φ

(
X
0

)]−1
4. Compute K = Γ− FΠ.

4.4 Dynamic output feedback with uncertainty

Theorem 8. Let Π and Γ be a solution pair to the regulator equations ΠS = AΠ +BΓ
0 = CΠ +DΓ
0 = HΠ−R.

(4.12)

If there exist F and a P > 0 such that(
P (Af +BfFHf ) + (Af +BfFHf )TP + (Cf +DfF )T (Cf +DfF ) ∗

(Ef +BfFJf )TP + (DfFJf )T (Cf +DfFHf ) ∗∗

)
< 0,

(4.13)

where

∗ = P (Ef +BfFJf ) + (CfFHf )TDfFJf

∗∗ = (DfFJf )T (DfFJf )− 1

γ2
I.

and

Af =

[
A 0
0 0

]
, Bf =

[
B 0
0 I

]
, Cf =

[
C 0

]
, Df =

[
D 0

]
, (4.14)

Ef =

[
E
0

]
, Hf =

[
H 0
0 I

]
, Jf =

[
J
0

]
, F =

[
Dc Cc
Bc Ac

]
. (4.15)

then the network of nodes 4.4-4.5 with protocol 3.12-3.13, where K = Γ− FΠ,
is output regulated.

Proof. Let x̃i = xi − Πwi, i = 1, ..., N , where Γ and Π satisfy 4.12. Combining
this we get (

˙̃xi
v̇i

)
=

(
A+BDcH Bc

BcH Ac

)(
x̃i
vi

)
+

(
−1
0

)
Σi (4.16)

= (Af +BfFHf )

(
x
w

)
+ (Ef +BfFJf )di + Σi, (4.17)
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where Σ1 = ΠT (z−Rw1) and Σi =
∑N
j=1 aij(wj −wi), for i = 2, ..., N . Lemma

3 tells us that Σ1 → 0 as t→∞ exponentially for all i. Furthermore we have

yi = Cxi +Dui (4.18)

= Cxi +D(Ccvi +Dczi) (4.19)

= Cxi +DCcvi +DDc(Hxi + Jdi) (4.20)

= (C +DDcH)xi +DCcwi +DDcJdi (4.21)

= (Cf +DfFHf )

(
x
w

)
+ (DfFJf )di. (4.22)

From inequality (4.13) and the bounded real lemma (see section 2.2.4) we
can say that this statement is equivalent to the problem: find a controller such
that the closed-loop system is internally stable and the H∞ norm from d to y
is stricly less than 1

γ , i.e.

||(Cf +D)fFHf )(sI −Af −BfFHf )−1(Ef +BfFJf ) + (DfFJf )|| < 1

γ
.

From this fact we can conclude that the system mentioned above (4.16-4.18)
is internally stable and thus that x̃i goes to 0. For the same reasoning as in
section 4.3 we can conclude that according to the conditions in theory 8 the
system is output regulated.

We do not mention here how to build such a controller. For the approach,
we refer you to section 3.3 about dynamic output feedback without uncertainty.
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Chapter 5

Conclusions and future
research

In this thesis we have systematically studied the output regulation problem
for linear multi-agent systems, with and without uncertainty. This uncertainty
appears in two different types: additive perturbation and multiplicative pertur-
bation. The protocols we designed can be divided into dynamic state feedback
en dynamic output feedback. The roadmaps at the end of each section give a
straight forward manner to build a controller.

The lemma’s mentioned in the preliminaries are fundamental knowledge to
prove many of the theorems. Furthermore the main content is structured as
follows

Protocol - System ... without uncertainty ... with uncertainty
Dynamical state feedback Section 3.2 Section 4.3
Dynamical output feedback Section 3.3 Section 4.4

From this we can deduce some topics for further research. Possible topics
are for example the following three topics.

• Beside the dynamical state feedback and dynamical output feedback pro-
tocols, it is possible to study static relative state feedback and static rel-
ative output feedback protocols.

• It is also possible to consider nonlinear systems instead of linear systems.

• Besides the output regulation problem, there are several other distributed
control problems, like the synchronization problem, formation control and
distributed optimalization. These problem can also by studies with per-
turbed agents.
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Appendix A

Eigenvalues of the Laplacian

The Laplacian L of a digraph G is a matrix with some special properties. In
this subsection we will note some important ones. Therefore we assume that
only node 1 is connected with node 0, the leader.

Lemma 7. The Laplacian L of G has a simple zero eigenvalue.

Proof. Because of the assumption that only node 1 is connected with node 0
and node 1 does not use relative information from the other nodes, we know

that L has the following form L =

[
0 0

l21 L̃

]
. Therefor zero is an eigenvalue of

L with eigenvector 1, because
∑N
j=1 lij = 0 for all i.

Lemma 8. All other eigenvalues of the Laplacian L of G have strictly positive
real parts.

For this proof we use Gershgorin disc theorem, which reads as follows.

Theorem 9 (Gershgorin). Let A = [aij ] and let Ri(A) ≡
∑n
j=1,j 6=i |aij |, 1 ≤

i ≤ n denoted the deleted absolute row sums of A. Then all eigenvalues of A
are located in the union of n disc

Ger(A) ≡
n⋃
i=1

{z ∈ R2 : |z − aii| ≤ Ri(A)}

Further we will use the term propery SC.

Definition 4. A matrix A = [aij ] is said to have property SC if for every pair
of distinct integers p, q with 1 ≤ p, q ≤ n ther is a sequence of distinct integers
p = k1, k2, ..., km−1, km = q, 1 ≤ m ≤ n, such that all of the matrix entries
ak1k2 , ak2k3 , ..., akm−1km are nonzero.

With these new definition we can formulate an essential lemma.

Lemma 9. Let A = [aij ] ∈ Mn and suppose that λ is an eigenvalue of A that
is a boundary point of Ger(A). If A has property SC, then
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1. Every Gershgorin circle passes through λ and

2. If Ax = λx and x = [xi] 6= 0, then |xi| = |xj | for all i, j = 1, ..., n.

A proof of this lemma can be found in [3].

Proof of lemma 8. We first use the Gergorin disc theorem, which tells us that
all the eigenvalues of L are located in the union of N discs:

Ger(L) ≡
N⋃
i=1

{z ∈ R2 : |z −
∑
j∈Ni

aij | ≤
∑
i 6=j

|aij |}.

Thus all eigenvalues of L are zero or have positive real part.
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Appendix B

Proof regarding section 3.3

Lemma 10. If (A,B) is stabilizable and (H,A) is detectable, then there exists
F such that (Af +BfFHf ) is Hurwitz, where

Af =

[
A 0
0 0

]
, Bf =

[
B 0
0 I

]
, Hf =

[
H 0
0 I

]
, F =

[
Dc Cc
Bc Ac

]
.

Also qe note that the converse is true, but that part is not interesting for
our reasoning.

Proof. Because (A,B) is stabilizable, we know there exists G such that (A+BG)
is Hurwitz. From the fact that (H,A) is detectable, we know that there exists
R such that (A+RH) is Hurwitz. If we now choose F as

F =

[
Dc Cc
Bc Ac

]
=

[
0 G
−R A+BG+RH

]
,

we get

Af +BfFHf =

[
A BG
−RH A+BG+RH

]
.

Because we want to say something about the eigenvalues of this matrix, we use
the fact that for any nonsingular matrix M , σ[Af + BfFHf ] = σ[M−1(Af +

BfFHf )M ]. Now we choose M =

[
I 0
I I

]
and thus M−1 =

[
I 0
−I 0

]
. Therefore

we get

M−1(Af +BfFHf )M =

[
A+BG BF

0 A+RM

]
From this we can conclude that σ[Af +BfFHf ] = σ[M−1(Af +BfFHf )M ] =
σ[A + BG] ∪ σ[A + RH]. Since σ[A + BG] ⊂ C− and σ[A + RH] ⊂ C−, also
holds that σ[Af +BfFHf ] ⊂ C−. Thus there exists F such that (Af +BfFHf )
is Hurwitz.
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