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Abstract

For a homogeneous system of linear differential equations with a constant co-
efficient matrix, the fundamental matrix can be computed for example using the
Jordan Canonical Form. However, when the coefficient matrix depends on a single
variable t, this method does not always provide a correct solution. The fundamental
matrix can be computed using a numerical method, for example the Picard itera-
tive method, but using such method, one can lose important qualitative properties.
Wilhelm Magnus provided a method to approximate the fundamental matrix, such
that these qualitative properties are preserved. In this thesis, we will state Magnus’
theorem and it’s proof. We will compute the Magnus Expansion for some simple
examples, and compare the solutions with the fundamental matrices obtained by
applying Picard iteration.
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1 Introduction

A differential equation is a mathematical equation that relates independent variables,
functions, and derivatives of functions [1]. Differential equations play an important role
in several disciplines such as physics, chemistry and engineering. Many fundamental laws
of physics can be formulated as differential equations, for example the heat equation in
thermodynamics, the Euler-Lagrange equation in classical mechanics and radioactive de-
cay in nuclear physics.

An nth-order ordinary differential equation can be written in the general form

f(t, y(t), y′(t), ..., y(n)(t)) = 0. (1)

A solution is defined to be an n-times differentiable function y(t) that satisfies equation
(1). The differential equation is called ordinary because the function y(t) depends on a
single variable t. If the function depends on several independent variables, the equation
is called a partial differential equation.

An nth-order differential equation is called explicit if it is of the form

yn = f(t, y, y′, ..., y(n−1)),

otherwise it is called implicit [1].

A system of linear differential equations is of the form

y′(t) = A(t)y(t) + b(t).

When this system is homogeneous, the differential equation is given by

y′(t) = A(t)y(t), (2)

where y(t) is an n× 1 vector of unknown functions and A(t) is an n×n matrix called the
coefficient matrix. This form of differential equations often occurs in for example systems
theory and dynamical systems, where it is a state-space representation of a physical system
without any input, with A(t) denoting the ’state matrix’ and y(t) the ’state vector’.

Definition 1. The n× n matrix function Y (t) is called a fundamental matrix of system
(2) if and only if it is nonsingular and solves the matrix system Y ′(t) = A(t)Y (t).

1.1 Constant coefficient matrix

In the case A(t) = A is a constant matrix, the general solution of the differential equation
(2) with initial condition y(0) = y0 is given by

y(t) = eAty0.
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A fundamental matrix looks like
Y (t) = eAt, (3)

and hence the matrix exponential eAt needs to be computed, which can be done for ex-
ample with the Jordan Canonical Form of the matrix A.

Example 1. Consider the differential equation

y′(t) =

(
0 −4
1 4

)
y(t),

with initial condition y(0) = 1.

The Jordan Canonical Form of the coefficient matrix A is given by

J = P−1AP =

(
0 −1
−1 −2

)(
0 −4
1 4

)(
2 −1
−1 0

)
=

(
2 1
0 2

)
.

Therefore, the matrix exponential is given by

eAt = PeJtP−1 = P

(
e2t te2t

0 e2t

)
P−1 =

(
e2t(1− 2t) −4te2t

te2t e2t(1 + 2t)

)
,

and hence the fundamental matrix is given by

Y (t) =

(
e2t(1− 2t) −4te2t

te2t e2t(1 + 2t)

)
.

1.2 Coefficient matrix dependent on variable t

Now consider the initial value problem

y′(t) = A(t)y(t), y(0) = y0, (4)

where A(t) is a matrix that is entry-wise continuous in the variable t.

For n = 1, the fundamental matrix is given by

Y (t) = e
(
t∫
0

A(s)ds)
. (5)
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However, for n > 1, this fundamental matrix is not always a solution for the initial
value problem. For example, if we take the coefficient matrix dependent on the variable
t as follows

A(t) =

(
0 1
−t 0

)
,

and we approximate the matrix exponential using the expansion

e
(
t∫
0

A(s)ds)
=
∞∑
k=0

( ∫ t
0
A(s)ds

)k
k!

=
∞∑
k=0

1

k!

(
0 t
−1

2
t2 0

)k
,

we obtain the following formula for Ỹ (t) using equation (5)

Ỹ (t) ≈

1− 1
4
t3 + 1

96
t6 − 1

5760
t9 − · · · t− 1

2
t4 + 1

480
t7 + · · ·

−1
2
t2 + 1

24
t5 − 1

960
t8 − · · · 1− 1

4
t3 + 1

96
t6 − 1

5760
t9 − · · ·

 .

Assume that Ỹ (t) is a fundamental matrix of the initial value problem. Calculating the
lefthandside of (4) by taking the derivative of Ỹ (t), gives us

Ỹ ′(t) ≈

−3
4
t2 + 1

16
t5 + 1

640
t8 − · · · 1− 1

3
t3 + 7

480
t6 + · · ·

−t+ 5
24
t4 − 8

960
t7 − · · · −3

4
t2 + 1

16
t5 + 1

640
t8 − · · ·

 ,

and calculating the righthandside, we obtain

A(t)Ỹ (t) =

 −1
2
t+ 1

24
t5 − 1

960
t8 − · · · 1− 1

4
t3 + 1

96
t6 − 1

5760
t9 − · · ·

−t+ 1
4
t4 − 1

96
t7 + 1

5760
t10 + · · · −t2 + 1

2
t5 − 1

480
t8 − · · ·

 .

Although these matrices seem almost equivalent, the coefficients are different and there-
fore they are not exactly the same. However, this should be the case if the fundamental
matrix Ỹ (t) satisfies equation (4). Hence our assumption is wrong and therefore Ỹ (t) is
not a fundamental matrix for the initial value problem.

It is often necessary to approximate the fundamental matrix using a numerical method,
since a closed form analytic solution may not always be possible to find [8]. A well-known
method which can be used to approximate the solutions of a differential equation with
coefficient matrix that is not constant, is the Picard iterative method.
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1.3 Picard Iteration

Suppose we want to find the fundamental matrix satisfying the initial value problem

Y ′(t) = A(t)Y (t), Y (0) = I.

Integrating Y ′(τ) with respect to τ from 0 to t, and using the Fundamental Theorem of
Calculus, we obtain

Y (t)− Y (0) =

∫ t

0

A(τ)Y (τ)dτ,

which gives the fixed point equation for the differential equation

Y (t) = I +

∫ t

0

A(τ)Y (τ)dτ.

Assuming that A(t) is integrable and starting with the approximation Y0(t) = I, we obtain
the Picard iterative scheme

Y0(t) = I

Y1(t) = I +

∫ t

0

A(τ)Y0(τ)dτ

...

Yn(t) = I +

∫ t

0

A(τ)Yn−1(τ)dτ,

which converges to the fundamental matrix Y (t) satisfying the initial value problem.

Picard iteration as constructive method can be used to prove the general existence and
uniqueness theorems [8]. The fundamental matrix approximated with the Picard iterative
method is not in the form of an exponential, whereas for a constant coefficient matrix
the fundamental is of exponential form (3). However, in 1954, Wilhelm Magnus provided
another method to approximate the fundamental matrix of an initial value problem that
is of exponential form, called the Magnus Expansion. Later in this article, the Picard
iterative method will be used to make a comparison with the Magnus Expansion.
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2 The Magnus Expansion

Wilhelm Magnus (1907-1990) was a German American mathematician who studied at the
University of Frankfurt, where he received his doctorate in 1931. Some of the subjects he
worked on were combinatorial group theory and Lie algebras [7].

Magnus’ On the Exponential Solution of Differential Equations for a Linear Operator
[5] was stimulated by a paper of K.O. Friedrichs, who encountered some purely algebraic
problems in connection with the theory of linear operators in quantum mechanics [5].
Friedrichs considered the initial value problem given by (4), where A(t) is the linear oper-
ator depending on a real variable t. In his article, Magnus provides a way to approximate
the fundamental matrix of this system. His approach is to express the solution as the
exponential of the n× n matrix function Ω(t),

Y (t) = exp Ω(t),

which is subsequently constructed as a series expansion, also called the Magnus Expansion,

Ω(t) =
∞∑
k=0

Ωk(t).

It is important to note that Ω(t) is not the same as
∫ t

0
A(s)ds, therefore the Magnus Ex-

pansion yields a solution different from (5). The expression for Ω(t) satisfies the condition
that the partial sums of this series become Hermitian after multiplication by i if iA is a
Hermitian operator [5]. The original theorem and proof given by Magnus was published
in On the Exponential Solution of Differential Equations for a Linear Operator [5]. In this
article, we follow the exposition by Blanes et al. [6]. For the reader’s convenience, before
stating the theorem, we will first give some mathematical expressions and notations that
appear most frequently.

2.1 Preliminaries

The mathematical concept that the Magnus Expansion mostly concerns is a Lie group,
or its associated Lie algebra. In Introduction to Lie Algebras [2], the following definition
of a Lie algebra is defined:

Definition 2. Let F be a field. A Lie algebra over F is an F -vector space g, together
with a map, the Lie bracket

[−,−] : g× g −→ g, (A,B) 7−→ [A,B], (6)

satisfying the following properties

(i) this map is bilinear;

(ii) [A,A] = 0 for all A ∈ g;
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(iii) [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0 for all A,B,C ∈ g.

The Lie bracket [A,B] is referred to as the commutator of A and B, and condition
(iii) is also called the Jacobi Identity. Since, by condition (i) the map is bilinear, we have

0 = [A+B,A+B]

= [A,A] + [A,B] + [B,A, ] + [B,B]

= [A,B] + [B,A],

and therefore condition (ii) can also be stated as follows

[A,B] = −[B,A].

Example 2. For the general linear group of invertible matrices GLn(R), the Lie bracket
is defined as the commutator of matrices

[A,B] = AB −BA, A,B ∈ GLn(R).

Indeed, since

[λA+ µB,C] = (λA+ µB)C − C(λA+ µB)

= λAC + µBC − λCA− µCB
= λ(AC − CA) + µ(BC − CB)

= λ[A,C] + µ[B,C],

and in the same way
[A, λB + µC] = λ[A,B] + µ[A,C],

this map is bilinear.

Furthermore, for any A ∈ GLn(R), we clearly have [A,A] = AA− AA = 0, and

[A, [B,C]] = [A,BC − CB]

= A(BC − CB)− (BC − CB)A

= ABC − ACB −BCA+ CBA.

Likewise, we have

[B, [C,A]] = BCA−BAC − CAB + ACB,

and
[C, [A,B]] = CAB − CBA− ABC +BAC.

Adding these terms yields [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0, which proves that the
commutator also satisfies condition (iii) of Definition 2. Therefore the commutator of
matrices is a Lie bracket for the general group of invertible matrices.
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Definition 3. Associated with any A ∈ g we can define the linear adjoint operator

adA : g −→ g,

which acts according to

adA(B) = [A,B], adjA(B) = [A, adj−1
A (B)], ad0

A(B) = B, j ∈ N, B ∈ g.
(7)

The exponential of this adA operator is given by

AdA = exp(adA), (8)

and acts according to

AdA(B) = exp(A)B exp(−A) =
∞∑
k=0

1

k!
adkA(B), B ∈ g. (9)

Definition 4. A matrix norm is a non-negative real number ‖A‖ associated with each
matrix A ∈ Cn×n satisfying

(i) ‖A‖ ≥ 0 and ‖A‖ = 0 if and only if A = On;

(ii) ‖αA‖ = |α|‖A‖ for all scalars α;

(iii) ‖A+B‖ ≤ ‖A‖+ ‖B‖.

Sometimes also the sub-multiplicative property,

‖AB‖ ≤ ‖A‖‖B‖, (10)

is added, but not every norm satisfies this property [6].

Corollary 1. If we consider a norm in a matrix Lie algebra g satisfying the sub-multiplicative
property (10), it is clear that ‖[A,B]‖ ≤ 2‖A‖‖B‖ and ‖adA‖ ≤ 2‖A‖ for any matrix
A ∈ g [6].

In Magnus’ proposal, also the so-called Bernoulli numbers Bn occur.

The Bernoulli numbers are a sequence of rational numbers with many interesting arith-
metic properties [3]. They are defined as coefficients in the following Taylor series

t

et − 1
=
∞∑
n=0

Bn
tn

n!
, (11)

and it can easily be proven that Bn ∈ Q for all n. The first few nonzero Bernoulli numbers
are B0 = 1, B1 = 1

2
, B2 = 1

6
, B3 = 1

30
. In general one has B2m+1 = 0 for m ≥ 1 [6].
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Lemma 1. The radius of convergence of the series expansion given by t
et−1

is 2π.

Proof. This Lemma can be proven by complex analysis. Since the denominator t of t
et−1

is
an entire function, the only non-removable singularities will occur when the denominator
is 0. This is the case for k = ±nπi for n = 1, 2, . . .. The singularities closest to the origin,
which is the center of the power series, are at k = ±2πi. The distance from the center to
either one of those points is 2π, so the radius of convergence is 2π.

2.2 Magnus’ proposal and proof

Before stating Magnus’ theorem, we will give two lemma’s which will be used to prove
the theorem. The lemma’s and their proofs are from Blanes et al. [6]

Lemma 2. The derivative of a matrix exponential can be written alternatively as

(i) d
dt

exp(Ω(t)) = d expΩ(t)(Ω
′(t)) exp(Ω(t))

(ii) d
dt

exp(Ω(t)) = exp(Ω(t))d exp−Ω(t)(Ω
′(t))

(iii) d
dt

exp(Ω(t)) =
∫ 1

0
eαΩ(t)Ω′(t)e(1−α)Ω(t)dα

where d expΩ(C) is defined by its (everywhere convergent) power series

d expΩ(C) =
∞∑
k=0

1

(k + 1)!
ad k

Ω(C) ≡ exp(adΩ)− I
adΩ

(C).

Proof. (i) Let Ω(t) be a matrix-valued differentiable function and define

Y (α, t) ≡ ∂

∂t

(
exp(αΩ(t))

)
exp(−αΩ(t)).

Then taking the derivative of Y (α, t) with respect to α yields

∂Y

∂α
=

∂

∂t

(
Ω exp(αΩ)

)
exp(−αΩ) +

∂

∂t

(
exp(αΩ)

)
(−Ω) exp(−αΩ)

=

(
Ω′ exp(αΩ) + Ω

∂

∂t

(
exp(αΩ)

))
exp(−αΩ)− ∂

∂t

(
exp(αΩ)

)
Ω exp(−αΩ)

= Ω′ exp(αΩ) exp(−αΩ) + Ω
∂

∂t
exp(αΩ) exp(−αΩ)− ∂

∂t

(
exp(αΩ)

)
exp(−αΩ)

= exp(αΩ)Ω′ exp(−αΩ).

(12)

Combining this with equations (8) and (9) from Definition 3 , we obtain

∂Y

∂α
= exp(adαΩ)(Ω′) =

∞∑
k=0

αk

k!
adkΩ(Ω′). (13)
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Furthermore, we observe that

d

dt
(exp Ω) exp(−Ω) = Y (1, t), (14)

and since Y (0, t) = 0, we have

Y (1, t) =

∫ 1

0

∂

∂α
Y (α, t)dα. (15)

If we take equation (13), (14) and (15) together, we obtain

d

dt
(exp Ω) exp(−Ω) =

∫ 1

0

∞∑
k=0

αk

k!
adkΩ(Ω′)dα =

∞∑
k=0

1

(k + 1)!
adkΩ(Ω′),

and dividing both sides by exp(−Ω) yields

d

dt
(exp Ω) =

∞∑
k=0

1

(k + 1)!
adkΩ(Ω′) exp(Ω) = d expΩ(Ω′) exp(Ω),

which proves part (i).

(ii) Multiplying both sides of (i) with exp(−Ω) we obtain

exp(−Ω)
d

dt
exp Ω = exp(−Ω)d expΩ(Ω′) exp(Ω)

= exp(ad−Ω)d expΩ(Ω′) (by equation (9) from Definition 3)

= exp(ad−Ω)
exp(adΩ)− I

adΩ

(Ω′)

= −I − exp(ad−Ω)

adΩ

(Ω′)

=
I − exp(ad−Ω)

ad−Ω

(Ω′)

= d exp−Ω(Ω′).

Then multiplying left and right with exp(Ω) gives us

d

dt
exp(Ω(t)) = exp(Ω(t))d exp−Ω(t)(Ω

′(t)).

(iii) Using (14) and (15) and filling in ∂
∂α
Y (α, t) obtained in (12), yields

d

dt
(exp Ω) exp(−Ω) =

∫ 1

0

∂

∂α
Y (α, t)dα =

∫ 1

0

exp(αΩ)Ω′ exp(−αΩ)dα.

12
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Multiplying both sides with exp(Ω) gives us

d

dt
(exp Ω) = exp(Ω)

∫ 1

0

exp(αΩ)Ω′ exp(−αΩ)dα

=

∫ 1

0

exp(αΩ)Ω′ exp(Ω) exp(−αΩ)dα

=

∫ 1

0

eαΩΩ′eΩe−αΩdα

=

∫ 1

0

eαΩΩ′e(1−α)Ωdα,

which proves (iii).

Lemma 3. If the eigenvalues of the linear operator adΩ are different from 2mπi with
m ∈ {±1,±2, . . .}, then d expΩ is invertible. Furthermore,

d exp−1
Ω (C) =

adΩ

eadΩ − I
C =

∞∑
k=0

Bk

k!
adkΩ(C),

and the convergence of the d exp−1
Ω expansion is assured if ‖Ω‖ < π.

Proof. The eigenvalues of d expΩ are of the form

λ =
∞∑
k=0

µk

(k + 1)!
=
eµ − 1

µ
,

where µ is an eigenvalue of adΩ. The values of λ are non-zero, therefore d expΩ is invertible.
Furthermore, we have

I =
eadΩ − I

adΩ

(C) · adΩ

eadΩ − I
(C) = d expΩ(C) · d exp−1

Ω (C).

Hence, using the Taylor series in (11), we obtain

d exp−1
Ω (C) =

adΩ

eadΩ − I
(C) =

∞∑
k=0

Bk

k!
adkΩ.

From Corollary 1, we have that ‖adΩ‖ ≤ 2‖Ω‖, where ‖Ω‖ is the norm in Lie algebra g
satisfying the sub-multiplicative property (10). Hence, if ‖Ω‖ < π, we have

‖adΩ‖ ≤ 2‖Ω‖ < 2π.

Therefore by Lemma 1, we are within the radius of convergence of

adΩ

eadΩ − I
(C),

thus the expansion d exp−1
Ω is convergent for ‖Ω‖ < π.
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Using Lemma (2) and (3), in Blanes et al. the theorem of Magnus can be rewritten
in the following way:

Theorem 1. (Rewritten Magnus’ Theorem) Let A(t) be a known function of t in an
associative ring R, and let Y (t) be an unknown function satisfying

dY

dt
= AY, Y (0) = 1.

Then, if certain unspecified conditions of convergence are satisfied, Y (t) can be written in
the form

Y (t) = exp Ω(t),

with Ω(t) defined by

Ω′(t) = d exp−1
Ω (A(t)), Ω(0) = 0, (16)

and

d exp−1
Ω (A) =

∞∑
k=0

Bk

k!
adkΩ(A), (17)

where Bk are the Bernoulli numbers. Integration of (16) leads to an infinite series for
Ω(t), the first terms of which are

Ω(t) =

∫ t

0

A(t1)dt1 −
1

2

∫ t

0

[ ∫ t1

0

A(t2)dt2, A(t1)

]
dt1 + · · · . (18)

Proof. Taking the derivative of Y (t) = exp(Ω(t))Y0 and using Lemma 2 (i) yields

dY

dt
=

d

dt

(
exp(Ω(t))

)
Y0 ≡ d expΩ(Ω′) exp(Ω(t))Y0.

Comparing this with Y ′(t) = A(t)Y (t) we obtain

A(t) = d expΩ(Ω′),

and applying the inverse operator of d expΩ from Lemma 3 yields

Ω′(t) = d exp−1
Ω (A(t)) =

∞∑
k=0

Bk

k!
adkΩ(A(t))

which proves (16) and (17).

The proof of (18) is carried out by taking the numerical values of the Bernoulli num-
bers and writing out the first terms of Ω′(t) as

Ω′(t) = A(t)− 1

2
[Ω(t), A(t)] +

1

12
[Ω(t), [Ω(t), A(t)]] + · · · .

14
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By defining

Ω0(t) = 0, Ω1(t) =

∫ t

0

A(t1)dt1,

and applying Picard fixed point iteration, one gets

Ωn(t) =

∫ t

0

(
A(t1)− 1

2
[Ωn−1(t), A] +

1

12
[Ωn−1(t), [Ωn−1(t), A]] + · · ·

)
dt1.

By putting Ω(t) = limn→∞Ωn(t), we obtain equation (18).

The first terms of the Magnus expansion are given by

Ω1(t) =

∫ t

0

A(t1)dt1

Ω2(t) =
1

2

∫ t

0

∫ t1

0

[
A(t1), A(t2)

]
dt2dt1

Ω3(t) =
1

6

∫ t

0

∫ t1

0

∫ t2

0

([
A(t1), [A(t2), A(t3)]

]
+
[
[A(t1), A(t2)], A(t3)

])
dt3dt2dt1

Ω4(t) =
1

12

∫ t

0

∫ t1

0

∫ t2

0

∫ t3

0

([[
[A(t1), A(t2)], A(t3)

]
, A(t4)

]
+

[
A(t1),

[
[A(t2), A(t3)], A(t4)

]]

+

[
A(t1),

[
A(t2), [A(t3), A(t4)]

]]
+

[
A(t2),

[
A(t3), [A(t4), A(t1)]

]])
dt4dt3dt2dt1.

(19)

These first terms seem to be symmetric, they contain combinations of Lie brackets and
integrals that can easily be computed. However, this symmetry is deceptive and the terms
Ωk(t) are increasingly complex, therefore higher terms of the expansion are complicated
to compute.

15
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3 Simple Examples

Again, consider the initial value problem given by

Y ′(t) = A(t)Y (t), Y (0) = I. (20)

In Example 1 in Section 1.1, we computed the fundamental matrix for (20) with the
constant coefficient matrix

A(t) =

(
0 −4
1 4

)
.

Using the Jordan Canonical Form, we saw that the fundamental matrix of this system is
of the form

Y (t) =

(
e2t(1− 2t) −4te2t

te2t e2t(1 + 2t)

)
.

Now, we will apply the Magnus Expansion to this example. Computing the first term of
the expansion, we obtain

Ω1(t) =

∫ t

0

(
0 −4
1 4

)
dt1 =

(
0 −4t
t 4t

)
.

Since the matrix A is constant, it is clear that A(t1)(At2) = A(t2)A(t1). Hence the matrix
is commutative, so

[A(t1), A(t2)] = A(t1)(At2)− A(t2)A(t1) = 0.

All Lie brackets appearing in the terms of the Magnus Expansion cancel out, so the matrix
function Ω(t) only consists of Ω1(t). Therefore the fundamental matrix is given by

Y (t) = exp Ω(t) = exp Ω1(t) = exp

(
0 −4t
t 4t

)
=

(
e2t(1− 2t) −4te2t

te2t e2t(1 + 2t)

)
,

which is exactly the same as the fundamental matrix computed with the Jordan Canonical
Form. In fact, for all systems with coefficient matrices that are commutative, the only
nonzero term in the Magnus Expansion is Ω1(t). In all these cases, the fundamental
matrix is of the form

Y (t) = e
∫ t
0 A(t1)dt1 . (21)

Now, consider the initial value problem (20) with coefficient matrices A(t) dependend on
the variable t. For the non-commutative examples we compute the fundamental matrix
using Magnus’ approach with the first four terms of the expansion. We also approximate
the fundamental matrix using the Picard iterative method (as seen in Section 1.3), and
we will make a comparison between the two methods.
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3.1 The 2× 2 rotation matrix

Suppose we take as coefficient matrix the 2× 2 rotation matrix

A(t) =

(
cos(t) − sin(t)
sin(t) cos(t)

)
.

Computing the first term of the Magnus Expansion, we obtain

Ω1(t) =

∫ t

0

(
cos(t1) − sin(t1)
sin(t) cos(t)

)
dt1 =

(
sin(t) cos(t)
− cos(t) sin(t)

)
.

However, since

A(t1)A(t2) =

(
cos(t1) − sin(t1)
sin(t1) cos(t1)

)(
cos(t2) − sin(t2)
sin(t2) cos(t2)

)

=

(
cos(t1) cos(t2)− sin(t1) sin(t2) − cos(t1) sin(t2)− sin(t1) cos(t2)
sin(t1) cos(t2) + cos(t1) sin(t2) − sin(t1) sin(t2) + cos(t1) cos(t2)

)

=

(
cos(t2) cos(t1)− sin(t2) sin(t1) − cos(t2) sin(t1)− sin(t2) cos(t1)
sin(t2) cos(t1) + cos(t2) sin(t1) − sin(t2) sin(t1) + cos(t2) cos(t1)

)

=

(
cos(t2) − sin(t2)
sin(t2) cos(t2)

)(
cos(t1) − sin(t1)
sin(t1) cos(t1)

)
= A(t2)A(t1),

the 2 × 2 rotation matrix is commutative and therefore the only nonzero term in the
Magnus Expansion is Ω1(t). Hence the fundamental matrix is of the form (21).

3.2 Simple 2× 2 matrix dependent on t

Suppose we take the 2× 2 coefficient matrix

A(t) =

(
2 t
0 −1

)
.

For t1 6= t2, we have

A(t1)A(t2) =

(
2 t1
0 −1

)(
2 t2
0 −1

)
=

(
4 2t2 − t1
0 1

)
6=
(

4 2t1 − t2
0 1

)
=

(
2 t2
0 −1

)(
2 t1
0 −1

)
= A(t2)A(t1),

so the coefficient matrix A(t) is not commutative. Therefore the Lie brackets appearing
in the terms of the Magnus Expansion will not necessarily cancel out.
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Computing the first four terms of the Magnus Expansion, we obtain

Ω1(t) =

∫ t

0

(
2 t1
0 −1

)
dt1 =

(
2t 1

2
t2

0 −t

)

Ω2(t) =
1

2

∫ t

0

∫ t1

0

(
0 t2 − 3t1
0 0

)
dt1dt =

(
0 − 5

12
t3

0 0

)

Ω3(t) =
1

6

∫ t

0

∫ t1

0

∫ t2

0

(
0 9t1 − 12t2 + 3t3
0 0

)
dt3dt2dt1 =

(
0 1

24
t4

0 0

)

Ω4(t) =
1

12

∫ t

0

∫ t1

0

∫ t2

0

∫ t3

0

(
0 −18t1 + 36t2 − 36t3 − 18t4
0 0

)
dt4dt3dt2dt1 =

(
0 − 1

36
t5

0 0

)
.

Adding these terms gives us an approximation for the matrix function Ω(t) given by

Ω(t) ≈

(
2t 1

2
t2 − 5

12
t3 + 1

24
t4 − 1

36
t5

0 −t

)
.

Using Mathematica [10], we compute the exponential of this approximation of Ω(t) to
obtain an approximation for the fundamental matrix of the system. This fundamental
matrix is given by

Y (t) = exp Ω(t) ≈

(
1 + 2t+ 2t2 + 4t3

3
+ 2t4

3
+ · · · t2

2
− t3

6
+ t4

12
− t5

9
− 23t6

288
− · · ·

0 1− t+ t2

2
− t3

6
+ t4

24
− · · ·

)
.

The fundamental matrix obtained by applying the Picard iterative method is given by

Y (t) ≈

(
1 + 2t+ 2t2 + 4t3

3
+ 2t4

3
+ · · · t2

2
+ t4

8
+ t5

60
+ t6

80
− · · ·

0 1− t+ t2

2
− t3

6
+ t4

24
− · · ·

)

We see that the fundamental matrices obtained by the different methods are, besides some
coefficients and one different power, almost equivalent.

3.3 Airy’s Equation

The Airy function Ai(t), named after the British astronomer George Biddell Airy, and
the related Bairy function Bi(t) are linearly independent solutions to Airy’s equation

d2y

dt2
− ty = 0.
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Suppose we take the coefficient matrix of the form

A(t) =

(
0 1
−t 0

)
,

thus we want to solve the 2× 2 system of differential equations given by(
y′1(t)
y′2(t)

)
=

(
0 1
−t 0

)(
y1(t)
y2(t)

)
.

This matrix differential equation is equivalent to the second order differential equation

y′′1(t)− ty1(t) = 0,

which is equal to Airy’s equation. Hence solving the initial value problem given by (20)
with coefficient matrix A(t) is equivalent to solving the second order Airy’s equation.

One can easily prove that the matrix A(t) is not commutative. Computing the first
four terms of the Magnus Expansion for Airy’s equation, we obtain

Ω1(t) =

∫ t

0

(
0 1
−t1 0

)
dt1 =

(
0 t
−1

2
t2 0

)

Ω2(t) =
1

2

∫ t

0

∫ t1

0

(
−t2 + t1 0

0 −t1 + t2

)
dt2dt1 =

(
1
6
t3 0
0 −1

6
t3

)

Ω3(t) =
1

6

∫ t

0

∫ t1

0

∫ t2

0

(
0 −4t2 + 2t3 + 2t1

−2t1t2 + 4t1t3 − 2t2t3 0

)
dt3dt2dt1

=

(
0 0

− 1
120
t5 0

)

Ω4(t) =
1

12

∫ t

0

· · ·
∫ t3

0

(
4(t1t2 − t1t3 + t2t4 − t3t4) 0

0 4(−t1t2 + t1t3 − t2t4 + t3t4)

)
dt4dt3dt2dt1

=

(
1

360
t6 0

0 − 1
360
t6

)
.

By adding these matrices, we obtain an approximation for Ω(t) given by

Ω(t) ≈

(
1
6
t3 + 1

360
t6 t

−1
2
t2 − 1

120
t5 −1

6
t3 − 1

360
t6

)
.
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Using Mathematica [10], we compute the exponential of this approximation of Ω(t) to
obtain the fundamental matrix. This fundamental matrix is given by

Y (t) = exp Ω(t) ≈

(
1− t3

12
− t6

720
+ t9

1296
+ · · · t− t4

12
+ 7t7

2160
+ · · ·

− t2

2
+ t5

30
− t8

1080
− · · · 1− 5t3

12
+ t6

48
+ t9

6480
− · · ·

)
.

The fundamental matrix obtained by applying the Picard iterative method is given by

Y (t) ≈

(
1− t3

6
+ t6

180
− t9

12960
+ · · · t− t4

12
+ t7

504
− · · ·

− t2

2
+ t5

30
− t8

1440
+ · · · 1− t3

3
+ t6

72
− t9

4536
+ · · ·

)
.

Also in this example, we observe that the fundamental matrices computed with the dif-
ferent methods are almost identical up to some differences in the coefficients.
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4 Comparison of Magnus Expansion and Picard It-

eration

In the examples with the 2 × 2 rotation matrix and Airy’s equation, we observed that
the Magnus Expansion and the Picard iterative method nearly gave the same approx-
imations to the fundamental matrix. The small differences may be due to the use of
approximations of Ω(t). The approximation of the fundamental matrix is simpler using
a numerical method, for example the Picard iterative method, than using the Magnus
Expansion, since there are less computations needed. Furthermore, the terms Ωk(t) are
increasingly complex, therefore higher terms of the Magnus Expansion are complicated
to compute. However, using a numerical method such as Picard iteration, one can lose
important qualitative properties. This motivates the study of the Magnus Expansion.

If we suppose that the matrix A(t) belongs to some Lie algebra g for all t, then also
any sum of multiple integrals of nested commutators belongs to that algebra g. Hence,
since all the terms in the Magnus Expansion have a structure similar to the first terms of
the expansion, Ω(t) and any approximation to it obtained by truncation of the Magnus
Expansion, will also belong to that same Lie algebra [6]. This is important for physical
applications, since many properties of evolution operators are related to the fact that they
belong to a certain Lie group. For instance, in quantum mechanics, the time-evolution
operator belongs to the unitary group, which is the group of complex matrices A of which
its conjugate transpose is equal its inverse, that is A† = A−1.

Consider the one-dimensional time-dependent Schrödinger equation (~ = 1) given by

i~
∂U(t, t0)

∂t
= H(t)U(t, t0), U(t0, t0) = I. (22)

HereH(t) is the Hamiltonian of the system which is Hermitian1. The Schrödinger equation
is still valid when H(t) is time-dependent. The time-evolution operator U(t, t0) belongs
to the unitary group. When one would use a more familiar approximation scheme, for
example the time-dependent perturbation theory (TDPT), to compute the solution of
(22), the unitary condition of U(t, t0) is lost [11]. However, the Magnus Expansion can be
used to compute approximations to the Schrödinger equation (22) such that the evolution
operator stays in the unitary group.

For the sake of simplicity, we redefine the Hamiltonian as follows

H̄(t) = −iH(t)/~. (23)

Since H(t) is Hermitian, the redefined Hamiltonian H̄(t) is anti-Hermitian2. Note that
when two operators A and B are anti-Hermitian, then their commutator, given by

[A,B] = AB −BA,
1 A matrix A is Hermitian if it is equal to its conjugate transpose, that is A† = A.
2 A matrix A is anti-Hermitian, or skew-Hermitian, if its conjugate transpose is equal to its negative,

that is A† = −A.
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is also anti-Hermitian [11]. Using the redefined Hamiltonian (23), the Schrödinger equa-
tion can be rewritten as

∂

∂t
U(t, t0) = H̄(t)U(t, t0), U(t0, t0) = I. (24)

According to Magnus’ proposal, there exists a solution for this inital value problem of the
form

U(t, t0) = eΩ(t,t0). (25)

Any unitary matrix is the exponential of an anti-Hermitian matrix [11], so to ensure the
unitarity of U(t, t0), the matrix function Ω(t, t0) has to be anti-Hermitian.

The function Ω(t, t0) is constructed as the series expansion

Ω(t, t0) =
∞∑
k=0

Ωk(t, t0),

of which the lowest order terms are given by

Ω1(t, t0) =
1

t

∫ t

0

H̄(t1)dt1

Ω2(t, t0) = − 1

2t

∫ t

0

∫ t1

0

[H̄(t1), H̄(t2)]dt2dt1

Ω3(t, t0) =
1

6t

∫ t

0

∫ t1

0

∫ t2

0

(
[H̄(t1), [H̄(t2), H̄(t3)]] + [[H̄(t1), H̄(t2)], H̄(t3)]

)
dt3dt2dt1.

These terms contain a sum of multiple integrals of nested commutators. The commu-
tator of two anti-Hermitian operators is anti-Hermitian, so the function Ω(t, t0) obtained
by adding the terms Ωk(t, t0) is also anti-Hermitian. This ensures that the time-evolution
operator U(t, t0) given by (25) is a unitary matrix. Hence, using the Magnus Expansion,
the solution to the Schrödinger equation stays in the unitary group, while this would not
be the case using a more familiar approximation scheme as the TDPT.

Therefore, although the Magnus Expansion is more complicated than numerical meth-
ods such as Picard iteration, it is of importance in certain disciplines where the evolution
operator belongs to some Lie group.
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