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Abstract

The Ocean Grazer device is a novel wave energy converyer developed at University of Groningen. It
is a novel hybrid renewable energy device which can harvest wind and wave energy to provide short-
to-medium term energy output that can be stored on-site and allows it to decouple the variability of
renewable energy sources from the supply to the grid.

As part of the design process, the development of an accurate mathematical model, describing the
physical interaction of the wave and the floater blanket of the Ocean Grazer, and subsequently their
interaction with the power take-off systems becomes an essential element in this complex and costly
design process. Such a model will enable the Ocean Grazer’s group to optimize the mechanical design,
to develop the control algorithms for maximizing the energy capture, and more importantly, to predict
the overall behaviour of the device prior to its deployment in the ocean.

In this research thesis, we extend the previous work on the modeling of the wave-floater blanket in-
teraction. The first contribution of the thesis is the development of a port-Hamiltonian model that
describes the wave-floater blanket simulation. The generic dynamical model is applied to the case
of a floater blanket with ten floaters, under irregular waves, and is validated with the existing com-
puter model using WEC-sim. The second contribution of the thesis is the performance analysis of the
Ocean Grazer’s floater blanket (with ten-floaters) connected to linear PTO systems. As part of our
first contribution, we investigate the modeling of a realistic irregular wave based on the well-studied
Bretschneider wave spectrum. In particular, we present the design of such an irregular wave generator
by employing a white-noise generator coupled with a specially designed band-pass filter.

Using this realistic irregular wave time series, we validate the dynamic behaviour of the ten-floater case
that is modeled using our port-Hamiltonian model. The simulation is compared with that using the
popular WEC-sim computer model that is widely used for simulating various wave energy converters.
For the regular wave, a maximum error of 0.0125 meters on a relative body displacement of 1 meter,
which corresponds to an error percentage of 1.25% For the irregular wave, the error percentage is
about 1.88%

During the investigation of the performance of the floater-blanket, several experiments where con-
ducted. Analysis learns that under irregular waveinput, concerning the the contribution of energy,
the radiation system is dominant over the mechanical system. The model behaves opposite under
regular wave input, where the mechanical system is dominant. During the experiments the captured
energy shows a sharp decline at higher order dampening coefficients and is different under regular and
irregular wave inputs. The results of experiments using Ocean Grazer’s scaled lab setup, due to the
assumptions, aren’t regarded as suffiently accurate, but suggest a lower powercapture than assumed
in previous work, further research is recommended.
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Chapter 1

Introduction

1.1 Renewable energy

For the past decade energy from renewable sources has been trending. Society has become more aware
of the impact of non-renewable energy and technologies like solar panels have become more readily
available. Governments, in turn, set goals and provided a legislative framework in which development
becomes possible. The Dutch government, for example, aims at 14,5% renewable energy in 2020 and
100% renewable energy in 2050. In 2010 the Dutch government envisioned the distribution of energy
sources, as is shown in Figure 1.1.

Figure 1.1: The Netherlands target 2020 [1], according to the energy agreement The
Netherlands should atleast have 14.5% renewable energy at 2020.
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2 Chapter 1. Introduction

This is to date still a far stretch, because the situation in 2016 as shown in Figure 1.2 is still around
5.4% (Hernieuwbare energie = Renewable energy). To achieve the 14,5% renewable energy, there are

Figure 1.2: An overview of energy sources in the Netherlands, situation in 2016, 5.4%
of The Netherlands energy demand is renewable [2].

several sources of renewable energy available, solar, geothermal, hydro and wind power. Of all renew-

Figure 1.3: An overview of energy sources in the Netherlands, situation in 2016 [2]

able energy sources, hydropower is the most utilized within the European Union, and while its share
dropped from 74% in 2004 to 38% in 2015, it still contributes the highest renewable energy generation.
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Hydropower consists mainly of producing electricity by the use of gravitational force, acting upon
flowing water. In the Netherlands, unfortunately, there is not enough height difference available to
make use of gravitational force of flowing water. The original renewable energy plan of 2010, Figure 1.1
initially called for several percents of energy extracted from waves. A source of renewable energy
that is still not often utilized is wave-energy extraction. Extraction of wave-energy can be realized
through a device commonly known as a wave energy converter[3]. While first patented by Pierre-Simon
Girard 1799 in France to drive pumps, mills and other heavy machinery [4][5], due to high costs of
construction, deployment and maintenance, development of wave energy converters staggered until the
1960’s. During the oil shortage crisis in 1973, the scientific community became particularly engaged
in extracting energy from waves[6]. The following research has led to the development of roughly four
groups: point absorber buoys, surface attenuators, oscillating water columns, and overtopping devices
[7].Point absorber buoys operate, like surface attenuators from the mechanical flexing and bobbing
principle, but unlike surface, attenuators have dimensions smaller than the wavelength. Figure 1.4

Figure 1.4: Mechanically flexing and bobbing principle wave energy converters, [8]

illustrates point absorbers (bouys) that consist of a buoy, are fixed to the ocean floor by either a
mooring line or a fixed deadweight. They absorb wave energy by ”bobbing”, moving up and down on
the motion of the waves. These motions drive hydrodynamic or electric generators. In attenuators,
hydraulic or electric generators in the joints between the cylindrical components resist mechanical
flexing. When this joint is flexed (as shown in 1.4), electricity is generated. Both devices can be found
directly installable on the seabed using fixed deadweights and in the case of deep water the wave
energy converters can be installed using a moring line. Surface attenuators are used in the worlds
first grid-connected wave farm; The 2,25MW Aguaadoura Wave plant, located in Portugal, consists of
three coupled 750kW Pelamis devices, as shown in Figure 1.5. The original goal of the Pelamis project

Figure 1.5: Pelamis machines, during sea trials, one practical example of the mechan-
ically flexing and bobbing principle [9]
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was to scale up the project to 25 Pelamis machines, increasing the capacity to 21 MW [10]. While
the Pelamis offered a good prognosis and reasonable efficiency, the newly developed machines where
prone to technical issues, the project was stopped after two months in operation, and the Pelamis
company went out of operation in 2014 [11][12]. The oscillating water columns, are stationary and
floating air chambers with the bottom open to the sea water below the waters free surface. They
can be found near/on shorelines, and float at sea. These work by letting the moving waves create
a pressure difference between the outside air and the air column trapped inside the structure [13].
Figure 1.6 shows the operating principle of an oscillating water column system. In this system, the

(a) The Wells turbine of the Limpet osciliating water
collumn, indicating the real world scale, [14] (b) Working example of the Limpet oscillating water

column,[15]

Figure 1.6: Oscilating water column system

water column moves up and down, this pull’s air in and pushes air out of the system through a turbine
and generator. The movement of air through the turbine generates electricity.
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Figure 1.7: Efficiency of the Limpet oscillating water column, according to [13]. The
figures, reported in 2004, denote the losses in KW, turbine losses come at 93KW.

An example of such a system is the Limpet system; this system operates off the cost of the island of
Islay. It operates now for ten years, with 98% uptime according to the owner [13]. There are however
drawbacks of the Limpet system, as can be seen in Figure 1.7. The efficiency of the system during a
series of trial months is low due to the number of turbine losses. Of the roughly 150 kW pneumatic
power, only 12.53 kW of electricity can be realized. According to the company owning the Limpet
system, the low efficiency is mostly blamed on the control algorithm and speeding and slowing of the
turbine due to reversing of the wave vector. However, the maximum practically obtainable efficiency
according to the company owning the system (situation C of Figure 1.7) is at 33.51kW electric, 22.3%
and still low. Overtopping devices, or sometimes referred to as wave capture devices, are devices that

Figure 1.8: Example of a shoreside overtopping device, in this case Tapchan power
plant [16]

operate on the shoreline or near the shore. Overtopping devices capture the incoming wave and convert
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Figure 1.9: Example of a floating overtopping device, in this case the ”Wave Dragon”,
operating in the black sea [17]

that wave energy into potential energy. This potential energy is converted to electric energy using
a turbine. A nearshore variant is shown in Figure 1.9. This specific overtopping device carries two
reflector beams. These Reflector beams aim to reflect the waves inward onto and over the ramp. The,
by the shape of the beams and ramp, lifted wave, fills the reservoir, after which the potential energy
is converted to electric energy in a turbine. Due to their low but oscillating differential pressure, high
internal leakage, their respective reported efficiency is around 30%. The shoreline variant, Figure 1.8
works by channeling water along a horizontal man-made tunnel, this channel is funnel-shaped and is
wide at the seaside where the waves enter. At the reservoir, the channel is narrowed, as the waves
propagate along the narrowing channel the wave height is lifted due to the funneling effect to a level
exceeding that of the reservoir. Water is then allowed to spill into a confined basin above the normal
sea level. As the water is above sea level, the potential energy of the water trapped in the basin can
be extracted by draining the water back to the sea through a low-head turbine as before.
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1.2 The Ocean Grazer

The original Ocean Grazer is a novel wave energy converter concept that has advantages over existing
designs. The concept consists of two basins, pump systems, turbines and a system of floaters. De-
velopment of the Ocean grazer has seen multiple concepts, of which version 1 and version 2 are the
main distinguishable versions. Key features of either design are the multi-piston pump (referred to as
MP2PTO system), and the energy storage. The MP2PTO, or multi-piston, multi-pump, power take-
off (PTO), principle consists of a buoy that drives a PTO system which in turn drives one or multiple
pistons depending on the amount of energy that can be extracted from a wave. The multi-piston-pump
allows for optimized energy extraction and adaption to changing situations. The difference with point
absorber systems is that the floater system allows for multiple buys.

1.2.1 Version one

Version one focusses on making a large dedicated structure. It consists out of a grid of interconnected
floater elements (also known as a floater blanket), each floater is connected to a piston type hydraulic
pumping system. The difference with standard point-absorber systems is that in an interconnected
floater blanket, shown in Figure 1.11, each individual floater is connected to multiple pistons. This
so-called multi piston pump system allows the ocean grazer to minimize radiation effects and hydro-
dynamic energy losses. The adaptability of the power take-off, the multi pistons, allows the ocean
grazer to extract the energy of various wave heights efficiently and its ability to provide a predictable
and stable energy output on demand, using its large energy storage capacity, distinguishes the Ocean
Grazer from existing devices.

Figure 1.10 shows the working principle of the Ocean Grazer concept schematically. As waves move
floater bodies (B1..B4), the PTO system will be moved (P1..P4). This PTO system is illustrated by a
single piston but consists of multiple pistons and will pump the working fluid to the upper reservoir.
The potential energy, caused by the difference in height, in Figure 1.10 shown by H, can be converted
to electric energy using a turbine after which the working fluid flows back to the lower reservoir.
Previous research shows that the design can take advantage of fast-changing energy prices to optimize
production [18].

Figure 1.10: Ocean grazer working principle, Floaterbodies B1..B4 are manipulated
by waves, this moves the PTO system consisting of multiple pistons, this moves water to
the upper reservoir, the potential energy due to height(H) is converted to electric energy

by means of a turbine [19]
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(a) Floater blanket construction showing two dimen-
sional arrays of floaterbodies

(b) Scale, Ocean grazer vs Cruise ship

Figure 1.11: Ocean grazer version 1 [19]

While the Ocean Grazer is a large structure in size,Figure 1.11, research has shown that it has
favourable financial potential[18].

1.2.2 Version 2, concept 3.0

Where the first version contained a large structure focused mainly on wave energy, requiring a huge
investment, the second version is smaller, modular and can directly be integrated/combined with
offshore wind turbine platforms, thereby, reducing initial investment. The second version further
contains fewer floaters, this, in turn, means that there are fewer interfaces between outside and inside
the structure, reducing the leakage potential. This version can be integrated into offshore wind farms,
connecting to their electric power grid and the supporting structure of the windmill is used as the lower
basin and kept at atmospheric pressure. The base section of the windmill, see Figure 1.13, contains

(a) Ocean grazer render[20] (b) Ocean grazer, mid section[20]

Figure 1.12: Ocean grazer version 2, concept 3.0

pumps, turbine, and basin under atmospheric pressure. The pumps pump the water from the basin
to the energy storage. This energy storage is a rubber bag/bellows type of storage vessel. Since the
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energy is stored in a flexible rubber reservoir that interacts directly with the high hydrostatic pressure
from the ocean water in its surrounding.

Figure 1.13: Ocean grazer working principle, surrounding the flexible rubber storage
bladder, is ocean water, using the hydrostatic pressure to keep the working fluid in the

storage bladder under pressure.
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1.3 Background and context of the Assignment

The ocean grazer is a concept that depends heavily on its configurable pumps to ensure energy capture
maximization, along with its basin that can release the loss-less stored energy at the right time. The
big advantage and unique selling point of the ocean grazer is its ability to produce electricity almost
instantly on demand, enabling the device to control its electricity production and thereby can sell its
electricity to the energy markets at moments when prices are high.

To enable the ocean grazer to capture and sell the energy efficiently, the ocean grazer system requires
a control system capable of maximizing energy output for a series of floaters in a setting with irregular
sea waves. Research has shown that model predictive control is the best control option for the Ocean
Grazer system. To design, test and implement the in earlier research advised model predictive control,
the port-Hamiltonian model needs to be scaled up to accomodate an array of floaters. In this research,
the focus is not on the controller of the system itself, but on expanding the knowledge on the process
that will mimic the real behavior of the system. These simulations are important for the ocean grazer
concept since it is one step towards the goal of maximizing the extraction of available wave energy.
Modeling of a port-Hamiltonian system

1.4 Earlier Research

Earlier research by the members of the Ocean grazer group has resulted in a very tractable port-
Hamiltonian model that has been validated against WEC-Sim, a wave energy converter model[21].
WEC-Sim itself is validated against several simulators and wave tank tests. The developed port-
Hamiltonian simulation models the position of two floater bodies on a regular wave. The researchers
chose the port-Hamiltonian framework since it is, numerically speaking, the most stable simulation
mechanism.
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1.5 System of research

The system considered in this research is displayed at the top of Figure 1.14. The system boundaries
are set at the generation of waves and up to the PTO system.

Figure 1.14: The researched system, the upper block shows the considered system,
the block underneath the system defenition shows the variables that are important in
this research. The results are shown exiting the system and consist of energy of the
mechanical system, energy of the radiation system, together forming the total energy.

The ”considered system” is to be modelled using the port-Hamiltonian framework. The, for this
research, important variables are shown in the block below the system definition and are further
elaborated. On the right of the considered system in the illustration are the results that are gained
through this research. By calculating the values of the two Hamiltonians, that are presented in chapter
3, the energy of the mechanical system and the energy of the radiation system give information about
the amount of energy is absorbed from the system.

1.5.1 Explanation of the variables

The variables of Figure 1.14

• The Hydrodynamical data
The hydrodynamical data was obtained using NEMOH, this data is kept constant over every
test, the developed model should accept these results as input.

• Regular/irregular wavetype
The incoming waves used in the simulations can be of regular or irregular nature. The model
should be able to incorporate different wave data sets as input, one at the time.
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– Dominant wave period
Waves can be characterized by their dominant wave period. The model be able to encor-
porate a specific wavetype.

– Significant wave height
The significant waveheight differs per wavespectrum, the model should be able to accept
different significant waveheigts as input, one at the time.

– Wavespectra
The wavespectrum caracterizes the waves generated, the model should be able to accept
different wavespectra as input, one at the time.

• Number of floaters
The number of floaters used in the floater blanket. In this research the number of floaters is 10,
this number is kept constant, due to the influence on the time it takes to solve the problem. The
model should accept any arbitrary number of floaters as input.

• Spring constant
The spring constant is of an important influence to the PTO system, the value of this constant
is kept at 0 throughout this research.

• Damping factor
The damping factor is a design parameter of the PTO system, the model should allow the
damping factor as an input, one at the time.

1.6 Research goal of this thesis

The problem statement is defined as:
”Current models of wave energy convertors cannot easily be controlled or extended. A tractable generic
port-Hamiltonian model needs to be developed and validated for both regular and irregular wavetypes.
Furthermore information is lacking on the power capture under regular and irregular waves subject to
various linear PTO configurations.”

The intent of this research is to solve this problem. This results in the following two goals:

1. ”The goal is to develop a generic port-Hamiltonian model for describing the wave
interactions of the ocean grazer floater blanket that is subject to both regular and
irregular wave.”

2. ”Evaluate the power capture under regular and irregular waves subject to various
linear PTO configurations.”

When the first goal is achieved, the second goal focusses on giving insight into the effect PTO damping
has on the power captured by the floater blanket.
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1.6.1 Research questions

1. How to define regular and irregular waves?
With this question, regular parameters of different wavetypes are established, that are used in
the model and presented in the research. This research question is answered in Chapter 2.

2. What method can be used to simulate irregular waves?
This question tries to answer what methods exist and what is neccessary to make irregular
waves? This question is answered in Chapter 2.

3. How can the total energy of the earlier defined system be calculated using the
port-Hamiltonian framework?
Both the system and the definition of total energy are defined using Figure 1.14. Using this
question, this research tries to answer how the theory mentioned in [21] can be used to develop a
generic model in the port-Hamiltonian framework. This question also guides in how the energy
can be calculated and is answered in chapter 3

4. What is the influence of PTO damping properties on the energy the system under
regular and irregular waves?
This research question is answered in chapter 4 and is connected to the second research goal.
Answering this question is done by applying the results of earlier research questions.

1.7 Scientific contribution

This research’s main scientific contributions are the theory behind, and the results of, the validated
generic port-Hamiltonian model under regular and irregular wave scenarios, as wellass the results of
the study on the power capture using various PTO configurations using a port-Hamiltonian framework
under regular and irregular wave scenarios.

To my best of knowledge no other wave energy converter has been modeled in the port-Hamiltonian
framework than the Ocean Grazer’s and no earlier research featured more than two floaters in the port-
Hamiltonian framework nor a wave energy converter modeled using irregular waves that are synthesized
using white Gaussian noise using either FIR IIR or FIR and IIR bandpass filter combinations.

Regarding the ocean grazer project contribution; the generated irregular wave can be used for multiple
other projects. The port-Hamiltonian model can be further expanded and used for other research.





Chapter 2

Irregular waves

When speaking about waves, a distinction can be made between regular and irregular waves. Regular
waves have a constant wave period and wave height while irregular waves do not meet such character-
istics. In this chapter, we will present the time-series modeling of realistic irregular waves which will
be used in a later chapter

2.1 Waves

Generally speaking, waves are oscillations (or disturbances) of the water surface that can be observed
in any type of water basin such as lakes, seas and oceans and are primarily generated by local wind,
seismic oscillations of the earth due to seismic activities, atmospheric pressure gradients and gravi-
tational attraction between the Earth, Sun and Moon. Minor influences are the capillary effect, the
Coriolis effect, the Earths gravity and boundary effects like the influence seabeds[22][23].

2.1.1 Ocean waves

Ocean waves are mostly generated by wind blowing over the water surface, and the wave height
may vary from capillary waves (or ripples, due to their shortwave period, as shown in Figure 2.1)
to waves with roughly 30-meter wave height. The surface tension of water has in capillary waves a
more substantial role [24]. These higher gravity waves will try to restore the equilibrium between the
atmosphere and ocean. Wind-generated waves generally follow the direction of the winds, Swell waves
are waves that are created by strong winds which blow for several hours, and have absorbed enough
energy that they sustain in unidirectional winds.

2.1.2 Shallow water waves

Waves influenced by the rising sea floor, are named shallow water waves (or merely shallow waves),
the free orbital movement is disrupted, and water particles no longer return to their original position
as shown. As the water becomes shallower, below the swell becomes higher and steeper, ultimately
assuming the familiar sharp-crested wave shape [22] as is shown in Figure 2.2.

15
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Figure 2.1: Illustration of various wave spectra according to the primary sources, it is
taken from [23], copyright Cambridge University Press

Figure 2.2: This figure illustrates that there are different waves depending on depth
of the water and the wave lenght[25]. In particular; ”deep water waves”, ”Transitional

water waves” and ”Shallow water waves”.

2.2 Wave spectra

There are several parameters that specify how the charasteristics of wave, such as, wave height and
wave period. In order to compute the average wave height, all waves will have to be classified into
groups and counted on how often they have occurred over the measured interval, and divided over the
total number of waves. Another way to classify the specific height is using the significant wave height,
this method is the mean of the third largest waves and is used to classify wave spectra because the
largest waves are often more significant than the smaller ones.
As the larger waves pack more energy, these are used to classify the waves at hand [26]. As is shown in
Figure 5.1, the significant wave height is shown as the average of the third largest waves. We remark
that the abscissa in the diagram is the wave height, and not the wave number/frequency.
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Figure 2.3: significant wave heigths [26], this figure shows the count (N) or chance (P)
vs the waveheight (H), with the most probable wave (Hm), the averate waveheight, and

the significant waveheight as defined in equation (2.1)

The significant wave height can be calculated using

H1/3 =
1

N/3

N/3∑
j=1

Hj (2.1)

in this equation, that is to be used on a dataset of waveheights sorted from heighest recorded wave to
lowest recorded wave, H1/3 is the significant wave height, N the total number of measurements, Hj

is the one waveheight measurement from that dataset, j is the so-called waverank. Waverank 1 is the
first highest wave, waverank 2 is the second highest wave. The equation thus uses the third highest
waves to calculate the significant waveheight, as indicated by Figure 5.1.
Based on the linear model of waves with a narrow energy spectrum, research has shown that the
heights of waves with a narrow spectrum obey the Rayleigh distribution [27]. Since the Rayleigh
distribution has one scale parameter and no shape parameter, fixed ratios exist between the wave
heights. To limit the calculation time the significant wave height can be approximated by dividing
the root mean square by the fixed ratio; Hs/Hrms ≈ 1.416. Where Hs is the significant wave height
and Hrms is the root mean square of the wave[28].

One additional way to classify a wave is by the waveperiod, the calculation of the waveperiod is similar
to that of the waveheight. This can be calculated by

T1/3 =
1

N/3

N/3∑
j=1

Tj (2.2)

in this equation, that is to be used on a dataset sorted from longest waveperiod to shortest waveperiod,
T1/3 is the significant wave height, N is the total number of records, Tj are the individual records, j
is the so-called waverank. Waverank 1 is the longest waveperiod, waverank 2 is the second longest
waveperiod.
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There are several wave spectra known, and research still produces specific derivations and subtypes
of several spectra. Previous research by the Ocean grazer group focussed on the following wave
spectra[29]:

1. Pierson-Moskowitz

2. JONSWAP

3. Bretschneider

As these models were developed with a specific industry or science domain in mind (think of for
instance ship design or shoreline engineering), the application of that particular wave spectra is also
connected to those forms of industry and science domains. This influences the way the models differ
by taking into account different sea states (swelling, retracting or fully developed) and what portion
of varying wave types they take into account.

2.2.1 The Pierson-Moskowitz spectrum

The Pierson-Moskowitz spectrum is an empirical relationship between wind speed and wave height
that was derived in 1964 using wind and wave data of British weather ships. It is only applicable to
a developed, deep water sea and assumes that after some time the wind speed and wave height are in
equilibrium. The Pierson-Moskowitz spectrum can mathematically be described by

S(ω) =
αg2

ω5
exp

(
−β
(ω0

ω

)4)
(2.3)

where ω = 2πf , f is the wave frequency in Hertz, α = 8.1 × 10−3, β = 0.74, ω0 = g/U19.5 and U19.5

is the wind speed at a height of 19.5m above the sea surface, the height of the anemometers on the
weather ships used by [30].

2.2.2 The JONSWAP spectrum

Another well-known spectrum is the JONSWAP wavespectrum which is developed from observations
by the JONSWAP(Joint North Sea Wave Observation Project) research group. This research project
measured and analyzed data from July 1 to July 31, 1968, with some experiments redone from the
first of August to the 15th of August, 1969 on the island of Sylt. The research was done using 13
research stations placed in a 160 km long line from the cost outward, using increasing intervals (1km,
2km, 4km, 6.5km, 9.5km, 14km up to 160km).

The purpose of the JONSWAP project was to derive wave patterns on a systematic basis, analyzing
the data by spectral methods and parameterizing the resulting spectra in a Pierson-Moskowitz form.
In general, the JONSWAP spectrum contains more peak energy than the corresponding Pierson-
Moskowitz spectrum for the same values of α and fo [31].When comparing the results of the research
of Holthuijsen, Figure 2.1, the absence of capillary waves (around 1 Hertz according to [23]) makes
this a primarily wind generated, developed, deep water seas. The JONSWAP spectrum can be found
in a modified form, known as the TMA spectrum, to fit shallow water [32]. The JONSWAP spectrum
can be applied to deep water, developed, coastal, wind generated seas[33][34]. The Jonswap spectrum
can be expressed as

S(ω) =
αsH

2
sω

4
p

ω5
exp

(−5(
ωp

ω )4

4
λβs

)
(2.4)
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Figure 2.4: JONSWAP spectrum according to[33]

where λ is the peak enhancement factor, Hs is the significant wave height in meters, ω is the angular
frequency in radians per second, ωp is the peak frequency in radians per second. Research has shown
that in the North Sea α aproximates 0.048, the peak enhancement coefficient, λ, ranges from 1 to 7,
with an average value of 3.3, and σ(ω) equals between 0.07 and 0.09 depending on the frequency.

2.2.3 The Bretschneider spectrum

The Bretschneider spectrum, also known as the Modified Two-Parameter Pierson-Moskowitz Wave
Spectrum, is a well-known wave spectrum and it is accepted by the ISSC (International Ship Structures
Congress) and ITTC (International Towing Tank Congress) as a standard for seakeeping calculation
and model experiments. For this reason, it is also known as ISSC or ITTC spectrum. It is primarily
derived from model observations, combines developed sea states with a stronger influence of capillary
waves. The Bretschneider spectrum can be regarded as being ”reasonably suitable” for partially
developed sea states [35]. For the choice of the spectrum, one must consider that the waves never
approach a fully developed state. On the other hand, one can question if the Bretschneider spectrum,
mostly derived from model observations[35], completely applies to a full-scale sea. ISSC recommends
this spectrum therefore with observed periods. Due to the broad applicability of the Bretschneider
spectrum, and its industry acceptence into standards, this spectrum is used in this research.
The Bretschneider spectrum can mathematically be described as

S(ω) =
5

16

ω4
m

ω5
H2

1/3e
−5ω4

m/4ω4
(2.5)

where ω is the radian frequency, ωm is the modal frequency, and H1/3 is the significant waveheight[36].
.
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2.3 Wave synthesis

There are, according to [37], five main ways to synthesize irregular waves. We remark that there are
also other ways that are expounded in [38] which are beyond the scope of this research.

1. Super-positioning of a finite number of sine waves;

2. Prototype measurement of wind wave time series;

3. Deterministic irregular wave trains (DSA method);

4. Non-deterministic irregular wave trains (NSA method);

5. The white noise digital filtering method (WNDF method);

The first method, super-positioning of a finite number of regular sine waves, is an often used method
of simulating irregular waves. Some regular sine waves are stacked to produce a specific spectrum that
can be closely matched, and while this method is adequate for estimating average power consump-
tion[39][40], this method does have some drawbacks. According to well-cited research, this method
does not correctly represent wave groupings correctly[41]. Waves itself, when observed in nature, are
intrinsically random, approximating this using regular waves is criticized as it is not the same thing.
Prototype measurements of wind-wave time series, the second method, is using real-world data and
scale this data required for input. This method is generally ineffective since it requires multiple, long-
term, readings at the site of interest before it can be statistically representative[38].
The third and forth method have inaccuracies in the generated wavetrains because large waves are
not accurately represented by linear wave theory, for the purpose of wave synthesis [42].
The last method, generating white Gaussian noise, passing this through a digital filter and amplifying
the result obtained, is mentioned as being a ’better’ way of generating irregular waves, due to its
intrinsic ’real’ randomness and is therefore used in this research.

2.4 Filtered noise-based irregular wave

Wave generation based on white Gaussian noise has been done in other research by generating white
Gaussian noise, amplification and digital filtering using the wave spectrum of choice[43], [44]. In this
research we consider the filtered noise-based irregular wave generation as shown in figure 2.5.
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(a) Manual adjustment of the filter
(b) Optimized adjustment of the filter

Figure 2.5: Wave generation using Gaussian noise

For the generation of the irregular wave in this research, an installation of Matlab, version 2017a is
used alongside Matlab’s digital filtering toolbox. In Matlab two methods of generating white Gaussian
noise where implemented, one where a random seed is generated, amplified, filtered and compared with
a spectrum, shown in Figure 2.5a, and one in addition of 2.5a an optimization step, that adjusts the
digital filter to better match spectra. This method, shown in 2.5b, is used to generate parameters,
these are used to control the filters in Figure 2.5a, that is used to produce the same irregular wave for
further tests repeatedly.

2.4.1 Random seed and White Gaussian noise

A random time-series is said to be white noise if its autocorrelation series is an impulse time-series
(with a non-zero elemnet only at the origin) and it has a probability distribution with zero mean and
finite variance[45]. The reason this noise is called white is that the power spectral density is the same
at all frequencies, analogy to the frequency spectrum of white light[46]. The basis for generating the
white noise in the Matlab software is the ”randn” function[47], this is a random number generator,
that accepts a seed. The random seed generates the same random white noise sequence for repeated
testing, within the boundary conditions sketched earlier. The number 124432221 is used throughout
this research as the random seed.
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(a) Generated white noise; values over time
(b) Fourierspectrum of the generated white noise

Figure 2.6: White Gaussian noise generated using the number 124432221 as seed, 10000
samples, samplerate: 10 hz

As can be seen in Figure 2.6a the generated white noise is evenly distributed between 1 and -1, and
with a mean of 0 and a finite variance. The power spectrum Figure 2.6b appears to be equal/more
or less equally throughout the entirety of its power spectrum, and therefore we can speak of white
Gaussian noise.
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2.4.2 Amplification and Digital filtering

The white noise is then amplified uniformly to match the significant wave height of the wave spectrum.
The digital filter in this research uses the Bretschneider wave spectrum. Based on the linear model
of waves with a narrow energy spectrum, research has shown that the heights of these waves obey
the Rayleigh distribution [27]. Since the Rayleigh distribution has one scale parameter and no shape
parameter, fixed ratios exist between the wave heights, Hs/Hrms ≈ 1.416. In this ratio Hs is the
significant wave height and Hrms is the root mean square of the wave[28].
Since the connection between the amplification factor and the root mean square of the same wave
heights is linear, this does not need solving, allowing flexibility to make waves as high as required.

A digital filter is designed by computing the time domain terms hi called filter coefficients. There
are several methods of designing the filters, using Biesel functions for instance[48]. For this research,
we focus on the FIR and IIR filters within Matlab, since Matlab is used for the port-Hamiltonian
simulation. The difference between FIR (finite impulse response) and IIR (infinite impulse response)
based filters is that the IIR filter contains an extra term in the difference equation that describes the
output of these filters.

FIR filters have some advantages over IIR filters[47]; FIR filters can be, in general, more easily
implemented into hardware and are always stable, and have a linear phase response[49]. IIR filters,
on the other hand, can be implemented more efficiently[50].
The difference equations for FIR and IIR filters, for the input sequence x[n] and output sequence y[n]
are, respectively, given by

y[n] =

M∑
k=0

h[k]x[n− k], (2.6)

y[n] =

N∑
l=1

aly[n− l] +

M∑
k=0

bkx[n− k], (2.7)

where h[k] is the impulse response, and al and bk are the filter coefficients. The transfer functions in
the z-domain for the FIR and IIR filter are, respectively,

H(z) =

M∑
k=0

h[k]z−k, (2.8)

H(z) =

∑M
k=0 bkz

−k

1−
∑N

l=1 alz
−l

(2.9)

For this research Matlab’s filter toolbox is used to generate the filtercoefficients. For IIR and FIR
are multiple filter types/subtypes available. This research uses an Equiripple type FIR filter, and
a Butterworth IIR filter. These filter types are chosen for their general availability, and both have
distinct magnitude responses. To match the spectrum a bandpass filter is used. This bandpass filter
consists of a highpass and a lowpass filter and is set up as shown in Figure 2.7 as wel as the individual
filters(Figure 2.8, Figure 2.9).
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(a) Highpass Equiripple FIR filter, starting condition (b) Lowpass Equiripple FIR filter, starting condition

Figure 2.7: This illustration shows the individual components of the bandpass FIR
filter in their starting condition

(a) Magnitude response FIR Bandpassfilter (b) Magnitude response IIR Bandpassfilter

Figure 2.8: Filter setup of the bandpass filters, showing the result of a manually fitted
bandpass filter

(a) Magnitude response FIR/IIR hybrid Bandpassfilter
(b) Example of a synthesized wave form, the signal is
ramped up during the first five seconds of the simulation
to make sure any solvers in the simulation can converge.
Since the filters are adjusted to fit a specific wavespec-
trum, the resulting synthesized waves are different in

minor details.

Figure 2.9: Filter setup of the FIR/IIR bandpass filter, with the result of filtering
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2.4.3 Optimization

Matlab’s optimizer, ”fmincon”, was used to minimize the objective function. The objective function
was defined as

y(ω) =

∫ 1

0
(f(ω)− k(ω))2dω (2.10)

which is the sum of the difference between the desired spectrum and the actual value squared In
this function, the f(ω) is the output of the actual spectrum at frequency ω, k(ω) is the output of the
desired spectrum at frequency ω, by squaring this any negative differences become positive. Frequency
ω is the frequency in π radians/sample. The sample-rate used in this experiment was 10 samples
per second. This objective function focusses on finding a fit with regard, to the filter parameters, the
amplification factor is not part of the results, since the root mean square of the wave is linear with
the wave height, this allows one to synthesize waves with whatever significant wave height. In the
Table 2.1 shown below, boundary conditions can be seen.

Table 2.1: Optimizer boundary conditions

Nr Parameter Boundary conditions

1 Highpass Filter stopband frequency (normalized) 0 < x < 1 πrad/sample

2 Highpass Filter passband frequency (normalized) 0 < x < 1 πrad/sample

3 Lowpass Filter stopband frequency (normalized) 0 < x < 1 πrad/sample

4 Lowpass Filter passband frequency (normalized) 0 < x < 1 πrad/sample

5 Highpass stopband attenuation 0 < x < 200 dB

6 Highpass passband ripple 0 < x < 200 dB

7 Lowpass stopband attenuation 0 < x < 200 dB

8 Lowpass passband ripple 0 < x < 200 dB

Matlab’s parameters, like step-size and stopping conditions, were left default. For the generation of
the FIR filter, the following parameters where found; as can be seen in Table 2.3.
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Table 2.2: Solver results, first experiment Fir bandpass filter, FIR/IIR hybrid, IIr
bandpassfilter

Parameter Highpass Filter Lowpass Filter

filtertype FIR Equiripple FIR Equiripple

filterordermode Minimum Minimum

stopband frequency 0.018 πrad/sample 0.5πrad/sample

passband frequency 0.689πrad/sample 0.08πrad/sample

stopband attenuation 200 dB 100 dB

passband ripple 60 dB 20 dB

Parameter Highpass Filter Lowpass Filter

filtertype FIR Equiripple IIR Butterworth

filterordermode Minimum Minimum

stopband frequency 0.022πrad/sample 0.5 πrad/sample

passband frequency 0.144πrad/sample 0.08πrad/sample

stopband attenuation 200 dB 200 dB

passband ripple 1 dB 1 dB

Parameter Highpass Filter Lowpass Filter

filtertype IIR Butterworth IIR Butterworth

filterordermode Minimum Minimum

stopband frequency 0.018 πrad/sample 0.55πrad/sample

passband frequency 0.1πrad/sample 0.05πrad/sample

stopband attenuation 200 dB 100 dB

passband ripple 40 dB 30 dB

The resultant wave spectra are more or less comparable, as can be seen in Figure 2.10. The IIR
filters magnitude response (Figure 2.9a) appears to become more squared in form when the stopband
frequency and the passband frequency are close together. This is particularly an issue with the
highpass filter. In order for the IIR highpass filter to recieve a rounder form, the difference between
passband and stopband frequencies is increased, as shown in Table 2.3. This in turn required the
signal to be amplified (using the passband ripple) and Matlab’s solver took longer to find a feasible
solution. The FIR solution or the FIR/IIR hybrid, where both highpass filters are following the FIR
principle, do not experience that problem. These happen to adhere better to the spectrum as can be
seen in Figure 2.10. The claimed performance difference is not noticable in matlab, both FIR and
IIR algorithms in the tested timeframe, 5500 datapoints, 550 seconds of actual wave time, are filtered
fast, with small differences between IIR and FIR techniques, IIR filters, on average, rougly 1/8th of
a milisecond faster, while the setup time is more then double that of an FIR filter. In terms of fit,
the best filter is the FIR filter, second FIR/IIR, third IIR. During the optimization we found that the
optimizer’s stepsize became larger than the frequency it was trying to manipulate and that there are
multiple minima, due to the overlap of the two filters, and the passband attenuation that the solver
is allowed to change.



Chapter 2. Irregular waves 27

Table 2.3: Five timed runs, Filter setuptime vs Filter execution time, IIR is fastest to
execute, but slowest to setup, FIR is slowest to execute, fastest to setup. The FIR/IIR

hybrid is inbetween.

Filter algorithm comparison

Parameter IIR FIR/IIR Hybrid FIR

Setuptime run 1 [ms] 501.9 308.3 204.3

Setuptime run 2 [ms] 560.8 295.2 219.9

Setuptime run 3 [ms] 503.5 280.1 213.1

Setuptime run 4 [ms] 526.2 333 237.4

Setuptime run 5 [ms] 495.9 280.5 223.4

Mean [ms] 517.7 299.4 219.6

Standard deviation [ms] 24 20 11

Executiontime run 1 [ms] 7.2 8.1 7.8

Executiontime run 2 [ms] 7.7 8.3 7.3

Executiontime run 3 [ms] 6.2 7.3 8.2

Executiontime run 4 [ms] 8.1 8.3 7.9

Executiontime run 5 [ms] 6.1 7.7 9.6

Mean Executiontime [ms] 7.06 7.94 8.16

Deviation in Executiontime [ms] 0.8 0.39 0.78

(a) Magnitude response shown in blue, thin red line
shows Bretschneider spectrum, FIR filter

(b) Magnitude response shown in blue, thin red line
shows Bretschneider spectrum, IIRfilter

(c) IIR/FIR hybrid filter, Magnitude shown in blue,
thin red line shows Bretschneider spectrum,

Figure 2.10: Spectrum result





Chapter 3

Model Introduction

3.1 Modeling process

The modeling process of the floater array system, of the Ocean Grazer WEC, consists of (1) modeling
the wave-structure interaction between the wave surface and the floating bodies; (2) floater-to-floater
interaction; and (3) floater-to-PTO interaction. For this purpose, the well-known Cummins equation
will be used as the basis of the modeling. The reason for using this equation is that the Cummins
equation is an approach for the time-domain representation of the first-order radiation and diffraction
of a floating body. This equation takes into account information from the buoyancy and excitation
forces (1) produced by contact between the wave surface and the floater body, the waves moving the
structure and radiation forces (2) produced by the movement of the structure itself. Other external
forces, such as those produced by moorings and in this case, PTO systems (3), can also be included
in the equation.

Figure 3.1: Modeling principle of multi-floating body system [51]

3.2 Cummins equation

The Cummins equation that was proposed by WE Cummins in 1962[52], describes the behavior of
floating bodies. The dynamics of a floating body connected to a PTO unit, in one degree-of-freedom
(1-DoF) can be described by

mq̈(t) = fb(t) + fr(t) + fex(t) + fpto(t) (3.1)

where t represents time, m is the floater mass, q is the floater displacement, fb is the buoyancy restoring
force, fr is the radiation force due to its structure motion, fex is the excitation force, and fpto is the
PTO force.

29



30 Chapter 3. Model Introduction

3.2.1 The buoyancy force

The first force component of the Cummins equation is the buoyancy restoring force that is described
by Figure 3.3. In buoyancy, the mass does not directly play a part. However, the mass determines

Figure 3.2: The principle of buoyancy restoring forces, copyright Wikimedia

how much the floater is initially submerged, due to the gravity acting upon the object, determining
the density. The buoyancy restoring force can be expressed as

fb(t) = −ρswgAfq(t) = −kq(t). (3.2)

where ρsw is the sea water density, g, is the gravitational acceleration constant and Afq is the volume
of submerged part of the body.

3.2.2 The radiation force and excitation force

The radiation and excitation forces are the main hydrodynamics component of the Cummins equation.
The radiation forces are forces that are formed by the motion of floater bodies and thus have an
influence on the other nearby floating bodies. One can imagine these radiation forces in a pond as
rings around a bobbing object in the water. If there is a second object floating in the pond, it will
move due to the radiation forces formed by the first object. These interactions happen on a larger
scale in the ocean grazer.
The radiation force and the excitation force are given by:

fr(t) = −m∞q̈(t)− ϕr(t) ∗ q̇(t), (3.3)

fex(t) = ϕex(t) ∗ η(t) (3.4)

where m∞ > 0 is the constant added mass at infinite frequency, η(t) is the sea-wave elevation, ϕr

and ϕex are the IRF of the radiation force and the excitation force, respectively, and ∗ denotes the
convolution operator.
The radiation and excitation forces are frequency dependent. However, in this work, we only take the
added mass at an infinite frequency and use the IRF instead of frequency response function in order
to simplify the time-domain simulation. These components are usually obtained through numerical
tools that are specifically designed for solving hydrodynamics problems, for instance, Aquaplus[53]
and NEMOH [54].
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Figure 3.3: The principle of Radiation forces, one body radiates, others get irradiated,
but radiate themselves as well, copyright Springer AG

3.2.3 Linear PTO forces

In this work, the PTO force, fpto, is described using simple mechanical coupling elements, such as
linear springs and dampers.

fpto(t) = kptoq(t) + bptoq̇(t), (3.5)

where the stiffness constant kpto > 0 and damping constant bpto > 0.

3.2.4 Multiple Floaters

In order to describe the behavior of the multi-floater system, the generalized variables that correspond
to the variables used in equations (3.4), (3.3), (3.2) and (3.5) are introduced, namely, the diagonal
matrices M ,K, Bpto, and Kpto of dimension n×n corresponding to the floaters mass, buoyancy force
coefficient, PTO damping coefficient and PTO stiffness coefficient, respectively. M∞ is a positive
definite matrix indicating the added mass at infinite frequency, Q is the displacement vector, Fr is
generalized convolution term of the radiation component and Fex is the excitation force vector. Then
the generalized Cummins’ equation for a multi-floater system with linear power take-off can be written
by

(M +M∞)Q̈+ Fr +BptoQ̇+ (K +Kpto)Q = Fex. (3.6)

3.3 port-Hamiltonian modeling of floaters array

In port-Hamiltonian systems, different elements are interfaced using energy, listing their interactions
in a Port-based system. This port-based system is made up of energy storing, dissipating and routing
elements. The Hamiltonian is a matrix in which all energy is organized. The interactions are organized
in some components, connected by flows and efforts (f and e respectively) shown in the equations 3.7
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In this work, we are interested in a particular case of port-Hamiltonian model described by the following
equations. {

ẋ = [J(x)−R(x)]∂H(x)
∂x +G(x)u,

y = GT (x)∂H(x)
∂x ).

(3.7)

Here J(x) is a skew-symmetric interconnection matrix, R(x) is a positive semi-definite dissipation,
matrix G(x) represents the input matrix and H(x) is the Hamiltonian or the energy function of the
system.

3.3.1 From Cummins equation to port-Hamiltonian

In order to construct the port-Hamiltonian modeling, the Cummins equation can be described as an
interconnection between mechanical and radiation subsystem depicted in Figure 3.4.

Figure 3.4: Schematic overview of the Cummins’ equation where Σ1 describes the me-
chanical component and Σ2 describes the radiation component of the Cummins’ equation

in a different subsystem [51].

Following Figure 3.4 and using equation (3.6), first we can reformulate the mechanical system Σ1 into
port-Hamiltonian by introducing the state variable x1 =

[
Q
P

]
with P = MQ̇ and the Hamiltonian

function

H1(x1) =
1

2
P>M−1P +

1

2
Q>(K +Kpto)Q. (3.8)

Using this Hamiltonian function, the port-Hamiltonian model of the mechanical system, Σ1, is given
by: 

ẋ1 = (J1 −R1)
∂H1(x1)

∂x1
+

[
0n×n

In×n

]
u1

y1 =
[
0n×n In×n

]
∂H1(x1)

∂x1

(3.9)

In this model, the input u1 is given by Fex + Fr, the output y1 is the velocity Q̇ and the matrices
J1 =

[
0 I
−I 0

]
and R1 =

[
0 0
0 Bpto

]
. I is the identity matrix. Earlier research has shown that the

convolution term of the radiation system Σr : Q̇ 7→ −Fr can be approximated by a port-Hamiltonian
model using the state variables Z, Hamiltonian function Hr(Z), interconnection and damping matrices
Jr and Rr, respectively, and the input matrix Gr[51]. where x2 =

[
Z
P∞

]
with P∞ = M∞Q̇. The

Hamiltonian function will subsequently be:

H2(x2) =
1

2
P>∞M

−1
∞ P∞ +Hr(Z) (3.10)
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The port-Hamiltonian of Σ2 will then be
ẋ2 =

([
Jr Gr

−G>r 0

]
−

[
Rr 0

0 0

])
∂H2(x2)

∂x2
+

[
0n×n

In×n

]
u2

y2 =
[
0n×n In×n

]
∂H2(x2)

∂x2

(3.11)

[51] has shown that both Σ1 and Σ2 are passive systems, the time-derivative of their respective hamil-
tonians does not exceed the feedrate, thus their interconnection is also passive, that is Ḣ1+Ḣ2 ≤ Q̇Fex.

The energy of the radiation system, Σ2, consists of two parts a storage part, and a kinetic part. This
can be mathematically expressed by

Hstorage(x2) = Hr(Z) =
1

2
Z>WZ (3.12)

Hkinetic(x2) =
1

2
P>∞M

−1
∞ P∞ =

1

2
Q̇>M∞Q̇ (3.13)

where Hstorage and Hkinetic are Hamiltonians, W is a positive definite matrix, and Z is the matrix
with state variables, introduced earlier.

The port-Hamiltonian model will be used for simulations, the energy of the mechanical system, Σ1,
expressed by H1and the energy of the radiation system Σ2, expressed by H2, together form the total
energy in the system. The energy of the radiation system
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3.4 Calculation speed vs Precision

Significant for the simulation of the port-Hamiltonian model is the tradeoff of computational speed
at which the model can be calculated versus the precision that the results require. The simulations
can, for instance, be set up in such manner that the calculation of the port-Hamiltonian simulation
model becomes time-consuming. During this research significant effort was made in reducing the total
simulation time.

Frameworks on computational efficiency found in research often focus on a specific embedded system
or focus on the fastest implementation of a specific algorithm or subroutine. General guidelines for
computational efficiency[55] advice to enhance parallelism, minimize the instructions needed for dif-
ferent tasks or distribute and minimize the dependency on specific hardware components. The current
model is not bound to a specific hardware platform, and while Matlab supports limited parallelism,
the most gain can be expected from minimizing execution and memory needed for tasks.

One of the calculation time gains was achieved through the reduction of the order of the approximation
of the radiation forces. Earlier work used a fixed order that dictates the size of the calculation
matrix. Since this matrix is multiplied with other matrices, any increase in size will expand subsequent
calculations. The results presented in Table 3.1 are showing the effect of the order of the approximation
of the radiation forces to the time it takes for a solver to converge.

Table 3.1: This table shows how the different solver order influence the time needed to
solve a problem, vs the error and the number of function evaluations.

Solver order Time 1 [s] Time 2 [s] Iterations [-] Function evaluations [-] Remaining error

1 2.1531 2.3790 45 713 8.610017× 103

2 2.2932 2.4270 96 2815 4.707791× 103

3 4.7397 4.7424 174 7185 3.149808× 103

4 11.3714 11.6082 316 16820 2.228653× 103

5 20.1191 20.2834 402 26012 2.228679× 103

6 20.5428 21.5551 307 23614 1.206851× 103

7 50.7578 51.9610 613 54542 9.396140× 102

8 45.7593 45.8947 400 40285 9.371351× 102

9 59.8793 60.1419 449 50670 6.042212× 102

10 79.9711 81.2391 488 60886 5.074643× 102

11 75.3210 73.4639 392 53729 4.304708× 102

12 96.7308 100.1854 453 67289 4.306624× 102

13 249.9939 249.9939 1000 150004 3.271893× 102

In this table the solver order is an indication of size of the calculation matrix, Time 1 represents the
first time sample done and Time 2 is the mean of three subsequent time measurements. The time
measurements were done using Matlab’s tic-toc mechanism and deviate due to computation speed of
the electronics involved. The iterations are the number of successive steps the solver takes toward the
minimization of the objective function; the number function evaluations are the number of calculations
done in the feasible region. We can observe that the increased matrix size increases the accuracy of
estimation by reducing the remaining error, that is the remainder of the objective function after
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Data: hydrodynamic coefficients, a guessvalue
Result: fastest converging order of radiation approximation
int x1=guessvalue;
solutions=[]struct;
for j ← x1,i← 1 to j ≤ 20, i ≤ 4 do

solutions(j)=Fit the obtained IRF with passive transfer function with a small amount of
iterations;

if residual(i) > residual(i− 1) then
i+ +;
continue;

else
i−−

end

end
x2=find the best performing solution in the solutions;
return x2;

Algorithm 1: This algorithm, tries to compute the best performing order of the approximation of
the radiation energy by trying several orders

minimization. For this purpose, that is, to speed up the simulation while maintaining precision, we
propose an algorithm to explicitly choose the order of the radiation forces.
Using algorithm 1, the simulation can be ran faster. Since matrix multiplication is essential for
the port-Hamiltonian simulation, any change in matrix dimension will affect the total computational
efficiency due to inherited influence. In this work, further efficiency gains were achieved by exporting
and importing variables that would give the same intermediate results. This resulted are, case1

dependent, reduction of the calculation time from 4 hours, 32 minutes, 22 seconds, to 19 minutes, 52
seconds 2.

110 floaters under a regular wave with an initial wave sample rate of 10Hz, for a total of 100 seconds.
2Using a Lenovo P50, with an I7-7700HQ processor, 32 Gb of RAM, M2 256gb SSD, other results may vary.





Chapter 4

Simulations, analysis and validation

4.1 Simulation procedure

Several simulations were conducted using the port-Hamiltonian model. In these simulations, the
damping constant is varied under the regular and irregular wave. The output of these simulations
are the floater displacements and the results of the port-Hamiltonian model; energy of the mechanical
system, energy of the radiation system energy of the kinetic part of the radiation system

The following experiments are defined:

Table 4.1: The following parameters where used in the experiment.

Experiment Description Dampening constant[kg/s]

1 Earlier Ocean Grazer experiments [21] 1.1530× 106

2 Ocean Grazer experimental setup scaled [56] 1.6526× 104

3 No damping 0

4 Sweep experiment 1× 102

5 Sweep experiment 1× 104

6 Sweep experiment 1× 105

7 Sweep experiment 1× 106

8 Sweep experiment 1× 107

9 Sweep experiment 1× 108

1. Ocean Grazer experimental setup scaled
The first experiment uses the findings of experimental data on the Ocean Grazer’s experimen-
tal setup, [56]. In this research the damping coefficient applies to 5m pipe-length, to provide
compatibility with the other experiments this is linearly scaled to 100m pipe-length.

2. Earlier Ocean Grazer experiments
This experiment uses the damping coefficient used in earlier Ocean Grazer research [21][51][57].

3. No damping
This experiment forms the control experiment; the model follows the input wave and the model
shows an ideal scenario.

4. to 9. Parameter sweeps
The goal of the sweep is to show the influence of a parameter is to the model.
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The following general parameters are used in the experiments:

Table 4.2: The following parameters where used in the experiment.

Property Regular wave Irregular wave

Exitation solver order 8 8

Estimated pipelength 100m 100m

Significant wave-height 4m 6.22m

Wave-period 10s Bretschneider spectrum

Time-step dt 0.01s/step 0.01s/step

Water density 1025kg/m3 1025kg/m3

Floater cross-sectional area 49m2 49m2

Body mass 45000kg 45000kg

Hydrostatic restoring force coefficient 4.9271× 10−5 4.9271× 10−5

Working fluid viscosity 0.0734Pa× s 0.0734Pa× s
Separation between piston and cylinder 400× 10−6m 400× 10−6m

PTO piston radius 0.01m 0.01m

PTO piston height 0.01m 0.01m

For the irregular wave, the simulation uses the FIR/IIR irregular wave following the values of chap-
ter3. This experiment uses the hydrodynamics data that was obtained using NEMOH.

The following experimental setup is used;

Figure 4.1: The following experimental setup was used; p1 is the point where waves
are generated, l1 an offset added to make WEC-sim comparable to the port-Hamiltonian

simulation, l2 is the distance between floaters.

The 10 floaters are positioned in a row. Wave generator p1 generates either a regular or irregular
wave. After the wave travels distance l1, the wave hits the first floater. The distance between each
subsequent floater is l2. For the experiments l1 = 0m1.

1For the validation this l1 is of a dynamic length but based on WEC-Sim. In WEC-Sim cannot handle a value of 0m,
and its specific value it might be depending on an ODE Time-step
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4.2 Simulation results

Using the parameters provided in Table 4.2 and 4.1, the following results were generated, (1) dis-
placements, (2) energy of the Kinetic subsystem (a subsystem of the radiation system), (3) energy of
the Storage subsystem (a subsystem of the radiation system), (4) energy of the radiation system, (5)
Energy of the mechanical system and (6) energy of the total port-Hamiltonian system.

The results of the Ocean Grazer and the sweep, experiments 1-3 and 3-9, are presented in different
graphs to more distinctively present the results.

4.2.1 Displacements

In Figure 4.2 the displacements of body 1 are shown for the regular wave.

Figure 4.2: In this illustration the displacements of body 1 for experiments 1-3 under
regular wave
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Figure 4.3: Sweep, Regular wave, regular wave, displacement of body 1

Figure 4.4: Ocean Grazer performance,irregular wave, displacement of body 1
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Figure 4.5: Sweep irregular wave, irregular wave, displacement of body 1

The results of floater bodies other than body 1 can be found in Appendix A.

The displacement behavior of the model to the sweeps, Figure 4.3 Figure 4.5, is as expected. The
experiment without damping (experiment 3) follows the input wave in both regular and irregular waves.
Since the damper is mechanically connected to the floater, it will directly influence the displacement
of the floater. In Figure 4.2 and 4.3, at higher damping orders, decreased displacement follows. The
model, at higher damping orders, cannot follow the irregular wave at t = 30s and t = 65s, and the
overshoot is higher as the damping increases.
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4.2.2 Energy of the Radiation system

Stored energy

(a) Ocean Grazer, regular wave, stored energy

(b) sweep, regular wave, stored energy

Figure 4.6: Stored energy, regular wave
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(a) Ocean Grazer, irregular wave, stored energy

(b) sweep, irregular wave, stored energy

Figure 4.7: Stored energy, regular wave
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Kinetic energy

(a) Ocean Grazer, regular wave, kinetic energy

(b) sweep, regular wave, kinetic energy

Figure 4.8: Kinetic energy, regular wave
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(a) Ocean Grazer, irregular wave, kinetic energy

(b) sweep, irregular wave, kinetic energy

Figure 4.9: Sweep Kinetic energy, irregular wave
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Sum of kinetic and stored energy of the radiation system

(a) sweep, regular wave

(b) sweep, regular wave

Figure 4.10: Sum of kinetic and storage energy of the radiation system, regular wave
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(a) Ocean Grazer, irregular wave

(b) sweep, irregular wave

Figure 4.11: Sum of kinetic and stored energy of the radiation system, irregular wave
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The results of the radiation energy of the Ocean Grazer under regular and irregular waves show that
the energy of the kinetic subsystem is less than the energy of the storage subsystem. When the model
uses the regular wave as input the difference in energy between the storage and kinetic subsystem is
about factor 8.75, for the irregular wave this difference is, with factor 2, lower. The parameter sweeps
show that at higher frequencies and fluctuating waves heights the experiments with higher damping
orders capture less energy, as can be seen in Figure 4.6 and 4.13.
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4.2.3 Energy of the mechanical system

(a) Energy of the mechanical system, regular wave

(b) Energy of the mechanical system, regular wave
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(a) Energy of the mechanical system, irregular wave

(b) Energy of the mechanical system, irregular wave
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The model’s behavior of the mechanical system under the regular and irregular wave is comparable
to that of the radiation system; as expected the experiment without damping (experiment 3), receives
most energy. The scaled lab test (experiment 2) performs less than the damping coefficient of earlier
research (experiment 1). The experiments with regular and irregular waves show that experiment
3,4,5 have similar energy capture characteristics. What is different is that the captured energy of
the mechanical system is less than the captured energy of radiation system for the irregular wave,
while under the regular wave, the energy of the mechanical system exceeds the energy of the radiation
system.
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4.2.4 Energy of the total port-Hamiltonian system

(a) Total energy of the port-Hamiltonian model, regular wave

(b) Total energy of the port-Hamiltonian model, regular wave

Figure 4.16: The total energy of the port hamiltonian simulation, the total energy is
defined as the sum of the energy of the radiation and mechanical systems, in this case

under the regular wave.
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(a) Total energy of the port-Hamiltonian model, irregular wave

(b) Total energy of the port-Hamiltonian model, irregular wave

Figure 4.17: The total energy of the port-Hamiltonian simulation, the total energy is
defined as the sum of the energy of the radiation and mechanical systems, in this case

under the irregular wave.
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Based on the earlier results and the total energy of the port-Hamiltonian system the following conclu-
sions can be drawn. Damping coefficients larger than 1× 107kg/s (experiment 8 and 9) are inefficient
at capturing energy under the wave conditions specified in this test. Using a lower damping coefficient
is beneficial for the amount of energy captured, a damping coefficient of 0kg/s is most beneficial. The
results of the experiments show a sharp decline in captured energy around experiment five/six in the
mechanical and radiation system under regular and irregular waves. When the model is subject to
a situation with regular waves2 the mechanical system is dominant while using the irregular wave
as input, radiation system contributes more energy to the total. Considering the Ocean Grazer, the
scaled lab version shows less energy captured, then was used in earlier research. However, as this
experiment uses a linearly scaled dampening coefficient based on pipe length, the exact results cannot
be regarded as sufficiently trustworthy due to the assumptions. Since this lab setup is used for the
design and testing of Ocean Grazer components, it may be recommended to research the validity of
the lab setup’s parameters.

4.3 Validation

Validation of the results is in this research done using the popular model ”Wave-Energy-Converter
Simulator”. This so-called ’WEC-Sim’ has been developed by the U.S. National Renewable Energy
Laboratory (NREL) and Sandia National Laboratories (SNL) as a publicly available, low cost, open-
source wave energy converter modeling tool. This simulator was developed to reduce the dependency
of wave energy developers on commercially available codes. The code of this project is open-source
and can be acquired from Github3. The WEC-Sim has itself been validated against several commercial
models; WaveDyn, AQWA, and OrcaFlex. The validation of WEC-Sim was done by modeling a one
degree of freedom point absorber, where simulations were run with and without PTO damping. A
minimal difference of approximately 0.02m between the WEC-Sim results and those of WaveDyn and
AQWA. Simulations using three degrees of freedom see a maximum difference of 0.01 m and 0.03 deg
with OrcaFlex[58].

Physical model validation of the WEC-Sim has been done using a FOSWEC experimental setup[59][60].
This consisted of a floating platform with two hinged flaps that rotate in pitch. The platform is free
to move in heave, pitch, and surge and can be configured to lock DOFs. A wave is simulated in
a wave tank, and with the same characteristics modeled in WEC-Sim. The WEC-Sim has shown
good agreement with the physical experiment on heave decay, pitch decay and surge decay (wave
dampening)[61].

The port-Hamiltonian model is validated by comparing the position output of the floater bodies under
a regular and irregular wave with WEC-Sim. Both models used the parameters specified in Table 4.2.

2of the specified wave height and wave period
3https://github.com/WEC-Sim/WEC-Sim
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4.3.1 Validation results

Both models, under the regular wave, appear to be stable, the displacement does not increase or
decrease over time. This is an indication of model passivity.

To increase readability, only body 1,3,5,9 are shown to show the trend, body ten because it behaves
differently than the rest.

Figure 4.18: The relative position of floaters, using the WEC-Sim with the parameters
for the regular wave as indicated before.
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Figure 4.19: The relative position of floaters, using the port-Hamiltonian simulation
with the parameters as indicated before.

Figure 4.20: The error between the WEC-Sim and the port-Hamiltonian simulation,
showing both model passivity, Body1 shown as the solid blue line, body 3 two shown
as the solid orange line, body five shown as a yellow line, body ten is indicated by the

purple line

The output of the models is comparable, the error in relative position is shown in Figure 4.20. The
difference between the position of the floater bodies reported by both models is at its maximum 1.25%,
or 0.0125m on a relative body displacement of 1 meters. This means that the port-Hamiltonian model
under a regular wave can be considered validated with good agreement to the WEC-Sim. The size
of the radiation matrix is a factor that influences both computing speed and accuracy the of the
calculation; the difference between both models can be reduced at the cost of computation speed.

Validation of the irregular wave is done using the parameters of Table 4.2, except for the significant
wave height. The significant wave height of the irregular wave used in the validation is 1.4m.
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Figure 4.21: In this figure a comparison of several floater bodies, WEC-SIM vs PH-Sim
can be seen. In the first two graphs the y-axis is of a different scale.
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The models give for multiple floaters a comparable result. The difference in displacement of the floater
bodies between both models stays within 4mm. The difference between floater displacement is highest
between 125 and 150 seconds;

Figure 4.24: The error between the WECSim and the port-Hamiltonian simulation at
150 > t > 125

Overall, the error is less than 4mm on a displacement of 0.2127m this gives an error rate of 1.88%.
The experienced error rate is higher than the 1.25% of the initial regular wave; the difference is 0.53%.
Since the error rates and the difference in error rate are sufficiently low, the conclusion can be drawn
that both models are in good agreement with each other.





Chapter 5

Conclusions and recomendations

5.1 Conclusions

In this research thesis, we extend the previous work on the modeling of the wave-floater blanket in-
teraction. The first contribution of the thesis is the development of a generalized port-Hamiltonian
model that describes the wave-floater blanket simulation. The generic dynamical model is applied to
the case of a floater blanket with ten floaters, under irregular waves, and is validated with the existing
computer model using WEC-sim. The second contribution of the thesis is the performance analysis of
the Ocean Grazer’s floater blanket (with ten-floaters) connected to linear PTO systems. As part of our
first contribution, we investigate the modeling of a realistic irregular wave based on the well-studied
Bretschneider wave spectrum. In particular, we present the design of such an irregular wave generator
by employing a white-noise generator coupled with a specially designed band-pass filter. These filters
where constructed using three different methods, FIR, IIR and a FIR/IIR combination. FIR filters
seem to have the best fitt and execution time, IIR filters have been found to show a lower setuptime.
The synthesized wave has been used as input for the tests conducted in chapter 5.

Using this realistic irregular wave time series, we validated the dynamic behaviour of the ten-floater
case that is modeled using our port-Hamiltonian model. The simulation is compared with the sim-
ulation results of the popular WEC-sim computer model that is widely used for simulating various
wave energy converters. For the regular wave, a maximum error of 0.0125 meters on a relative body
displacement of 1 meter, which corresponds to an error percentage of 1.25% For the irregular wave,
the error percentage is about 1.88%

During the investigation of the performance of the floater-blanket, several experiments where con-
ducted. Analysis learns that under irregular waveinput, concerning the the contribution of energy,
the radiation system is dominant over the mechanical system. The model behaves opposite under
regular wave input, where the mechanical system is dominant. During the experiments the captured
energy shows a sharp decline at higher order dampening coefficients and is different under regular and
irregular wave inputs. The results of experiments using Ocean Grazer’s scaled lab setup, due to the
assumptions, aren’t regarded as suffiently accurate, but suggest a lower powercapture than assumed
in previous work.
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5.2 Recommendations

Several recommendations that can be made based on the research;

1. The results of experiments using Ocean Grazer’s scaled lab setup, due to the assumptions, cannot
be regarded as suffiently accurate. The research performed on the lab setup is used to develop
parts and components of the full size Ocean Grazer. It is advisable to research the parameters
of the lab setup, and look at the scalability.

2. The port-Hamiltonian model behind this research can be quite easily expanded to accomodate
multiple wave spectra, a non-linear PTO, take into account rising and falling water levels, a
turbine and some flow dependent resistance. It is advisable to expand the model.

3. Regarding the computational speed, if this is beneficial for the project it might be beneficial to
reduce steps not exactly necessary for the simulation of the system. Matrix size reductions have
a really large impact on calculation time (as in 4 hrs vs 30 min) as we have shown in chapter 4.
One could try and programm the model more neatly and open for reductions.
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Appendix A

Body displacement

A.1 regular wave

The phase shift of the input wave and floater position, that can be seen in the graphs of Appendix A,
is due to the horizontal distance of the floater to the point at which the wave is generated.
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A.2 Irregular wave
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