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Abstract 
Acute Myeloid Leukemia (AML) is a heterogeneous malignancy, characterized by impaired differentiation 
towards the myeloid lineage and an increased self-renewal ability. One of the most frequently mutated 
genes in AML is NPM1 (NPM1cyt), which is associated with aberrant HOXA expression, and in particular 
increased HOXA9 expression.  

ChIP-seq on primary AML patients samples in combination with hiC data showed the presence of 
a topologically associated domain (TAD) between the HOXA10 and HOXA11 genes on the HOXA locus. 
The majority of AML patients associated with an intact TAD boundary carried the NPM1mut. This TAD 
boundary was also present in healthy CD34+ cells, and was lost upon myeloid differentiation. Expression 
of HOXA9 was typically associated with an intact TAD boundary as seen in normal CD34+ cells and in 
leukemic blasts of NPM1cyt AML patients. NPM1wt AML patients have often lost the TAD boundary, as 
well as HOXA9 expression. Analyzing the TCGA dataset showed that myeloid transcription factors (TFs) 
IRX1, CEBPa, and PU.1 possibly had a potential effect to remove TAD boundaries. Therefore, our 
hypothesis is that reintroduction or overexpression of TF activity in cells that have an intact TAD 
boundary will result in loss of the TAD boundary, repression of HOXA gene expression, and myeloid 
commitment. TAD boundaries are associated with CTCF binding sites and the cohesin complex, which 
consists out of four core-units: RAD21, STAG2, SMC1A, and SMC3. Therefore, we hypothesized that 
accelerated differentiation of CD34+ can be initiated by knockdown of the cohesin genes or the CTCF 
gene to an impaired function of the TAD boundary. 

Overexpression of CEBPa and PU.1 did not result in altered genetic expression on the HOXA 
locus, and did not alter the histone marks present on these loci. Furthermore, it did not induce 
differentiation of OCI AML3 cells. IRX1 overexpression in HEK 293T cells showed a decrease in HOXA9 
expression levels, downregulated H3K4me3 levels, and a decreased CTCF and RAD21 binding at the CTCF 
binding site. These results suggests that the TAD boundary was (at least partly) removed by IRX1 
overexpression. Unfortunately, IRX1 overexpression in CD34+ cells did not result in altered differentiation 
towards any lineage. KD of CTCF did not result in altered RAD21 binding at the TAD boundary, but 
resulted in highly upregulated HOXA genes in HEK 293T cells.  

Altogether, these results shows that IRX1 could be a potential candidate to alter TAD boundaries 
in hematopoietic malignancies and upon differentiation. 
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Introduction 
 

The hematopoietic system  
Hematopoiesis is the process in which the cellular blood components are formed (Boisset & Robin, 
2012). At the apex of the hematopoietic hierarchy, the hematopoietic stem cell (HSC) is found, which 
resides in the bone marrow and is multipotent. HSCs are mostly quiescent, and have the ability to self-
renew (Bradford et al., 1997; Morrison et al., 1997). HSCs numbers are relatively small, since the 
estimated frequencies of HSCs in the bone marrow is 1:10.000 cells and in the peripheral blood it is 
1:100.000 blood cells (Ng et al., 2009). However, a single HSC had the ability to reconstitute the entire 
hematopoietic system in irradiated mice, which is why HSCs are used for bone marrow transplantations 
in hematological malignancies (Birbrair & Frenette, 2017; Matsuzaki et al., 2004; Osawa et al., 1996). It 
was proposed that HSCs were the only cells responsible for blood cell production, however, another 
study found that in normal native conditions, the production of blood was mainly maintained by 
multipotent progenitors in micec (MPPs) (J. Sun et al., 2014; Weissman, 2000). However, the 
hematopoietic compartment always experiences at least minimal stress levels, so it might be that in 
humans HSCs are still mainly responsible for blood production. A new study proposed that there are 
different regulatory mechanisms that regulates and maintain the different output of high regenerative 
potential blood cells in humans (Knapp et al., 2018). 
 HSCs can be divided into three different populations, the long-term hematopoietic stem cell (LT-
HSC), the intermediate-term HSC (IT-HSC), and the short-term HSC (ST-HSC) (Figure 1). They differ in 
their self-renewal capacity and activity (Benveniste et al., 2010; Yamamoto et al., 2013). ST-HSCs 
differentiate towards multipotent progenitors, which consist of different subpopulations (MPP2, MPP3, 

and MPP4/LMPP) (Zhang, Gao, Xia, & Liu, 2018). It 
was thought that MPPs were responsible for the 
division between the myeloid and lymphoid lineages, 
but recent studies have shown that the fate of LT-
HSCs is probably already predetermined at the 
embryonic stage (Kester & van Oudenaarden, 2018; 
Macaulay et al., 2016; Tang et al., 2017). The MPP2 
and MPP3 cells mainly generate common myeloid 
progenitors (CMPs), whereas MPP4s differentiate 
towards common lymphoid progenitors (CLPs). The 
CMP can give rise to matured hematopoietic cells via 
the megakaryocyte/erythrocyte progenitor (MEP) or 
the granulocyte/macrophage progenitor (GMP). CLPs 
are responsible for mature lymphoid cells, however 
mature lymphoid cells can also derive from MPP4s 
directly (Pietras et al., 2015).  
 
 

Figure 1. The hematopoietic hierarchy (Zhang et al., 2018) 

 

Acute myeloid leukemia 
In acute myeloid leukemia (AML) patients, the differentiation towards the myeloid lineage is blocked, 
while the self-renewal ability is increased. AML is a very heterogeneous malignancy, driven by different 
genetic and epigenetic mutations. Interestingly, the average number of mutations in AML patients was 
only 13, which is actually fewer than most other human cancers  (Cancer Genome Atlas Research 
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Network, 2013). AML patients often had more than one somatically acquired driver mutation (86%), 
which promote cancer development (Papaemmanuil et al., 2016). Mutations that encode for epigenetic 
modifiers, like DNMT3A, TET2, and IDH1/2 were often acquired in early disease progression (Corces-
Zimmerman et al., 2014; Papaemmanuil et al., 2016). These early mutations targeted hematopoietic 
transcription factors, leading to impaired myeloid differentiation and an aberrant self-renewal ability 
(Alharbi et al, 2013). Mutations in proliferative genes occurred late and caused disease progression. They 
affected signaling pathways like FLT3 and enhanced proliferation signal transduction pathways, resulting 
in an increased HSC proliferation (Alharbi et al., 2013; Corces-Zimmerman et al., 2014; Papaemmanuil et 
al., 2016). 

HOX genes are one of those frequently overexpressed transcription factors, and especially the 
HOXA9 gene is upregulated in almost half of the AML patients (Collins & Hess, 2016; Collins et al., 2014; 
Golub et al., 1999). Upregulation of HOXA and B genes was highly associated with NPM1 mutations 
(NPM1cyt), which is next to FLT3 and DNMT3A one of the most frequently mutated genes in AML (Alcalay 
et al., 2005; Cancer Genome Atlas Research Network, 2013). Another subset of mutated genes in AML 
consist of mutations of the cohesin complex genes (RAD21, SMC1A, SMC3, and STAG2), and were first 
reported in 2012 (Ding et al., 2012). These mutations were mutually exclusive, and were found in 6-12% 
of AML samples (Cancer Genome Atlas Research Network, 2013; Kon et al., 2013; Thol et al., 2014).  
 

HOX genes in normal hematopoiesis and leukemia 
HOX genes are mainly known for their regulatory role during embryogenesis in animals, since they 
encoded for transcription factors that are essential for the embryonic process (Gentile & Kmita, 2018; 
Krumlauf, 1994). By this, HOX genes make sure that the correct structures are developed on the correct 
spot of the body. There are 39 HOX genes in mammals, which are organized into four different clusters 
(A-D), all located on four different chromosomes: 7p15 (HOXA), 17q21 (HOXB), 12q13 (HOXC), and 2q31 
(HOXD) (Rice & Licht, 2007).  

Next to their role in early development, HOX genes also play a role in hematopoiesis. The HOX 
genes were mainly expressed in hematopoietic stem cells and their immature progenitors, and were 
downregulated during hematopoietic differentiation (Lawrence & Largman, 1992; Moretti et al., 1994). 
These genes were furthermore lineage- and differentiation dependent, whereby HOXA genes were 
expressed in myeloid cells, HOXB genes in erythroid cells and HOXC in lymphoid cells (Alharbi et al., 
2013). HOXD genes were not expressed during hematopoiesis. Important HOX genes for HSC-
maintenance were HOXB4 and HOXA9, since overexpression of both of these genes resulted in increased 
self-renewal and HSC expansion (Buske et al., 2002; Thorsteinsdottir et al., 2002). Interestingly, HOXB4 
did not result in (hematological) malignancies or shifted cell commitment, whereas HOXA9 
overexpression led to AML and a differential preference towards the myeloid lineage. Furthermore, 
HOXA9 depletion led to impaired hematopoiesis in the form of reduced cell commitment towards the  
myeloid and erythroid lineage (Lawrence et al., 1997). Of all HOX genes, HOXA9 was the most expressed 
HOX gene in human CD34+ cells (Alharbi et al., 2013). As mentioned before, HOXA9 expression was 
upregulated in a significant subset of human AMLs and when mutated, associated with a poor prognosis 
(Alharbi et al., 2013; Golub et al., 1999).  

During normal hematopoiesis, the HOXA9 expression is regulated by the transcriptional activator 
MLL (mixed-lineage leukemia), which is responsible for methylation of H3K4 along the HOXA9 gene (M. 
W. M. Kühn et al., 2016; R. C. Rao & Dou, 2015). MLL recruits menin and its cofactor LEDGF in order to 
deposit H3K4me3. Dysregulation or mutation of MLL can result in hematological malignancies, thereby 
recruiting DOT1L, which is an H3K79 methyl transferase (Milne et al., 2005; Okada et al., 2005). This may 
drive dysregulated HOXA9 expression and results in AML (Krivtsov & Armstrong, 2007). Next to MLL-
fusion proteins, aberrant HOXA9 expression was also regulated by upstream alterations NUP98-fusions, 
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MOZ-CBP-fusions, CDX2 overexpression, and NPM1cyt (Camós et al., 2006; Falini et al., 2009; Nakamura 
et al., 1996).  
 

Topologically associated domains 
Chromatin organization is another regulator of the HOXA genes (Gentile & Kmita, 2018). The genome is 
divided into topologically associated domains (TADs), regulating the interaction between different parts 
of the genome (Cremer & Cremer, 2001). There are two different TADs, an active (A) and an inactive (B) 
compartment (Lieberman-aiden et al., 2009). The active compartment is characterized by higher 
chromatin accessibility and transcriptional activity, whereas the inactive compartment has a lower 
transcriptional activity due to the more densely packed chromatin form (and thereby less accessible) and 
the presence of H3K27me3 (Rao et al., 2014). Furthermore, active TADs are found more inside the cell’s 
nucleus, whereas the repressed domains mainly resides near the nuclear lamina (Guelen et al., 2008; 
Matharu & Ahituv, 2015). Within these TADs are regions that have enriched chromatin interactions, 
named subTADs (Phillips-Cremins et al., 2013; S. S. P. Rao et al., 2014).  This could explain why genes 
within the same TAD had different expression levels and states (active or inactive) (Cubeñas-Potts & 
Corces, 2015).  

At the border of each TAD, there is a so called TAD boundary. These TAD boundaries have a 
barrier function, preventing spreading of heterochromatin or epigenetic modifications to connected 
TADs, and thereby preventing interaction between genes  (Dixon et al., 2012). TAD boundaries are 
modulated by and enriched for the insulator protein CCCTC-binding factor (CTCF) and the cohesin 
complex (Dixon et al., 2012; Nora et al., 2012; Pope et al., 2014). CTCF binding sites are required for 
cohesin to bind at the DNA (Mirny et al., 2016; Wendt et al., 2008). This cohesin complex consists of the 
four subunits: RAD21, SMC3, SMC1A, and STAG2 (Hill, Kim, & Waldman, 2016).   

In healthy cord blood CD34+ cells, TAD boundaries were present on the HOXA locus between 
HOXA10 and HOXA11, and were lost upon myeloid differentiation (van den Boom et al., 2016; Yi et al., 
2019). However, in the majority of AML patients with NPM1cyt, this TAD boundary was still present which 
consequently results in dysregulated expression of HOXA9 and HOXA10.  

Another study showed that a TAD boundary was located between HOXA7 and HOXA9 in 3 
subtypes of AML patients (including NPM1cyt and MLL-rearranged leukemia), similarly to the position of 
TAD boundaries in mouse- and human ESCs (Dixon et al., 2012; Luo et al., 2018). These TAD boundary-
associated AML subtypes can be divided in NPM1cyt/FLT3-ITD+, MLL rearrangements and gain-of-copy 
MLL mutations.  In the study of Luo et al. (2018), they removed the CTCF binding site via CRISPR/CAS on 
the TAD boundary present between the HOXA7 and HOXA9 gene, which was sufficient to remove the 
TAD boundary completely. After removal of the TAD boundary, H3K27me3 was transferred towards the 
posterior active TAD. By transferring H3K27me3 towards the active TAD, which contained the HOXA9 
gene, HOXA9 is repressed, and therefore differentiation was initiated again.  

 
The role of transcription factors on HOXA expression 
The myeloid transcription factor PU.1 is an essential regulator for monocytes and contributes to 
granulocytic differentiation (Henkel et al., 1999; Iwasaki et al., 2005). PU.1 collaborates with CEBPa and 
RUNX1, two other myeloid transcription factors, to drive granulomonocytic differentiation (Hohaus et al., 
1995; Hu et al., 2011). In NPM1cyt AML cells, PU.1 was dislocated with the mutated NPM1 from the cell’s 
nucleus into the cytoplasm (Gu et al., 2018). CEBPa and RUNX1 remained nuclear, and their protein 
interactomes were enriched for the transcription repressors like DNMT1 and CBX. Interestingly, PU.1 
negatively correlated with HOXA9 expression during myelopoiesis. Reintroduction of PU.1 into the cell 
nucleus resulted in myeloid differentiation, and downregulated HOXA9 expression. Next to PU.1 
overexpression, CEBPa overexpression in AML cells (HF-6; Kasumi-1; SKH-1) upregulated myeloid 
differentiation genes and repressed stem cell function genes like HOXA9 (Loke et al., 2018; Matsushita et 
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al., 2008). Furthermore it is shown that at the HOXA9 binding sites, CEBPa motifs were enriched, 
suggesting a direct role of CEBPa in HOXA9 regulation (C. Collins et al., 2014; Y. Sun et al., 2018). Another 
transcription factor that showed a potential role to alter HOXA9 expression after analyzing the TCGA 
dataset, is IRX1 (Figure 2A) (Cancer Genome Atlas Research Network, 2013). Furthermore, Bloodspot 
analysis showed a decreased IRX1 expression in MLL-rearranged leukemias (like NPM1cyt), which are 
associated with high HOXA9 levels and an intact TAD boundary, thereby suggesting a role for IRX1 in TAD 
boundary biology (Haferlach et al., 2010; Kohlmann et al., 2008; Rapin et al., 2014; Svendsen et al., 
2016). 
 

 
Figure 2. (A) Pearson correlation for HOXA9 from the TCGA dataset. Interesting genes are highlighted in the picture, with a 
special interest in IRX1 and PU.1. (B) Expression levels of IRX1 in different AMLs and during normal hematopoiesis.  
 

The aim of the study 
In this study we investigated whether the TAD boundary on the HOXA cluster can be depleted by 
overexpressing myeloid transcription factors (TFs) CEBPa, PU.1 and IRX1. Our hypothesis is that 
reintroduction or overexpression of TF activity in cells that have an intact TAD boundary will result in loss 
of the TAD, repression of HOXA gene expression, and myeloid commitment. Furthermore, we want to 
understand the role of the cohesin complex in this context, and we hypothesize that if we knockdown 
one of the cohesin genes or the CTCF gene, differentiation in normal CD34+ cells is faster induced due to 
an impaired function of the TAD boundary.  

Since HOXA9 is often upregulated in NPM1cyt AML patients, we make use of the OCI AML3 and 
IMS M2 cell line, because they have a NPM1cyt and an intact TAD boundary as well. Furthermore, we will 
transduce CD34+ cells derived from cord blood and follow these cells during differentiation. Our focus is 
primarily on HOXA expression, histone marks on the HOXA locus, and the effects on myeloid 
differentiation and the cohesin complex. The used workflow is shown in Figure 3A, whereas the used 
viral constructs are shown in Figure 3B.  
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Figure 3. (A) Schematic representation of the workflow. Cells were transduced, sorted, and cultured. After different time points, 
samples were taken for RT-qPCR, Western Blot, ChIP, or flow cytometry. (B) Schematic representation of retroviral (CEBPa-ER) 
and lentiviral (PU.1-ER and IRX-GFP) constructs that were used in these studies. The CEBPa-ER construct was originating from 
Wierenga et al., 2010, the PU.1-ER construct originates from Korthuis et al., 2015, and the IRX-GFP from GenScript. CEBPa-ER 
and PU.1-ER inducible constructs and are activated with 4-Hydroxytamoxifen (4-OHT; Sigma-Aldrich) treatment, since heat 
shock proteins are then released from the ER, and the CEBPa-ER or PU.1-ER can enter the nucleus. The empty vectors MinR1-ER, 
NGFR-ER, and EV-GFP were control constructs for CEBPa-ER, PU.1-ER, and IRX-GFP respectively. 
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Material and methods 
 
Cell culture 
Leukemic cell lines HL60, K562, and IMS M2 were cultured in RPMI 1640 (Lonza) with 10% Fetal Calf Serum (FCS) 
(Sigma-Aldrich) and 1% penicillin/strepromycin (P/S) (Gibco). OCI AML3 cells were cultured in αMEM (Lonza) with 
20% FCS and 1% P/S. HEK 293T cells were cultured in DMEM (Gibco) with 10% FCS and 1% P/S. All cells were 
cultured at 37 °C with 5% CO2. 
 
CD34+ isolation from cord blood 
Cord blood was received from the Martini Hospital and the University Medical Centre in Groningen, the 
Netherlands. Blocking- (FcR) and CD34+ beads (Miltenyi Biotech) were added before sorting on the autoMACS Pro 
Separator (Miltenyi Biotech). Cells were sorted into a CD34+ and CD34- fraction. Before transduction, CD34+ cells 
were cultured for 1 day, with 1 ml Stemline (SAFC) with 1% P/S, supplemented with 20ng/mL TPO, 20ng/mL c-Kit 
(SCF), and 20 ng/mL FLT-3. 
 
CD34+ differentiation 
Isolated and transduced CD34+ cells were cultured in IMDM (Gibco) with 20% FCS, 1 % P/S and supplemented with 
20 ng/mL stem cell factor (SCF). In order to get differentiation towards the myeloid lineage, 20 ng/mL IL-3 was 
added. For the granulocyte lineage, 20 ng/mL IL-3 and 20 ng/mL G-CSF were added. To differentiate towards the 
erythroid lineage, 3 U/mL EPO was added. Cells were analyzed for cell surface markers CD11b, CD14, CD15, CD114, 
CD71, and CD235a, viability, and GFP percentage via flow cytometry on day 0, 4, 6, 8, and 12.  
 
Lenti- and retroviral transduction  
For lentiviral transduction, 293T cells were transfected with PAX, VSV-G, Fugene (Promega) and the PU.1-ER, NGFR-
ER, IRX1-GFP, EV-GFP, shCTCF-III or the shSCR construct (Figure 3B, 9A). Virus was harvested after 48 hours and 
passed over a 40 µM filter to remove residual HEK 293T cells. Transduction in the OCI AML3, IMS M2, HL60, K562 
cell lines was performed by adding viral supernatant in a ratio of 1:4 with αMEM or RPMI in a 6-well plate, with 8 
µg/ml polybrene (Sigma-Aldrich). HEK 293T cells were transduced in a 1:4 ratio with 8 µg/ml polybrene. For CD34+ 
transduction, 0.2 x 106 CD34+ cells in 0.5 ml Stemline II were supplemented with 0.5 ml viral supernatant, 2 - 4 
µg/ml polybrene, and cytokines (as described previously), in a pre-coated 24-wells plate with retronectin, and 
spinoculated for 45 min at 800 RPM. After 24 hours, cells were collected. 
Retroviral transduction was performed for CEBPa-ER and MinR1-ER after generating a stable PG13 retroviral 
producer cell line. Viral supernatant was collected from PG13 cells and passed over a filter, before cells were 
transduced in three consecutive rounds (+ 8 µg/ml polybrene). Transduction efficiency of cells transduced with 
CEBPa-ER or PU.1-ER was measured on the BD Accuri C6 Flow Cytometer (BD Biosciences) using the CD271-PE 
antibody. Transduction efficiency of IRX1-GFP/EV-GFP or shCTCF/shSCR transduced cells were measured on the BD 
Accuri C6 Flow Cytometer or the BD LSR-II (BD Biosciences) for GFP or mCherry fluorescence, respectively. If the 
transduction efficiency was less than 95%, cells were sorted. 
 
shRNA generation 
To generate shRNA for CTCF and cohesin genes, we cloned 3 sequences per gene into the pLKO.1 backbone in 
combination with a mCherry tag. Generated shRNAs were transduced into HEK 293T cells to test their knockdown 
efficiency.  A scrambled shRNA (shSCR) was used as control. The used shRNA sequence for CTCF-III was 5’-
TTGGGAAGGACTTAGAGTTTTATAAAACTCTAAGTCCTTCCCAA-3’.  
 
RNA isolation, cDNA synthesis and quantitative Reverse-Transcription Polymerase Chain Reaction 
For total RNA isolation, the QIAGEN RNeasy® Plus Mini or Micro Kit protocol was used. After RNA isolation, RNA 
concentration was measured by Nanodrop 1000 (Thermo Fisher Scientific). 200-2000 µg RNA was used for cDNA 
synthesis using the iScriptTM cDNA Synthesis Kit (Bio-Rad). The cDNA reaction was incubated in a thermal cycler 
using the following protocol: priming for 5 min at 25°C, Reverse transcription (RT) for 20 min at 46°C, RT 
inactivation for 1 min at 95°C. To determine mRNA expression levels, qRT-PCR was performed on the CFX384 Touch 
Real-Time PCR Detection System (BioRad), using SsoAdvancedTM Universal SYBR® Green Supermix (Bio-Rad). One 
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cycle contained 1 minute on 95 °C (denaturation) and 1 min on 58 °C (annealing). This was 45 times repeated. Used 
primer sequences can be found in supplemental table 1. Each qRT-PCR was performed in triplicate. Relative 
expression changes were determined with the 2-ΔΔCT method, and normalized with the housekeeping gene RPL27. 
 
Western Blot analysis 
Ideally, 500.000 cells were used for Western Blot. For whole cell lysates, cell pellets were resuspended directly in 
2X sample buffer. Buffer A was used to separate the nuclear and cytoplasmic fractions. Samples were loaded on 
Mini-PROTEAN® TGX™ Precast Gels (Bio-Rad) for electrophoresis. Protein transfer from the gel to a PVDF 
membrane was done by using the RTA Transfer Kit (Bio-Rad) in a Trans-Blot Turbo Transfer System (Bio-Rad) for 7 
min at 25V (1.3A). The membrane was blocked for 30-60 minutes at room temperature with 5% Skim milk powder 
in Tris-buffered saline containing 0.1% Tween-20 (TBS-T) (Bio-Rad). After blocking, the membrane was incubated 
overnight with the primary antibody (1:500-1:2000) at 4 °C. The HPR-conjugated secondary antibody in blocking 
buffer was added (1:2000) and incubated for 1-2 hours. To develop the signal, SuperSignal West Pico PLUS 
Chemiluminescent Substrate (ThermoFisher) in a ratio of 1:1 was added onto the membrane, before visualizing the 
HRP activity on the ChemiDoc XRS+ (Bio-Rad) followed by analyzing using the Image Lab 6.0.1. (Bio-Rad). Used 
antibodies can be found in supplemental table 2. 
 
Cytospin 
50.000 cells were selected for cytospin, using the Shandon Cytospin 3 (Marshall Scientific). Samples were air-dried 
overnight before May-Grünwald Giemsa (MGG) staining. Representative pictures were taken on the Leica DM 3000.  
 
Flow cytometry 
To analyze cell differentiation, an amount of 20.000 – 200.000 cells was used. Antibodies for myeloid markers were 
added (supplemental table 2) and incubated for 20-30 minutes at 4 °C. Cells were measured on the MACSQuant® 
analyzer 10 (Miltenyi Biotech) or on the BD LSR-II (BD Biosciences). Data was analyzed using FlowJo 10 (FlowJo, LLC) 
and visualized using GraphPad Prism 8.2.0 (GraphPad Software). 
 
Chromatin Immunoprecipitation 
Chromatin Immunoprecipitation (ChIP) was essentially performed as described previously (Frank et al., 2001). In 
our study, ChIP was performed on OCI AML3-MinR1-ER, OCI AML3-CEBPa-ER, OCI AML3-NGFR-ER, OCI AML3-PU.1-
ER, K562-NGFR-ER, K562-PU.1-ER, HEK 293T-EV-GFP and HEK 293T-IRX1-GFP cells. Cells were cross-linked with 1% 
formaldehyde. After shearing and purification of the DNA, antibodies specific for histone marks (α-H3K4me3, α-
H3K27me3, α-H3K27ac) and proteins (α-CTCF, α-RAD21) were added. α-IgG was used as a control. Antibody- or 
protein-DNA complexes were isolated after which the cross-links were reversed. DNA was purified with the Qiagen 
PCR-clean-up kit and analyzed using qRT-PCR. Used antibodies and buffers are found in supplemental table 2 and 3. 
Exact locations of ChIP primers can be found in supplemental figure 3 and 4. 

 
Statistical analysis 
The paired t test was performed to calculate statistical differences. P < 0.05 was considered statistical significant. 
P* < 0.05, P** < 0.01, P*** < 0.001. Error bars show the standard deviation. 
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Results 
 
50nM 4-OHT and 100nm 4-OHT was sufficient to induce CEBPa and PU.1 overexpression, respectively 
In order to determine whether the 4-OHT inducible transcription factors (CEBPa-ER and PU.1-ER) were 
properly transduced into the cell lines, we first measured the expression of the NGF receptor by flow 
cytometry. The transduced cells were >90% positive for the NGFR compared to non-transduced cells, 
except for IMS M2 PU.1-ER (35%) and K562 PU.1-ER (67%) transduced cells (Supplemental Figure 1). 
Furthermore, we confirmed proper transduction and overexpression by Western Blot by analyzing 
protein levels (Figure 4A).  

By treating the cells with 4-Hydroxytamoxifen (4-OHT), heat shock proteins will be released from 
the ER, whereby the CEBPA-ER and PU.1-ER protein can enter the nucleus, resulting in overexpression of 
these transcription factors (Korthuis et al., 2015; Wierenga, Vellenga, & Schuringa, 2010). To determine 
which 4-OHT concentration resulted in overexpression of transcription factors, we treated the cells with 
different concentrations of 4-OHT, and measured the expression of different target genes (Figure 4B-4C). 
A concentration of 100 nM 4-OHT was sufficient to increase CSF3R, CT2 and CALCRL expression in the 
OCI AML3 PU.1-ER cell line. In HL60 PU.1-ER, CSF3R and CT2 were, surprisingly, downregulated. CSF3R 
was also upregulated in K562 PU.1-ER cells, however CT2 expression levels were not very affected, 
except for the 100 nM 4-OHT concentration. CSF3R is normally upregulated after PU.1 overexpression, 
therefore we did not take the HL60 PU.1-ER cell line into our panel (Korthuis et al., 2015). Since it was 
intended as a control cell line, it did not affect our study. What was interesting as well, was that CT2 
would be thought to be downregulated as shown in HL60, however that was not the case in OCI AML3 
(Korthuis et al., 2015). Based on this experiment and the previous study, we decided to continue with a 
concentration of 100 nM 4-OHT for the following experiments with PU.1-ER cells. To validate CEBPa 
activity, we analyzed the expression of CEBPa target genes PU.1, RUNX1, and SIRPa. In OCI AML3, IMS 
M2, and K562, PU.1 expression was already 2-45 times upregulated after addition of 50 nM 4-OHT. Once 
again, the HL-60 cells showed an aberrant pattern in gene expression compared to the other cell lines. 
Since 50 nM 4-OHT was sufficient to increase the expression of target genes, we decided to continue 
with this concentration for the upcoming experiments.  
 
CEBPa overexpression in OCI AML3 cells results in slightly more myeloid committed cells, but does not 
induce differentiation 
After we validated our cell lines and confirmed that CEBPa and PU.1 are overexpressed after addition of 
4-OHT, we analyzed the effect of CEBPa on HOXA genes. We hypothesized that overexpression would 
result in lowered HOXA9 expression, and that this would be due to increased H3K27me3 levels or 
decreased H3K4me3 levels on the HOXA9 locus. We studied the HOXA9 and HOXA10 expression, and we 
took MEIS1 into account since MEIS1 cooperates with HOXA9 (Lasa et al., 2004). There was no significant 
change in expression levels for HOXA9 after 72 hours of stimulation with 4-OHT in OCI AML3 CEBPa-ER 
(Figure 5A). However, HOXA10 expression was slightly upregulated, and MEIS1 expression was 2.5-fold 
upregulated compared to the control. Since induction for 72 hours with 4-OHT was maybe not sufficient 
to induce changes in HOXA gene expression, we took mRNA samples after 5, 10, and 12 days. There was 
a minor change in HOXA9 expression after 10 days, and HOXA10 expression was first slightly upregulated 
before downregulated on day 12 (Figure 5B). HOXA11 expression was upregulated on day 5, however the 
effect was lost on day 10 and day 12. Except for the HOXA11 expression, these results matched mRNA 
samples which were taken on day 4, 6, and 11 (Supplemental Figure 2A). Despite the lack of significant 
changes in HOXA gene expression, we decided to perform chromatin immunoprecipitation (ChIP) to 
analyze the histone marks on several places on the HOXA locus at different time points (supplemental 
figure 3 and 4). The presence of the active histone mark H3K4me3 was not significantly affected on the 
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HOXA9-11 genes, on both day 3 and day 5 (Figure 5C-D). Moreover, the active H3K4me3 mark seemed 
even to be slightly enhanced on the HOXA9 locus. Regarding the repressive H3K27me3 mark, the signals 
were too low and the IgG levels too high for correct interpretation.  

To analyze if CEBPa overexpression was able to induce (myeloid) differentiation, despite the lack 
of effect on (epi)genetic levels, we checked myeloid cell surface markers in OCI AML3. Surprisingly, the 
median fluorescence intensity (MFI) of CD11b, CD15, and CD13 was higher in CEBPa overexpressing cells 
than in the control (Figure 5E). However, after analyzing cytospin samples which were taken after 10 
days, we did not see a clear distinction in differentiation status and cell morphology (Figure 5F).  

Altogether, our data showed that CEBPa overexpression did not influence HOXA9 expression, but 
it upregulated HOXA10, HOXA11, and MEIS1 expression. Furthermore, it enhanced the H3K4me3 marks 
at the HOXA10 locus, possibly explaining the upregulation of HOXA10. According to the upregulated 
SIRPa expression and higher MFI of myeloid cell surface markers, we could suggest that CEBPa 
overexpression initiated differentiation. However, cells morphology did not show any difference in 
differentiation status, implicating that overexpression of CEBPa initiated differentiation in OCI AML3, but 
that there is another mechanism that blocks the definite differentiation. 
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Figure 4. 50nM 4-OHT and 100nm 4-OHT was sufficient to induce CEBPa-ER and PU.1-ER overexpression, respectively. All data 
was derived with n = 1. (A) 500.000 cells were used for Western Blot. Whole-cell lysates were analyzed after 24h of 4-OHT 
induction for overexpression of CEBPa and PU.1. (B) qPCR results of OCI AML3, HL60, and K562 cells after PU.1-ER transduction. 
Relative expression levels of PU.1 target genes (CSF3R, CT2, CALCRL) were measured after 24h induction with different 
concentrations of tamoxifen (4-OHT) and normalized against the NGFR-ER transduced accessory cell line (C) qPCR results of OCI 
AML3, IMS M2, HL60, and K562 cells after CEBPa-ER transduction. Expression levels of CEBPa target genes (PU.1, RUNX1, SIRPa) 
were measured after 24h induction with different concentrations of 4-OHT and normalized against the MinR1-ER transduced 
accessory cell line.  
 

 
Figure 5. CEBPa overexpression in OCI AML3 cells results in slightly more myeloid committed cells, but does not induce 
differentiation. All experiments in this figure were done in OCI AML3 transduced with CEBPA-ER or MinR1-ER as control. All data 
was derived with n = 1. Exact ChIP locations can be found in supplemental figure 3. .  (A) qPCR results of HOXA and MEIS1 gene 
expression levels after 3 days of 4-OHT induction.  (B) qPCR results of HOX genes and the CEBPa target gene SIRPA. mRNA was 
isolated after 5, 10 and 12 days with 4-OHT. (C) After 3 days with 4-OHT induction, 4 x 106 cells were cross-linked for 10 minutes 
before ChIP was performed for histone marks H3K4me3 and H3K27me3. Obtained genomic DNA was used for the RT-qPCR for 
the HOXA9 loci. IgG serves as control. (D) Same experiment as in C, but now cells were induced for 5 days with 4-OHT, and 
multiple loci were analyzed. (E) Median fluorescence intensity (MFI) of the myeloid and granulocytic markers CD14, CD11b, 
CD15, and CD13 were measured on day 4, 6, 8, and 11 of 4-OHT induction by FACS on the MACSQuant 10. (F) 50.000 cells were 
used for Cytospin after 10 days of 4-OHT induction. Representative pictures of samples were taken. 
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Overexpression of PU.1 has a minimal effect on HOXA expression and does not induce myeloid 
differentiation  
Although it seemed that CEBPa overexpression resulted in slightly more myeloid committed OCI AML3 
cells, it probably didn’t affect the TAD boundary, and therefore we continued with another transcription 
factor, PU.1. After 3 days of treatment with 4-OHT, there was no notable change in HOXA9 expression, 
and HOXA10 and MEIS1 were slightly downregulated compared to the control in OCI AML3 cells (Figure 
6A). Longer induction with 4-OHT induced higher HOXA9 expression after 10 and 12 days, combined with 
downregulation of HOXA10 and HOXA11 at the same the same days (Figure 6B, supplemental Figure 2B). 
The highest effect was notable on day 10, and on day 12 it was already less distinct. After treating K562 
PU.1-ER cells with 4-OHT, HOXA9 expression was remarkably upregulated (Figure 6C). However, under 
normal conditions, K562 cells did not have measurable amounts of HOXA9 expression, or at least very 
low expression (Lawrence et al., 1999). Therefore, we presumed that the increased HOXA9 expression 
was due to these low normal expression. Furthermore, PU.1 overexpression did not result in HOXA9 
expression changes in HEK 293T cells, but it increased HOXA7 expression and led to downregulation of 
HOXA10 and MEIS1 (Figure 6D).  

Although HOXA9 expression was not changed in OCI AML3 cells after 3 days of 4-OHT treatment, 
we still performed a ChIP on these cells. Similarly to CEBPa overexpression, H3K4me3 levels were not 
significantly changed and H3K27me3 levels were not present (Figure 6E). H3K4me3 marks were only 
slightly decreased after 5 days of PU.1 overexpression on the HOXA9 locus, but that was not seen after 
10 days (Figure 6F). Furthermore, there were no clear changes of H3K4me3 marks on HOXA10 or 
HOXA11. Despite the fact that K562 cells did not show HOXA9 expression in normal conditions, we were 
still wondering if the upregulation of HOXA9 was due to epigenetic changes. Since HOXA9 expression 
was linked to TAD biology, we hypothesized that PU.1 overexpression resulted in an increased TAD 
boundary in these cells. However, overexpression of PU.1 did not altered epigenetic marks on the 
HOXA5-11 locus (Figure 6G). 

Next, we investigated if PU.1 overexpression resulted in differentiation of OCI AML3 cells by 
analyzing cell surface markers and the morphology of the cells. After 4 days, the MFI of myeloid- and 
granulocytic surface markers CD14, CD11b, and CD13 was higher compared to the control cells (Figure 
6H). Though, the effect diminished over time. Furthermore, analyzing the cell morphology of PU.1 
overexpressing cells did show a difference in differentiation after 10 days of 4-OHT induction. (Figure 6I).  

These results indicate that PU.1 does not influence HOXA9 expression by altering the TAD 
boundary in OCI AML3 cells.  
 
OCI AML3 cells do not have the same epigenetic landscape as found in AML patients, but HEK 293T 
cells do 
Since both CEBPa and PU.1 overexpression did not result in the expected (epi)genetics changes, we were 
wondering if OCI AML3 cells had the same epigenetic landscape as we previously found in AML patients. 
Interestingly, ChIP-seq data of OCI AML3 compared to AML patient data showed that the epigenetics of 
OCI AML3 cells were significantly different compared to AML patient data (Brunetti et al., 2018; van den 
Boom et al., 2016) (Figure 7A). The repressive H3K27me3 mark was not present throughout the whole 
HOXA locus, whereas H3K4me3 was found on HOXA7-A13, suggesting that our expected TAD boundary 
was not present. Next, we found that HEK 293T cells had a similar epigenetic landscape (ENCODE), and 
there was a TAD boundary between HOXA10 and HOXA11 as well (Figure 7B). Therefore, we decided to 
continue with HEK 293T cells instead of OCI AML3 cells to see if we can alter the TAD boundary by 
overexpressing TFs. Once we find an appropriate TF candidate, we will transduce this TF into CB CD34+ 
cells. According to the dataset found in Figure 7B, H3K27ac was a good epigenetic marker as well in HEK 
293T cells, so we will continue studying this histone marker in addition to H3K4me3 and H3K27me3. 
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Figure 6. Overexpression of PU.1 has a minimal effect on HOXA expression and does not induce myeloid differentiation. All 
data was derived with n = 1, and exact ChIP locations can be found in supplemental figure 3.  (A) qPCR of OCI AML3 cells after 3 
days of 4-OHT treatment. (B) qPCR of OCI AML3 with 4-OHT, with samples taken on day 5, 10, and 12. (C) qPCR of K562 cells 
after 1 day of 4-OHT treatment. (D) qPCR of HEK 293T cells after 3 days of 4-OHT treatment. (E) qPCR of ChIP samples taken on 
day 3 with 4-OHT treatment for H3K4me3 and H3K27me3 in OCI AML3 cells. (F) ChIP qPCR after day 5 and 10 of 4-OHT 
treatment on OCI AML3 cells. (G) ChIP qPCR after day 7 days of 4-OHT treatment in K562 cells. (H) Median fluorescence intensity 
(MFI) of the myeloid and granulocytic markers CD14, CD11b, CD15, and CD13 were measured on day 4, 6, 8, and 11 of 4-OHT 
induction by FACS on the MACSQuant 10. (I) 50.000 cells were used for Cytospin after 10 days of 4-OHT induction. 
Representative pictures of samples were taken. 
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Figure 7. OCI AML3 cells do not have the same epigenetic landscape as found in AML patients, but HEK 293T cells do (Brunetti 
et al., 2018; van den Boom et al., 2016; ENCODE). (A) ChIP-seq of AML patients for H3K27me3 and H3K4me3, compared to ChIP-
seq data of OCI AML3. The red line indicates the TAD boundary. (B) ChIP-seq of AML patients for H3K27me3 and H3K4me3 
compared to ChIP-seq data of HEK 293T cells. The ChIP-seq for H3K27ac indicates that H3K27ac is a good marker to analyze TAD 
boundary alterations in HEK 293T cells. 
 

IRX1 overexpression in HEK 293T cells downregulates HOXA9 and an alters CTCF and RAD21 binding at 
CBS A10/11 
A study of Kühn et al. (2016) showed that IRX1 overexpression leads to a downregulation of HOXA9 
expression in HEK 293T cells. This result, in combination with the ENCODE data, our data, and data from 
the TCGA set (Cancer Genome Atlas Research Network, 2013), could suggest that the IRX1 
overexpression induced downregulation of HOXA9 was caused by altered TAD boundaries. Therefore, we 
first confirmed that our IRX1 overexpression was present and overexpressed in cells using WB (Figure 
8A). Next we showed that IRX1 overexpression downregulated HOXA9 and HOXA10, and upregulated 
target gene TGFB1, according to previous studies (Kühn et al., 2016) (Figure 8B). IRX1 overexpression in 
HEK 293T cells led to a decreased viability and cells lacked the ability to reattach at the flask-surface after 
they were passaged for a second time, indicating a toxic effect (Figure 8F, supplemental Figure 4). Since 
HEK 293T viability decreased with IRX1 overexpression, and does not belong to the hematopoietic 
system, we were still wondering if IRX1 overexpression resulted in lower HOXA9 expression in OCI AML3 
cells as well. Unfortunately, IRX1 did not influence HOXA9, but overexpression downregulated HOXA11 
and TGFB1 in OCI AML3 cells (Figure 8C). However, OCI AML3 cells tolerated IRX1 overexpression, 
indicating that it was possibly not toxic in hematological cell lines. 

H3K27me3 marks on the HOXA7-11 locus were not influenced by IRX1 overexpression, but the 
active marks H3K4me3 and H3K27ac were notable decreased (Figure 8D). This could implement that the 
decreased HOXA9 expression was mainly caused by reduced active marks rather than an increase in the 
repressive marker H3K27me3. This result still did not suggest a loss of the TAD boundary, since we would 
expect that H3K27me3 is transferred across the TAD boundary, resulting in the same epigenetic 
landscape on both sides.  
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To investigate the effect of IRX1 overexpression on the TAD boundary, we were also interested 
in the binding of the CTCF and RAD21 proteins, which are subunits of the cohesion complex (Hill et al., 
2016), on different CTCF binding sites (CBS) near the HOXA9 gene. We found that there was less CTCF 
present on the TAD boundary between HOXA10/11 (CBS A10/11), and CTCF levels between the HOXA7/9 
(CBS A7/9) and near HOXA13 (CBS A13) were not influenced (Figure 8E). Furthermore, RAD21 protein 
binding seemed slightly reduced at the same CBS A10/11. Interestingly, RAD21 protein levels were 
increased on the neighboring CBSs.  This suggest that loss of the TAD boundary resulted in relocation of 
the cohesin complex towards a nearby binding site, which was probably independent of the CTCF binding 
at the same boundary.  

It can be concluded that IRX1 overexpression leads to HOXA9 and HOXA10 downregulation 
coinciding with a reduction in active histone marks. Furthermore, it leads to alteration of TAD boundary 
elements, however the mechanisms are still unknown. 
 

 
Figure 8. IRX1 overexpression in HEK 293T cells downregulates HOXA9 and an alters CTCF and RAD21 binding at CBS A10/11. 
All data was derived with n = 1. Exact ChIP locations can be found in supplemental figure 3 for H3K4me3, H3K27ac and 
H3K27me3. ChIP locations for CTCF binding sites can be found in supplemental figure 4. (A) Western Blot validation of IRX1-GFP 
overexpression. (B) qPCR results after 3 days of IRX1 overexpression in HEK 293T. HOXA7-11, MEIS1 and TGFβ1 expression were 
evaluated. TGFβ1 is a target gene of IRX1 (Kühn et al., 2016). (C) qPCR results after 3 days of IRX1 overexpression in OCI AML3 
cells. (D) ChIP-qPCR analyses for H3K27me3, H3K4me4, and H3K27ac after 3 days of IRX1 overexpression. (E) ChIP-qPCR analyses 
of CTCF and RAD21 protein levels after 3 days IRX1 overexpression. (F) Viability of HEK 293T cells after 5 days of IRX1 
overexpression compared to EV transduced HEK 293T cells. 

 
IRX1 overexpression in CD34+ cells results in impaired cell growth towards the erythroid lineage, but 
not in accelerated differentiation 
Our next step was to test if IRX1 overexpression in sorted CD34+ cells derived from cord blood, would 
lead to accelerated differentiation, since we suspect that IRX1 overexpression leads to (partly) removal 
of the TAD boundary based on our results in HEK 293T cells. By forcing CD34+ IRX1 overexpressing cells 
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into the myeloid, granulocytic, and erythroid lineage by adding cytokines, we suspected to see higher cell 
surface marker expression at an earlier time point compared to non-transduced CD34+ cells. We 
analyzed only the GFP-positive fractions of both EV- and IRX1 transduced cells. 
 Myeloid counts on day 1, 4, 6, 8, and 12 revealed no significant difference between IRX1 
overexpressing cells and EV-transduced CD34+ cells (Figure 9A). Furthermore, there was no clear 
difference in IRX1 or EV viability (supplemental Figure 6A). By analyzing cell surface markers, the MFI of 
CD15 and CD11b is higher on day 4, 6, and 8, suggesting an accelerated differentiation. There was no 
difference in the CD114 nor the CD14 MFI. If cells were stimulated towards the granulocytic lineage, 
there was no difference in cell growth (Figure 9B). Furthermore, analyzing the cell surface markers 
showed no notable difference compared to the EV, except for the CD11b marker at day 8. IRX1 
overexpression in combination with erythroid stimulation resulted in diminished cell growth (Figure 9C). 
In contrast to the myeloid lineage, IRX1 overexpressing erythroid cells had a lower viability compared to 
the EV transduced cells. Therefore, we suspected that this was due to more apoptosis. Nevertheless, 
there was no difference in expression of CD235a or CD71. The GFP positivity remained stable over time 
in the myeloid lineage, whereas GFP positivity in the granulocytic lineage reduced gradually, and the 
erythroid GFP positive percentages eventually dropped to  less than 5% (supplemental Figure 6A-B). 
From this experiment, we conclude that IRX1 overexpression did not lead to accelerated differentiation 
into any lineage. 
 
Knockdown of CTCF in HEK 293T cells increases HOXA expression 
Next to our hypothesis that we could remove the TAD boundary with overexpression of myeloid 
transcription factors, we were also wondering if we could alter the TAD boundary by knocking down the 
CTCF or one of the cohesin genes (RAD21, SMC3, SMC1, and STAG2). Another study showed that 
depletion of a specific CTCF boundary resulted in H3K27me3 spreading towards the HOXA9 loci, thereby 
downregulating HOXA9 expression (Luo, Wang, Zha, Li, Yan, Du, Yang, Sobh, Vulpe, et al., 2018). We 
hypothesized that if we knocked down CTCF in CD34+ cells, it would lead to accelerated CD34+ 
differentiation into the myeloid lineage by impairing the TAD boundary function (Ouboussad, Kreuz, & 
Lefevre, 2013). 
 To validate efficient knockdown, shCTCF-III was introduced to HEK 293T cells. Indeed, CTCF was 
knocked down by 80% compared to the scrambled control shSCR (Figure 10B). Since CTCF and the 
cohesin complex usually binds at TAD boundaries, we would suspect that knockdown of CTCF would 
affect the expression of cohesin genes RAD21, SMC1A, SMC3, or STAG2. Of these cohesin genes, RAD21 
was affected and upregulated a 2-fold, and SMC1A was slightly increased after 4 days of CTCF KD (Figure 
10C), suggesting that loss of CTCF is compensated by an increased expression of other cohesin genes. 
Furthermore, since our original hypothesis would implicate a downregulation of HOXA9 expression after 
TAD boundary alteration, we analyzed the effect of CTCF KD on HOXA genes. Interestingly, all measured 
HOXA genes were highly upregulated (5- to 13 times) (Figure 10D). Since this is contradictory to our 
thoughts, we performed a ChIP for CTCF and RAD21 to check the binding of cohesin to the CTCF binding 
sites (CBS). As expected, CTCF binding was reduced at the CBS A10/11, but more remarkable was that 
RAD21 binding was not decreased upon loss of CTCF at CBS A10/11. RAD21 was slightly enhanced at CBS 
A7/9, similar to our results in IRX1 overexpressed HEK 293T cells (Figure 10E). To determine if HOXA 
upregulation upon CTCF KD was due to enhanced active markers, we performed a ChIP for H3K4me3 or 
H3K27ac as well. H3K4me3 was slightly enhanced on the HOXA9 and HOXA10 loci, which corresponds 
with enhanced H3K27ac at HOXA10. On the contrary, H3K27ac marks were reduced on HOXA5 and 
HOXA11.  
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Figure 9. IRX1 overexpression in CD34+ cells results in impaired cell growth when stimulated into the erythroid compartment, 
but not in accelerated differentiation. CD34+ cells were isolated from cord blood, and transduced with IRX1-GFP and EV-GFP. 
Cell surface markers analysis is representative for the GFP positive fraction. All data was derived with n = 3. (A) CD34+ 
cumulative cell count towards the myeloid lineage, supplemented with the MFI of CD15, CD114, CD11b, and CD14. (B) CD34+ 
cumulative cell count towards the granulocytic lineage, supplemented with the MFI of CD15, CD114, CD11b, and CD14. (C) 
CD34+ cumulative cell count towards the erythroid lineage, supplemented with the MFI of CD235a and CD71. 
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Figure 10. KD of CTCF in HEK 293T results in upregulation of HOXA genes and enhanced H3K4me3 marks. All data was derived 
with n = 1. (A) Schematical representation of the lentiviral shCTCF-III and shSCR constructs used in this experiment. (B) KD 
confirmation by qPCR for CTCF expression compared to the control shSCR. mRNA was isolated 4 days post transduction. (C) 
qPCR for cohesin genes (RAD21, SMC1A, SMC3, and STAG2) of HEK 293T cells on day 4 with shCTCF-III. (D) qPCR for HOXA genes 
of HEK 293T cells on day 4 with shCTCF-III. (E) 8 x 106 HEK 293T cells were cross-linked for ChIP for both control (shSCR) and 
shCTCF-III. Antibodies for H3K27me3, H3K4me4, H3K27ac, CTCF, and RAD21 were used, and purified DNA was analyzed by qPCR 
for HOXA loci and CTCF binding sites. 
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Discussion 
 
We hypothesized that overexpression or reintroduction of transcription factors (CEBPa, PU.1, and IRX1) 
resulted in a TAD boundary depletion on the HOXA locus, thereby repressing HOXA genes and reinitiating 
differentiation towards the myeloid lineage. There was an TAD boundary present in healthy cord blood 
CD34+ cells and in NPM1cyt AML patients on the CTCF binding site (CBS) between HOXA10 and HOXA11, 
which was lost upon myeloid differentiation and also in NPM1wt AML patients (van den Boom et al., 
2016; Yi et al., 2019). NPM1cyt AML patients were furthermore associated with a decreased IRX1 
expression and upregulated HOXA9 expression (Alcalay et al., 2005; Haferlach et al., 2010; Kohlmann et 
al., 2008; Rapin et al., 2014; Svendsen et al., 2016). Therefore, we studied the effect of these TFs in 
NPM1cyt leukemic cell lines, and OCI AML3 in particular. 

In order to study whether the transcription factor CEBPa would alter the TAD boundary, OCI 
AML3 cells were transduced with an inducible CEBPa-ER system (Wierenga et al., 2010). It has been 
shown that CEBPa overexpression resulted in downregulated HOXA9 expression in multiple AML cell 
lines, although not in OCI AML3 cells yet (Loke et al., 2018; Matsushita et al., 2008). CEBPa 
overexpression in OCI AML3 cells did not result in altered HOXA expression as we expected. This could be 
explained by that the used cell lines (e.g. Kasumi-1) in the previous mentioned studies did not harbor the 
NPM1mut, as the OCI AML3 cells do. Furthermore, Loke et al. (2018) mentioned that CEBPa 
overexpression reduces the maintenance of leukemia in a cell-type specific way. This, combined with our 
conclusion that CEBPa did not alter HOXA expression, could explain why there were no (epi)genetic 
changes on the HOXA locus, although the MFI of myeloid cell-surface markers was higher after CEBPa 
overexpression. A higher MFI in combination with upregulated SIRPa expression can indicate that the 
cells were slightly more myeloid committed. However, the cell morphology was not changed after 10 
days, suggesting that there was another regulator that blocked myeloid differentiation. Moreover, Loke 
et al. (2018) stated that overexpression of CEBPa did not result in removal of leukemic fusion-proteins 
from their binding site, but that it overrides their repressive function. Given the above, it is possible that 
CEBPa was not highly upregulated to induce HOXA changes, suggesting a dose-dependent role for CEBPa, 
which is also reported for PU.1 (Burda et al., 2009). Therefore, it can be of interest to repeat the 
experiment with different doses of 4-OHT, and check if higher doses of 4-OHT lead to altered HOXA 
expression. Additionally, due to the NPM1cyt in OCI AML3, PU.1 is predominantly localized in the cells 
cytoplasm instead of the nucleus. CEBPa and PU.1 have separate independent functions, but since they 
can also cooperate, and CEBPa functions are impaired in the absence of PU.1 (Sive et al., 2016), it is 
possible that CEBPa overexpression alone in OCI AML3 cells is not sufficient to induce changes of HOXA 
genes or differentiation. This suggests that overexpression of CEBPa in combination with relocation or 
overexpression of PU.1 could result in altered HOXA expression in OCI AML3 cells and initiate 
differentiation. However, blocking of the nuclear export gene (XPO1) resulted in that PU.1 could not 
leave the cell’s nucleus, resulting in differentiation of AML cells (Gu et al., 2018), suggesting that PU.1 
relocation alone would be sufficient enough to initiate differentiation without CEBPa overexpression. 
Despite the fact that these experiments were done in OCI AML3, which lacked the TAD boundary 
between HOXA10 and HOXA11, this is not the most promising transcription factor (TF) to continue. Due 
to these results and time limits, we decided that we would not continue working with CEBPa, though it is 
interesting to study what the reason is of the differentiation block in OCI AML3 cells. 

PU.1 was another potential candidate to alter TAD boundaries when overexpressed. We 
concluded that PU.1 overexpression did not lead to changes in HOXA expression, in contrast to other 
studies (Gu et al., 2018). In the study of Gu et al. (2018), PU.1 overexpression studies were performed in 
HEK293 cells with no mutant NPM1. In NPM1cyt cells, NPM1cyt interacts with PU.1 and is responsible for 
delocalization of PU.1 towards the cytoplasm. In our inducible system, the PU.1-ER goes to the nucleus 
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after induction with 4-OHT. It is possible that the NPM1cyt interacts with the PU.1-ER as well and that it is 
responsible for transport towards the cytoplasm, thereby abolishing the PU.1 overexpression. This 
NPM1cyt related export is initiated by XPO1 (Falini et al., 2006), and inhibiting XPO1 with selinexor has 
already been proven to induce differentiation again (Gu et al., 2018). Nevertheless, PU.1 overexpression 
in HEK 293T cells did not show altered HOXA genes in contrast to the previously mentioned study.  
 We were most intrigued by the fact that the OCI AML3 cell line did not have the TAD boundary 
as we had observed in NPM1cyt AML patients (Figure 7A). Analyzing data sets of Brunetti et al. (2018) 
explained why we did not observed the presence of H3K27me3 in OCI AML3 cells since the complete 
HOXA locus lacks this repressive mark. If this OCI AML3 cell line would have had the same epigenetic 
landscape, we suspected H3K27me3 transfer to the HOXA9 locus, where it was initially not present, from 
the other side of the TAD boundary. Therefore, our first thoughts on the lack of H3K27me3 were that 
both CEBPa and PU.1 overexpression did not altered the TAD boundary. Given the above, we actually 
only can conclude that CEBPa or PU.1 overexpression did not alter HOXA expression, but we cannot 
answer our hypothesis if they alter TAD boundaries, because OCI AML3 cells does not have a TAD 
boundary where we expected it to be. Therefore we focused on wrong marks, maybe H3K9me3 was a 
better indicator, and on the wrong loci, HOXA5 and HOXA6 would have been potential loci. Due to time 
limits, we then only focused on the IRX1 overexpression, instead of analyzing CEBPa overexpression in 
HEK 293T cells. We did a quick experiment with PU.1 overexpression in these cells, but that did not 
resulted in altered HOXA expression (Figure 6D).  

Overexpression of IRX1 in HEK 293T cells resulted in downregulation of HOXA9 and HOXA10, as 
was shown previously (A. Kühn et al., 2016). We hypothesized that this downregulation would be due to 
H3K27me3 transfer towards the active HOXA9 TAD, however the HOXA9 downregulation was probably 
due to the downregulation of active markers H3K4me3 and H3K27me3. To see if TAD boundaries were 
altered, we checked CTCF and RAD21 protein binding at different CTCF binding sites on the HOXA locus. 
Since CTCF sites are associated with the cohesin complex (Dixon et al., 2012), RAD21 levels were checked 
as indicator for the cohesin complex. Lowered protein binding indicates that the TAD boundary indeed 
was altered. Interestingly, it seemed as if RAD21 had spread from the CBS A10/11 towards the nearby 
CBS A7/9. In order to state that the whole cohesin complex moves towards nearby CBS, future 
experiments can be done with ChIP antibodies for SMC1A, SMC3 and STAG2. Moving the cohesin 
complex, and thereby a (sub)TAD, from CBS A10/11 towards CBS A7/9 could clarify why HOXA7 is 
upregulated after IRX1 overexpression, although that is contradictory to other studies (A. Kühn et al., 
2016). Since the TAD boundary is altered, but H3K27me3 levels are not affected and H3K4me3 is 
downregulated, it can be suggested that multiple histone demethylases (HMTs) are repressed or 
activated, like KDM2B or KDM6A/B (Agger et al., 2007; Frescas et al., 2007). However, in the study of A. 
Kühn et al. (2016), only JMJD1C comes forward as a downregulated histone demethylase, which is 
responsible for H3K9 methylation (Chen et al., 2015), and none of the other HMTs. Interestingly, JMJD1C 
is in fact a coactivator of TFs and mediator of AML, since it directly interacts with HOXA9 expression (Zhu 
et al., 2016). In that particular study, JMJD1C depletion did not result in clear differences of H3K4me3 or 
H3K27me3, while we see a clear drop of H3K4me3 levels, indicating a different pathway.  

Unfortunately, we were only able to overexpress IRX1 in two TAD boundary associated cells, 
namely HEK 293T and healthy cord blood CD34+ cells. It is interesting to do experiments with IRX1 
overexpression in other AML cell lines known for an intact TAD boundary, to see if it can alter TAD 
boundaries there as well, and if that would result in reinitiating differentiation. Our CD34+ experiment 
was unfortunately unsorted, so we could not take a decent insight into the genetics of HOXA or cohesin 
genes. Despite the unsorted experiment, transduced CD34+ cells with IRX1 showed an impaired growth 
towards the myeloid and granulocytic lineage. However, cell viability was not affected after 14 days, 
suggesting that IRX1 could play a role in cell proliferation. This is also supported by slowly decreasing GFP 
percentages compared to the GFP negative fraction. Sorting CD34+ cells after transduction was not yet 
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successful due to low viability after transduction, probably caused by an abundance of Polybrene 
addition (8 µg/µl instead of 2-4 µg/µl). For an upcoming experiment we would suggest to sort cells after 
transduction, follow them during differentiation, and analyze the cells every 2 days for HOXA and 
cohesin expression, and cell surface markers.  

During differentiation, TAD structures also display alterations, thereby altering the interactions 
between genes (Boya et al., 2017). This indicates that the reorganization of chromatin can play a role in a 
cell- and lineage-specific transcription pattern, which determines the cells commitment. Therefore, we 
hypothesized that we could alter the TAD boundary by KD of CTCF, RAD21, SMC3, SMC1A, or STAG2, and 
that it would result in a depletion of the TAD boundary, thereby repressing HOXA9 and initiating a 
myeloid differentiation. We were only able to transduce HEK 293T cells with one shRNA for CTCF 
(shCTCF-III), and none with a shRNA for the cohesin genes. KD of CTCF in CMPs resulted in acceleration of 
myeloid differentiation, however, they did not studied the effect on the HOXA locus (Ouboussad et al., 
2013). CTCF depletion in hematopoietic stem and progenitor cells (HSCPCs) did not result in altered 
HOXA expression (Fisher et al., 2017), although the cell viability decreased in accordance with our 
results. In CMPs, there was no difference in apoptosis or cell growth compared to the control. 
Furthermore, depletion of the specific CBS between HOXA7 and HOXA9, resulted in reinitiated 
differentiation by the removal of the TAD boundary and thereby the transfer of H3K27me3 to the 
neighboring TAD (Luo et al., 2018). Consequently, would suspect that CTCF KD would lead to a ‘leaky’ 
TAD boundary, since CTCF is required for the cohesin complex to bind to the proper sites onto the DNA 
(Wendt et al., 2008), thereby forming the TAD boundary. However, CTCF is not required to load the 
cohesin complex onto DNA, which is supported by our data that RAD21 protein binding is not altered at 
CTCF binding sites at CBS A10/11 and CBS A13. The other way around, the cohesin complex is necessary 
for the insulator function of CTCF, however we were not able to test this (Wendt et al., 2008). 
Interestingly, cohesin KD is known to initiate myeloid disorders by enhancing the self-renewal of HSCs 
both in vitro as in vivo (Galeev et al., 2016; Mazumdar et al., 2015). Interestingly, after CTCF KD, HOXA 
genes are remarkably upregulated. This effect is similar to RAD21 KD, which is proposed to be initiated 
by PRC2 activation, since RAD21 is responsible for PRC2 silencing in normal conditions (Fisher et al., 
2017). The PRC2 complex is also regulated by CTCF in the same way as RAD21 which supports our result 
of upregulated HOXA genes after CTCF KD (Xu et al., 2014). However, H3K27me3 levels are not 
downregulated in our study, so the role of the PRC2 complex in this context remains unknown and 
additional studies are required. The lack of H3K27me3 spreading after CTCF KD was also seen in other 
studies, including the deletion of a single CTCF site within the HOXA locus (Narendra et al., 2016; 
Narendra et al., 2015; Nora et al., 2017). These results actually challenge the idea that CTCF prevents 
directly heterochromatin spreading by acting as a “roadblock” (Alipour & Marko, 2012). Furthermore, it 
is indicated that TAD compartments are preserved without CTCF, although loop extrusion proceeds 
beyond the TAD boundary. Nevertheless, CTCF is necessary for stable loop extrusions, and complete 
depletion of CTCF in Drosophila and mice results in lethality (Gambetta & Furlong, 2018; Moore et al., 
2012). Recently, it was shown that Stag2 depletion in mice resulted in enhanced stem cell function and 
an altered the lineage commitment of cells. Furthermore, since Stag1 was able to bind at some TAD 
boundaries that were previously bound by Stag2, the occupancy of CTCF, Smc1a, and Smc3 at these 
boundaries were mainly not altered. This indicated that the role Stag2 in hematopoiesis and gene 
regulation was independent of CTCF. Furthermore, reactivation of target genes of Stag2 like Ebf1 and 
Pax5 reversed the altered stem cell function and restored differentiation. Interestingly, PU.1 restoration 
in Stag2-/- did not rescue the impact of the depletion. Since PU.1 was one of our target TFs to alter TAD 
boundaries, it could implicate that this is a reason why there was no effect after overexpression. It can 
be of interest to target EBF1 and PAX5 or other target genes in AML cells with a cohesin mutation or 
induced KD to see the effect on TAD boundaries and differentiation. In addition, since cohesin gene KD 
and CTCF KD results in altered phenotypes of cells, and sometimes even proved to be lethal, a more 
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subtle approach like Crispr-Cas9 would be favorable for future research on the effect CTCF or cohesin 
genes on TAD boundary.  

Altogether, we conclude that PU.1 overexpression does not alter HOXA gene expression in OCI 
AML3 cells. Due to the different TAD boundary location in those cells compared to AML patients with an 
intact TAD boundary, we looked into wrong loci, thereby we cannot conclude if CEBPa or PU.1 alters TAD 
boundaries. IRX1 is a potential regulator of TAD boundaries since overexpression resulted in lowered 
CTCF and RAD21 protein binding at the CTCF A10/11 site, and downregulation of HOXA9 expression. 
However, this exact mechanism has to be unraveled in future research.  
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Supplemental information 

 

 
Supplemental Figure 1. Flow data of OCI AML3, IMS M2, and K562 after transduction with MinR1-ER, CEBPa-ER, NGFR-ER, and 
PU.1-ER. Cells were stained for 30 minutes with the CD271-PE antibody for the NGF receptor. Flow analysis was performed 3 
months after transduction, and the NGFR positive gate was determined by comparison to untransduced cell lines.  

 

 
Supplemental Figure 2. (A) qPCR results of HOX genes in OCI AML3 CEBPa-ER. mRNA samples were taken after 4, 6, and 11 days 
with 4-OHT. (B) Same as A, but now in OCI AML3 PU.1-ER. mRNA samples were taken after 4, 6, and 11 days with 4-OHT.  
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Supplemental Figure 3. ChIP locations for HOXA5, HOXA9, HOXA10, HOXA11 and HOXA13 across the HOXA locus. Shown are 
ChIP-seq results from 2 AML NPM1cyt patients (van den Boom et al., 2016), and the OCI AML3 (Brunetti et al., 2018) and HEK 
293T (ENCODE) cell lines. 
 

 
Supplemental Figure 4. ChIP locations for the CTCF binding sites between HOXA7 and HOXA9, HOXA10 and HOXA11, and nearby 
HOXA13. Shown are ChIP-seq results from K562 (ENCODE) and HEK 293T (ENCODE) cell lines.  
 

 
Supplemental Figure 5. HEK 293T cells 120, 144, and 168 hours post-transduction with IRX1 or EV. First pictures are 48 h after 
second passage, then 72 h, and 96 h. 
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Supplemental Figure 6. CD34+ differentiation towards the myeloid, granulocytic, and erythroid lineage using cytokines. (A) Cell 
viability measured on LSR-II on day 4, 6, 12, and 14 for myeloid, granulocytic, and erythroid lineage. (B) Cell GFP % measured on 
LSR-II on day 4, 6, 12, and 14 for myeloid, granulocytic, and erythroid lineage. 
 

Supplemental table 1. List of primers 
 

Primer Forward Reverse 

ChIP primers 

HOXA5 CGACCCCAACCTCGACACAAAAATAAGAG CAACAACTTTATTTCCCCCGTTTTGCAGC 

HOXA9 TGGAGGAAATGAATGCTGATTGTAACGGAG AGTAGCCCAATGGCGGTTTCATAGTG 

HOXA10 ACAGCACTCCAGGCAGACAT ATTGTTGGCGCTGAGGTGT 

HOXA11 AGTATGTCATTGGGCGCGAA ACGTCTCGGGTCCAGATTTC 

HOXA13 CTGGTGGTAGAAGGCGAACTC ACAAGTACATGGATACCGCCG 

EVX1 GACTCCTTCCTCACCTTCGC CCCTTATCTAGTGAGGGGCA 

CBS7/9 GCAGAGGAGGCAATGCCAATAAAAGAG TGTTCTGTCTGCCGCCGATAAAGC 

CBS10/11 ATTGATCGGAAGTGCGCCATCTCG ATCCTCTCCTCTCTCCTTCTCTCTCTGC 

CBS13 GCGCCCTTGATCTACTAATCCAGCTAAG TGACCTTGACTTTTGACAGCTCATGAATTG 

Expression primers 

HOXA5 AGATCTACCCCTGGATGCGC CCTTCTCCAGCTCCAGGGTC 

HOXA7 ATCACTCTACCTCGTAAAACCGAC ACATAATACGAAGAACTCATAATTTTG 

HOXA9 ACACTATGAAACCGCCATTGG GGAAACCCCAGATTCATCAAGG 

HOXA10 ATGATATGGCTTTTTCCCCCAG TTCTTTGTGTTTGCTTGGTGCTG 

HOXA11 GTCTTCCGGCCACACTGAG ACGCTGAAGAAGAACTCCCG 

MEIS1 GAACGAGTAGATGCCGTGTC TCTGCCACCGGTATATTAGC 

RPL27 TCCGGACGCAAAGCTGTCATCG TCTTGCCCATGGCAGCTGTCAC 

CFS3R AGGCTACCCTCCAGCCATAC ACGCAGTCCAGGATGGAGTC 

CT2 CTTTGCACGCCAGGAAGGTC CGCCGTAGTGTATGTGCTCG 

CALCR1 CACTATGCCTGATGTGACGC CATCAATGGTGTGCTGGAAC 
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PU.1 GCGACCATTACTGGGACTTC ATGGGTACTGGAGGCACATC 

SIRPA GTTTAAGTCTGGAGCAGGCACT GCAGATGACTTGAGAGTGAACG 

RAD21 TCATGGTCTTCAGCGTGCTC TCCAGGTGTTGCGATGATGT 

CTCF GGAGCCTGCCGTAGAAATTG TAGCTGTTGGCTGGTTCTGT 

SMC1A GGCGCCAACAAGGAAATGAC CATGGTGCCTTTTGACAGTGG 

SMC3 AGAAACAGAGGGCAAACGGG AGCTCATCAAGTTTGGCACG 

STAG2 TCGACATACAAGCACCCTGG TCCTGAAGCTCTTTCCGCTT 

 
Supplemental table 2. List of used antibodies 
 

Antibodies Source Identifier 

Flow cytometry 

CD34-APC BD Pharmingen™ 555824 

CD34-PeCy7 BD Biosciences 348811 

CD34-BV421 BD Horizon™ 562577 

CD38-FITC BD Pharmingen™ 555459 

CD38-PE BD Biosciences 345806 

CD11b-PeCy7 Biolegend 301322 

CD11b-APC Biolegend 301310 

CD11b-PeCy5 Biolegend 301308 

CD13-PE BD Pharmingen™ 555394 

CD14-PE Biolegend 325606 

CD15-APC BD Pharmingen™ 551376 

CD114-PE BD Pharmingen™ 554538 

CD71-PE  BD Pharmingen™ 555537 

CD235a-APC Invitrogen 17-9987-42 

Western Blot 

α-CEBPα Santa Cruz Biotechnology Clone 14AA, sc-61 

α-PU.1 Santa Cruz Biotechnology Clone T-21, sc-352 

α-IRX1 Abcam ab98343 

α-H3 Abcam ab1791 

ChIP 

α-H3K4me3 Diagenode C15410003-50 

α-H3K27me3 Diagenode C15410195 

α-H3K27ac Diagenode C15410196 

α-CTCF Abcam ab70303 

α-RAD21 Abcam ab992 

IgG Sigma-Aldrich I8140 
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Supplemental table 3. ChIP buffers 
 

SDS Buffer (lysis buffer) 5.0ml 5M NACl (100mM final) 

  12.5ml 1M Tris-Cl, pH 8.1 (50mM Final) 

  2.5ml 0.5 EDTA, pH 8.0 (5mM Final) 

  500μl 10% NaN3 (0.2% Final) 

  12.5ml 10% SDS (0.5% Final) 

  add dH2O to 250ml 

Triton Dilution Buffer  25ml of 1M Tris-Cl, pH 8.6 (100mM Final)

 

5.0ml 5M NaCl (100mM Final) 

  2.5ml 0.5M EDTA, pH 8.0 (5mM Final) 

  500μl 10% NaN3 (0.2% Final) 

  62.5ml of 20% Triton X-100 (5.0% Final) 

  Add dH2O to 250ml 

Mixed Micelle Wash Buffer 15ml 5M NaCl (150mM Final) 

10ml 1M Tris-Cl pH 8.1 (20 mM Final) 

5ml 0.5M EDTA, pH 8.0 (5mM Final) 

40ml 65% w/v sucrose 

1ml 10% NaN3 (0.02% Final) 

25ml 20% Triton X-100 (1% Final) 

10ml 10% SDS (0.2% Final) 

Add dH2O to 500 ml 

LiCl/detergent wash 25ml 10% deoxycholic acid (sodium salt) (0.5% w/v Final) or 2.5 g in 
500ml 

1ml 0.5M EDTA (1mM Final) 

125ml 1M LiCl (250 mM Final) 

2.5ml 100% NP-40 (o.5% w/v Final) 

5ml 1M Tris-Cl, pH 8.0 (10 mM Final) 

1ml 10% NaN3 (0.2% Final) 

Add dH2O to 500 ml 

Buffer 500 50 ml 5M NaCl (500 mM Final) 

0.5 g deoxycholic acid (sodium salt) in 500 ml 

1ml EDTA 0.5M (1mM Final) 

25ml 1M HEPES, pH 7,5 (50mM Final) 

5ml 100% Triton X-100 (1% w/v Final) 

1 ml 10% NaN3 (0.2% Final) 

Add dH2O to 500 ml 

TE Buffer 10mM Tris-HCl pH 8.0 

1mM EDTA (0.5M) 

 


