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Abstract

The Standard Model (SM) of particle physics, while highly successful in most areas of fun-
damental physics, at this point in time fails to explain certain observed phenomena like
the existence of dark matter and the matter-antimatter asymmetry. Extensions to the SM
attempt to remedy these shortcomings, and these extensions predict different values for fun-
damental quantities like the electric dipole moment of the electron (eEDM). The NL-eEDM
collaboration aims to measure the eEDM with a precision which improves on the most re-
cent measurement of this quantity by an order of magnitude, setting more stringent limits on
extensions to the SM in the process. The proposed experiment requires diatomic molecules
(BaF), and in order to minimize the associated statistical uncertainty the (forward) velocity
of these molecules should be minimized while at the same time maximizing the number of
molecules which reach the interaction zone after a deceleration and laser cooling stage. This
work describes the source built for this purpose, which is known as a cryogenic buffer gas
source. The expected behavior of the molecular beam in the typical operating range of the
relevant experimental parameters is discussed, as well as some technical details pertaining
to the source and the different detection methods employed. Recommendations are made
in order to match the (phase-space) output of the source to the acceptance of the deceler-
ator. The number of molecules extracted from the source is determined and compared to
the requirements of the planned eEDM experiment, and an estimate is given of the loss of
molecules due to the distance between the source and the decelerator. The behavior of the
forward velocity and translational temperature of the molecular beam and the amount of
molecular signal are described qualitatively as a function of the main experimental param-
eters, which are: buffer gas flow rate, cell temperature, and ablation laser energy. Certain
combinations of these parameters reveal a double peak structure in the time-of-flight (TOF)
profiles, and the origin of this phenomenon is described. Finally, the interpretation of these
TOF profiles is discussed in more detail, since the width of the molecular pulse significantly
distorts their shape.
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Chapter 1

Introduction

1.1 General overview

The Standard Model (SM) of particle physics has stood the test of time for several decades
now. From the discovery of the top quark in 1995 [1, 2] and the tau neutrino in 2000 [3],
to the more recent discovery of the Higgs boson in 2012 [4, 5], all the components predicted
by this model have thus far been confirmed. At the Large Hadron Collider (LHC), more of
these predictions continue to be tested, while also shedding more light on the workings of the
by-now confirmed participants such as the Higgs boson. As the LHC shuts down for another
round of maintenance and upgrades, proposals are taking shape to build even larger particle
accelerators. The Future Circular Collider (FCC) [6, 7] is planned to have a circumference
of about 100 km (compared to the LHC’s 27 km) and run at a collision energy of 100 TeV
(compared to the LHC’s 14 TeV).

While it is arguably the most successful theory in particle physics to date, the SM is not
without its flaws [8]. First, the theory does not include gravity, one of the four fundamental
interactions of nature. Its mathematical framework is quantum field theory, and for decades
attempts have been made to unite it with Einstein’s general relativity, none of which have
been successful or provided testable hypotheses so far. In addition, the existence of dark
matter, the matter-antimatter asymmetry, neutrino masses, and neutrino oscillations are left
unexplained in the SM.

Extensions to the SM like supersymmetry might provide solutions to these problems.
Supersymmetry in particular predicts additional particles [9] at rather high energies (on the
TeV scale), beyond what can currently be probed using for example the LHC. Upgrades
to existing particle colliders and the proposed construction of new ones could allow us to
discover those supersymmetric partners at the high energy frontier, should they exist.

There is another way in which these extensions can manifest themselves, namely in the
field of low-energy precision measurements [10]. The predicted values of properties such
as the muon anomalous magnetic moment [11] or the electron electric dipole moment [12]
(electron EDM or eEDM, denoted by de) differ by orders of magnitude between the SM
and its various extensions. The eEDM in particular is a possible source of CP violation [13],
which in turn is related to the aforementioned problems with the SM (relating to the matter-
antimatter asymmetry in particular). To be more exact, a nonzero eEDM would violate
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time-reversal invariance, since it would suggest an aspherical charge distribution along the
electron’s spin axis. Following the CPT theorem [14,15], T-violation would be equivalent to
CP violation. The SM predicts an eEDM of de ≤ 10−38 e·cm [16], which is currently far out
of reach for experiments, while within the framework of some extensions it can be O(10−28)
e·cm [17], as illustrated in figure 1.1. Due to this sensitivity of the value of the eEDM to
physics beyond the SM, its measurement is an attractive alternative (both complementary to
and competitive with) to the high energy experiments that probe the same kind of physics.
The most recent and stringent measurement of the eEDM was published in Nature in October
2018 [18]. The ACME collaboration (involving Harvard University and Yale University)
found an upper limit of |de| < 1.1× 10−29 e·cm.

Figure 1.1: Overview of current and expected limits on the eEDM and how they relate to
SM extensions. On the left, the eEDM constraint is depicted. On the right, the energy
scale associated with a given limit is shown. Three extensions of the SM are shown in the
figure, all with their own characteristic energy scale and the number of loops (a concept from
quantum field theory) required to generate an eEDM of the magnitude shown on the left.
Figure taken from [19].
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The NL-eEDM collaboration (a collaboration between the University of Groningen, Vrije
Universiteit Amsterdam, and Nikhef) aims to improve on the previous experiments and reach
a sensitivity of 5 × 10−30 e·cm [19]. Part of the experimental setup that is currently being
built is a cryogenic buffer gas source, which will provide the diatomic molecules used in the
experiment.

This source will be the main topic of this thesis. Throughout this work, we will use
terms like ”the source”, ”cryogenic source”, and ”cryogenic buffer gas beam source” rather
interchangeably. Unless explicitly stated otherwise, these terms all refer to the concept of the
cryogenic buffer gas beam source. We will first discuss some of the components of the planned
eEDM measurement in a fairly general sense, and then conclude this introduction with a
status overview and an outline of this thesis, along with the main research questions which
will be addressed. The interested reader is encouraged to dive into the relevant references if
they wish to learn more about any particular part, but an in-depth understanding of them
is not required for the rest of this thesis. Rather, this introductory chapter serves to set
the scene and sketch the context within which the cryogenic buffer gas source will operate.
Some familiarity with atomic and molecular physics is required. The appropriate background
knowledge can be found for example in reference [20].
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1.2 What does it take to measure an eEDM?

1.2.1 Principles of an eEDM measurement and molecule of choice

The general idea of measuring an eEDM [12] is to look at spin precession inside a very
well-defined electric field. One can use diatomic molecules [21] (for example: BaF [19],
YbF [22], or ThO [18]) as test subjects. These molecules can greatly enhance the effect
of an eEDM [23], since their single valance electron is exposed to what is often called the
effective electric field (Eeff), which in turn results in a (linear) Stark shift. This energy shift

can be described by U = −~de · ~Eeff, where ~de = h̄
2
de~S. Here ~S refers to the spin of the

electron and de is the eEDM. The effective electric field, however, is not a property that
can be measured directly, but instead relies on theoretical calculations using for example the
relativistic coupled cluster approach. One can exploit the different Stark shifts associated
with the hyperfine substates of the molecule of choice by putting it into a superposition of
these substates. This will in turn result in an accumulated phase as the molecules travel
through an applied external electric field. This phase can finally be measured by comparing
the laser-induced fluorescence (LIF) signal from the molecules for parallel and anti-parallel
orientations of the applied electric (and magnetic) fields. The observed phase difference φ is
directly related to the value of the eEDM by [19]:

φ = de|P |Eeff
τ

h̄
(1.1)

Where τ is the (coherent) interaction time spent by the molecule in the interaction zone (the
region where an external electric field is applied), and P is the polarizability of the molecule.
This expression of the phase in turn translates into the statistical uncertainty that can be
achieved with this type of eEDM measurement [19]:

σd =
h̄

e

1

2|P |Eeffτ
√
ṄT

(1.2)

Where the new variables are Ṅ , the rate of detected molecules (dN/dt) and T , the total
measurement time. For the NL-eEDM experiment, this statistical uncertainty is estimated
to be 5 × 10−28 e·cm, based on a measurement of 24 hours at a repetition rate of 10 Hz
and the detection of 7× 105 molecules per shot. To understand where these estimates come
from and get a more complete picture of the final experiment, we will now briefly go over its
various components. A schematic overview of the complete setup is depicted in figure 1.2.
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Figure 1.2: Schematic overview of the proposed experiment. A molecular beam is created
by a cryogenic source and subsequently slowed down by a traveling wave Stark decelerator.
Laser cooling is then employed to reduce the transverse velocity of the beam. The actual
eEDM measurement takes place in a 0.5 m long interaction zone where the molecules interact
with very well-defined electric and magnetic fields. Finally, the accumulated phase shift due
to the eEDM is observed using Ramsey interferometry. Figure taken from [19].

1.2.2 Cryogenic source

A measurement cycle begins with the production of a beam of BaF molecules in a cryogenic
buffer gas source. In a cold (10-20 K) cell, a target is ablated. Depending on the target
and the predominant ablation products, SF6 gas flows through as well, which then reacts
with these products to form the molecular species of interest. The target is generally a
precursor of this species of interest (for example a compressed and scintered pill of 90%
SrF2, and 10% B for stability [24] in order to create SrF molecules). Meanwhile, a buffer
gas (typically helium, neon, or some other inert gas) is continuously lead through the cell
at a much higher density and flow rate. This flow rate (given in SCCM: Standard Cubic
Centimeters per Minute) can be tuned and, generally speaking, higher flow rates will result
in a higher forward velocity as the beam exits the cell. This effect of flow rates on the
molecular beam will be discussed in more detail in the relevant sections of this thesis. The
operating principle of a cryogenic buffer gas source is that the molecules of interest (BaF
for the proposed eEDM experiment) will transfer some of their momentum to the buffer gas
molecules as they collide and propagate towards the exit. As a result, a molecular beam
originating from a cryogenic source will have a much lower transverse velocity (∼180 m/s)
than for example a source based on supersonic expansion [25] (∼300 m/s and above), which
was the method previously employed by the VSI (Van Swinderen Institute of the University
of Groningen) group to produce the molecules used in their Stark decelerator [26]. This
difference is depicted in figure 1.3, along with the fact that a buffer gas source will produce a
much wider velocity distribution. The lower initial velocity of the molecular beam is desirable
for the eEDM experiment, since it would increase the time τ spent by the molecules in the
interaction zone, and the statistical uncertainty scales linearly with τ .

The goal is to create a molecular beam where the amount of molecules which can be
accepted by the decelerator, the next component in the experimental sequence, is maximal,
while also keeping the forward velocity as low as possible due to its effect on the statistical
uncertainty. The source is estimated to produce around 1013 molecules per pulse inside the
cell, which, assuming an efficiency of extracting the molecules from the cold cell of 5× 10−3,
results in 5 × 1010 molecules per pulse. In order to match the phase-space distribution of
the beam to the acceptance of the decelerator, an electrostatic guide will connect the two
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Figure 1.3: The different velocity distributions resulting from various production methods,
most importantly the supersonic and buffer gas methods. Figure taken from [27].

components. The resulting beam is estimated to have a forward velocity of 180±50 m/s and
a transverse velocity spread of ±30 m/s.

1.2.3 Stark Decelerator

After producing a molecular beam with a forward velocity of about 180 m/s, a Stark deceler-
ator will reduce this forward velocity to about 30 m/s. As the name suggests, the decelerator
utilizes the Stark effect; the electric dipole moment of the (diatomic) molecules will interact
with an applied electric field. This interaction can be described by adding a term to the
Hamiltonian of the system of the form [20]:

Hs = −~µ · ~E (1.3)

Where ~µ is the electric dipole moment of the molecule and ~E the applied electric field.
This perturbation results in a shift W of this molecule’s energy levels, which will depend
on the strength of the field. Placing a molecule with an electric dipole moment (like the
diatomic molecules SrF and BaF) in an inhomogeneous electric field will thus result in a

force ~F = −∇W . It is precisely this force that decelerates the molecular beam from 180
m/s down to 30 m/s. The decelerator consists of a set of rings with a diameter of 4 mm.
These electrodes are mounted on eight rods that are 0.5 m in length. The rods are placed
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in an alternating octagonal pattern, such that every ninth subsequent electrode is attached
to the same rod. By applying a sinusoidal voltage to these rods, every subsequent one 45
degrees out of phase with its neighbor, comoving potential wells propagate along the length
of the decelerator, taking the molecules with them. By reducing the frequency of the applied
voltage, the velocity of these comoving wells is reduced and the molecules are decelerated.
The Stark decelerator at the VSI is 4.5 m long (nine of these modules) and has been used in
the past to slow down SrF molecules. The apparatus has shown great promise by reducing
the initial kinetic energy of a supersonic SrF beam by 85% [28]. More detailed descriptions
of the decelerator and its characterization over the past years can be found in references [26]
and [29].

The number of molecules that the decelerator can actually decelerate depends on both
the spatial distribution and the velocity distribution of the incoming beam. The spatial
acceptance is limited by the finite size of the electrodes, which have a diameter of 4 mm. As
a result, only the molecules within ±2 mm from the center of the electrodes will be accepted.

The accepted velocities depend on the applied voltage and the resulting depth of the
moving potentials, as well as the Stark shift of the molecules in any particular state. These
states need to be carefully chosen to be appropriate for the next segment: laser cooling. All
things considered, when the molecular beam reaches the decelerator only the molecules within
±2 mm from the center of the electrodes that have a transverse velocity up to ±5 m/s [19]
with respect to this center can actually be slowed down by the apparatus. Meanwhile, their
forward velocity must also be within ±8.5 m/s [19] from the set velocity of the applied electric
potential. Based on the estimated output of the cryogenic source and the decelerator’s
acceptance, a fraction of 4× 10−4 can be decelerated, resulting in a beam containing 2× 106

molecules per pulse exiting the decelerator [19].

1.2.4 Laser cooling

The molecular beam exiting the Stark decelerator is estimated to have a transverse velocity
spread of ±5 m/s and a forward velocity of 30±6 m/s. As this beam travels through the
0.5 m long interaction zone it diverges. In order to minimize losses due to this divergence,
laser cooling will be used to reduce the transverse velocity component of the molecules even
further.

The techniques of laser cooling have only recently been adapted from the realm of atoms
to that of molecules [30]. Their more complex structure leads to the leaking of molecules
into dark states where they can no longer be cooled. The possibility of laser cooling BaF
has been investigated using relativistic coupled cluster calculations [23], a very powerful
quantum (computational) chemistry technique. These calculations show fairly diagonal
Franck-Condon factors, minimizing losses to dark states. Additionally, the main cooling
and repumping transition wavelengths (order of 800 nm) associated with the lowest vibra-
tional levels in the ground state (X2Σ1/2) and first excited state (A2Π1/2) are easily accessible
using diode lasers and in the optical part of the spectrum, which is convenient when building
an experimental setup.

At the end of the laser cooling section the molecules are transferred to the EDM measure-
ment state, a superposition of the mF = 1 and mF = −1 hyperfine sublevels of the F = 1
state. The efficiency of the cooling is estimated to be 0.8 and the efficiency of the state
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Figure 1.4: The relevant energy levels of BaF for the eEDM experiment. Due to the highly
diagonal Franck-Condon factors associated with these transitions only two repump lasers (to
repump molecules from v” = 1 and v” = 2) will be required. Figure taken from [19].

preparation is estimated to be 0.7, resulting in 9 × 105 molecules per shot with a reduced
transverse velocity of ±0.2 m/s [19].

1.2.5 Interaction zone

Finally, the molecular beam will enter the interaction zone, where the aforementioned phase
accumulates. This zone is 0.5 m long and magnetically shielded in order to control the
magnetic field inside down to the fT level. Using µ-metal [31] the fields can be suppressed
down to 50 pT. Probes both in- and outside the interaction zone will monitor the field
strength and a feedback system will correct for sub-second changes in the magnetic field.

Inside the interaction zone, an electric field of order 10 kV/cm is generated using special
coated glass plates. This coating allows the plates to operate in a vacuum with high voltages,
all while being transparent. As part of checking for systematic effects, the electric field is
regularly reversed on a timescale much larger than the coherence time.

At the end of the interaction zone, the superposition state is collapsed back onto the
first excited rotational level and detected using fluorescence. Every molecule is estimated to
scatter about 103 photons, which are then collected using a lens system with an expected
efficiency of 1% and imaged onto a (cooled) EMCCD camera which has a quantum efficiency
of 50% at the detection wavelength of 860 nm [19]. The net effect of this chain is that,
on average, 5 photons will be detected per molecule, leading to a detection efficiency close
to unity. Taking into account a transmission and state transfer efficiency of 0.8, the total
number of detected molecules per shot is estimated to be 7× 105 [19].
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1.3 Status overview and thesis outline

The many parts required for the eventual eEDM measurement are currently being designed
(laser cooling and interaction zone), built (interaction zone), tested (cryogenic source), and
optimized (decelerator and cryogenic source). Connections between the different components
are being planned out while the elaborate data acquisition system which is necessary for the
first tests of the completed setup is slowly taking shape. The NL-eEDM collaboration is
actually building two cryogenic sources, one of which has been in operation in Groningen
since September of 2018, while the other is still under construction in Amsterdam. While
the operational source is being characterized and coupled to the Stark decelerator, the Am-
sterdam team will implement improvements on the existing design. In the end, the original
source at the VSI will be replaced with the Amsterdam source. For clarity: the Groningen
source is the subject of this thesis, and the molecular beam it currently produces consists of
SrF molecules. For further information about eEDM measurements or any of the individual
components, the reader is encouraged to consult the references.

Next, we will go over the necessary theory behind buffer gas cooling and the measurements
required to characterize a molecular beam. After discussing the cryogenic source which was
built and tested at the VSI in Groningen we will move on to the characterization of this beam.
In the end, we will relate the measured properties to the demands set by the proposed eEDM
measurement. Any room for improvement in both design and optimization found along the
way will be mentioned, since the source in Amsterdam can then accommodate for this.
Recommendations will be made in terms of further characterization of the source and other
interesting avenues which could be explored in future research efforts concerning cryogenic
buffer gas sources.

The central questions which this thesis aims to answer either quantitatively or qualita-
tively are:

• What can the theory behind buffer gas cooling say about the molecular beam emerging
from the source, given the range of experimental parameters at our disposal and the
demands of the NL-eEDM project?

• How can the losses from coupling the source to the decelerator be minimized?

• How many molecules does the source produce per shot, and how significant is the
divergence of the beam by the time it reaches the decelerator?

• What is the effect of experimental parameters like the cell temperature, buffer gas flow
rate, and ablation laser energy on the forward velocity and translational temperature
of the molecular beam?

• Can the emergence of a double peak structure under certain experimental conditions
be understood and perhaps even exploited?

• How should one interpret the time-of-flight (TOF) profiles from a cryogenic source
when the arrival times are comparable to the width (in arrival time) of the molecular
pulse?
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Chapter 2

Theory

2.1 Principles behind buffer gas cooling

Within the greater context of an electron EDM measurement, the goal of the source, whatever
form it may take, should be clear from the previous chapter. In order to minimize the
statistical uncertainty (see equation 1.2), the source should provide as many molecules as
possible (and minimize losses along the way), while minimizing the initial forward velocity,
resulting in longer interaction times as the beam travels through the interaction zone.

A cryogenic buffer gas beam source can address these needs. These types of sources have
a rather low forward velocity output compared to other methods of production, like the
previously used and well-established method of supersonic expansion [32]. In addition, the
beams produced in this way tend to have a considerably higher brightness [33].

In this theory section, we will briefly explore the working principles of the buffer gas
source, which are summarized in figure 2.1. Most of the topics discussed here are also
described in more detail in reference [27], which is an excellent review of the topic at hand
that the reader is encouraged to examine in more detail if the explanations given in this
work are insufficient in any way.

The molecular species of interest is produced in a cell, typically with dimensions of a few
centimeters. This cell is often subject to high vacuum (9.8×10−9 mbar in our source) and at
temperatures below 30 K down to about 10 K, depending on the melting point of the buffer
gas used. Inside the cell, a target containing some precursor of the species of interest is
ablated in order to produce the desired molecules, which are either direct ablation products
or formed by reactions between the ablation products and an extra gas which is lead into the
cell. Meanwhile, the inert buffer gas continuously flows through the cell at such a rate that
the number density inside the cell is low enough to prevent the formation of clusters but still
high enough in order to provide enough collisions for the species of interest to be cooled. The
molecules, along with the buffer gas, then exit the cell into a high vacuum region, typically
through a few-millimeter sized hole, resulting in a molecular beam. The exact shape of the
exit has some influence on the outgoing beam, which is a topic we will briefly touch on later.

The species of interest dissipates a significant part of its initial energy through elastic
collisions with the cold buffer gas molecules. Because this mechanism is purely mechanical
in nature, and thus independent of the oftentimes complex internal energy structure of
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molecules, it can be applied to basically any molecular species.

Figure 2.1: Schematic overview of the production of a molecular beam inside a cryogenic
buffer gas source. (a) The cold buffer gas enters the cell with length Lcell and diameter dcell,
exiting the cell through an aperture of diameter daperture. The shaded region indicates the
buffer gas density, which is high inside the cell and decreases as the gas exits the cell. (b)
Laser ablation of a precursor target leads to the production of the species of interest. (c)
The species thermalizes to the buffer gas. A molecular beam is formed and exits the cell
through the aperture, along with the buffer gas. Figure adapted from [27].

2.1.1 Flow regimes

Inside the cell, gas flow determines the general behavior of the molecular beam. For this
reason, we will briefly review some basic concepts concerning gas flow, like the different flow
regimes and the Reynolds number, which is a quantity used to characterize gas flow.

The Reynolds number is simply the ratio of inertial to viscous forces, which can be
expressed as [27]:

Re =
F inertial

F viscous

=
ρw2d2

µwd
=
ρwd

µ
(2.1)

Where ρ is the density, w the flow velocity, d the characteristic length (in the case of the cell
this is daperture), and µ the viscosity.

This quantity can be related to other quantities, like the Mach number Ma = w/c and
Knudsen number Kn = λ/d through [27]:

Ma ≈ 1

2
KnRe (2.2)

Where λ is the mean free path and c the speed of sound in the gas given by [27]:

c =

√
γkBT

m
(2.3)

Given that the gas has atomic mass m and specific heat γ. The mean free path in turn is
given by [27]:

λ =
1√
2nσ

(2.4)

Where n is the number density and σ the atomic cross section for elastic collisions. Typical
values for these parameters will be derived and stated in the next section.
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At the cell exit, the gas molecules will travel at the mean thermal velocity [27]:

v̄ =

√
8kBT

πm
(2.5)

The source described in this thesis uses neon as its buffer gas, and operates at temperatures
ranging from 14 to 28 K, which translates into mean thermal velocities ranging from 121
m/s to 171 m/s. Since for a monatomic gas (the buffer gas generally used in a cryogenic
source) γ = 5

3
, one finds that v̄ ≈ cmonatomic, and as a result of equation 2.2 we find that

KnRe ≈ 2. This leads to an expression for the Reynolds number:

Re ≈ 2Kn−1 =
2daperture

λ
(2.6)

There are three distinct flow regimes that can be characterized by their Reynolds numbers
[27]:

• Re < 1: Effusive regime. There are almost no collisions near the exit of the cell. The
resulting beam is simply a sampling of the thermal distribution inside the cell, largely
unchanged. Since buffer gas sources are generally employed to cool down the initial
molecular beam, the effusive regime is not immediately relevant to this topic, and by
extension this thesis.

• 1 < Re < 100: Intermediate or partially hydrodynamic regime. The typical operating
regime for a buffer gas beam source. A significant amount of collisions take place and
the properties of the initial beam are changed in a substantial way.

• Re > 100: Supersonic or fully hydrodynamic regime. Due to a large number of colli-
sions, the buffer gas behaves more and more fluid-like for higher Reynolds numbers. In
this regime, the beam will look similar to those formed using supersonic expansion. In
this case, one cannot apply simple gas kinetics to describe the beam, but must resort
to the more complicated dynamics of incompressible fluids.

2.1.2 Flow through the cell, thermalization, diffusion, and extrac-
tion

We now move on to a general description of the physical parameters involved in buffer gas
cooled molecular beams. The resulting expressions won’t be exact, and there will be differ-
ences depending on the exact cell geometry, temperature of the cell, and ablation process,
among other things. This section is meant to serve as a tool in developing an intuitive
understanding of the working principles, and the descriptions will in general be functional
within an order of unity.

The cell is kept at a temperature Tb, and has characteristic length Lcell and diameter
dcell of order a few centimeters, resulting in a volume of V cell≈ Lcelld

2
cell. The buffer gas of

mass mb is lead into the cell and leaves the cell through an aperture of diameter daperture,
typically a few millimeters in size. Using a mass flow controller, the buffer gas flow rate f0,b

can be set. These flow rates are typically measured in SCCM, standard cubic centimeter per
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minute, which translates into roughly 4.5× 1017 buffer gas atoms per second. In our setup,
the flow rates range from 1 to 40 SCCM. The number density, at steady state, is then given
by [27]:

n0,b =
4f0,b

Aaperturev̄0,b

(2.7)

Where Aaperture is the aperture area and v̄0,b the mean thermal velocity of the buffer gas
inside the cell as given by equation 2.5. In our source, daperture = 4.5 mm, the flow rates
range from 1 SCCM to 40 SCCM, and the mean thermal velocity ranges from 121 m/s to
171 m/s. As a result, the number density will be roughly in the range of 1.7 · 1015 cm-3

to 9.3 · 1016 cm-3 From equations 2.4, 2.6, and 2.7 a relation between the flow rate and the
Reynolds number is then established:

Re ≈ 2daperture

λ
= 2
√

2dapertureσn0,b =
8
√

2dapertureσf0,b

Aaperturev̄0,b

(2.8)

This expression can be used to relate the different flow regimes and their typical behavior
to the molecular beams formed using certain flow rates. The collision cross section σ tends
to be ≈ 10−14 cm2 [27, 34]. This leads to Reynolds numbers ranging roughly from 8 to 475.

Ideally, the species of interest has cooled down to the cell temperature by the time it
reaches the aperture. The number of collisions needed for this to be the case can be estimated
if we assume the buffer gas atoms to be hard spheres. The loss in kinetic energy per collision
can then be expressed in terms of the temperature before and after the collision [27]:

∆T = −(T − Tb)κ−1 (2.9)

Where κ = (mb+ms)2

2mbms
, referring to the masses of the buffer gas (b) and the species of interest

(s). After N collisions, the temperature of the species is then:

T (N) = T (N − 1)− (T − Tb)κ−1 (2.10)

This can in turn be treated as a differential equation if we assume N to be large compared
to a ∆T which is rather small:

dT (N)

dN
= −

(
T (N)− Tb

)
κ−1 (2.11)

From which one can extract the following expression relating the temperature ratios to the
number of collisions:

T (N)

Tb
= 1 +

(
T (0)

Tb
− 1

)
e−Nκ

−1 ≈ 1 +
T (0)

Tb
e−Nκ

−1

(2.12)

This relation between the number of collisions and the temperature of the species is
shown in figure 2.2, while figure 2.3 shows this relation on a logarithmic scale . Using
relevant values, like ms = mSrF = 87.62 + 18.9984 amu and mb = mne = 20.1797 amu [20]
and temperatures of Tb = 16 and T (0) ≈ 104 K [35] the species of interest asymptotically
approaches the buffer gas temperature (within one percent) after about 42 collisions. In fact,
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Figure 2.2: The effect of collisions on the temperature of the species of interest. The buffer
gas is neon and Tb = 16 K, while the initial temperature of the species of interest is taken to
be T (0) = 10000 K. After about 42 collisions the species temperature approaches the buffer
gas temperature.

given a buffer gas temperature Tb and an initial species temperature T (0), from equation
2.12 it follows that the species temperature will be within a fraction α of the buffer gas
temperature after N thermal collisions:

N thermal = κ ln

(
T (0)− Tb

αTb

)
(2.13)

The species of interest has its own mean free path inside the cell, given by [27]:

λs =
(n0,bσb−s)

−1√
1 +ms/mb

≈ Aaperturev̄0,b

4f0,bσb−s
√
ms/mb

(2.14)

Where the number density n0,b comes from equation 2.7 and σb−s is the cross section for
collisions between buffer gas atoms and species molecules, which tends to be of order 10−14

cm2 [27,34]. The resulting mean free path expected for our source ranges from 0.043 mm to
2.4 mm. Combining the estimated mean free path and the number of collisions required for
thermalization, the typical thermalization length is:

Lthermal = N thermal × λs = κ ln

(
T (0)− Tb

αTb

)
Aaperturev̄0,b

4f0,bσb−s
√

1 +ms/mb

(2.15)
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Figure 2.3: The effect of collisions on the temperature of the species of interest, on a log-
arithmic scale. The buffer gas is neon and Tb = 16 K, while the initial temperature of the
species of interest is taken to be T (0) = 10000 K. After about 42 collisions the difference
between the temperature of the species and the buffer gas is less than 1% of Tb.

Which is typically about 1 cm [27], but as equation 2.15 shows, it is highly dependent on the
specifics of the experiment in question. While some of those parameters, such as the mass
of the buffer gas and target species and their collision cross section, are more or less set in
stone, the other parameters can be altered somewhat. Clearly, the size of the aperture is of
some influence (larger diameter means longer thermalization length), as well as the buffer gas
flow rate (a higher flow rate results in a shorter thermalization length). We also have control
over the buffer gas temperature, and by extension also the mean thermal velocity, within a
certain well-defined range. The least well-known parameter in equation 2.15 is the initial
temperature of the species of interest, T (0). This is hard to pin down in a robust way, since
one cannot simply probe the temperature of the ablation products after ablation. Since the
amount of space inside the cell is rather limited and the necessary thermal shielding blocks
any clear visual path towards the ablation spot, this can also not be investigated using for
example a camera. While the exact relation is unclear, this temperature should obviously
depend on the ablation laser power, spot size, and the duration of the ablation laser pulse. A
higher ablation power should result in a higher temperature of the ablation products, which
in turn increases the thermalization length. Once this thermalization length exceeds the
distance from the ablation spot to the cell exit, there will not be enough collisions in order
for the species of interest to properly thermalize to the buffer gas. We will revisit this when
we discuss the results of the characterization measurements.
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In order to extract the species of interest from the cell, one has to prevent the species
from diffusing to the walls of the cell, since there it will simply freeze and the molecules are
effectively lost. The diffusion constant, which characterizes this process, can in the case of
the species diffusing into the buffer gas be described by [27]:

D =
3

16(n0,s + n0,b)σb−s

√
2πkBT0

µ
≈ 3

16no,bσb−s

√
2πkBT0

µ
=

3πv̄0,b

32n0,bσb−s
(2.16)

Where in the approximation we assume n0,b � n0,s and ms � mb, µ is the reduced mass
msmb/(ms + mb), and v̄0,b comes from equation 2.5. The diffusion time τdiffwill be used to
describe this process, and here we define it as the time where the mean squared displacement
is equal to Acell. This mean squared displacement at a time t is [27]:

〈∆x2〉(t) = 6Dt =
9πv̄0,b

16n0,bσb−s
t = Acell (2.17)

The resulting diffusion time is:

τdiff =
16Acelln0,bσb−s

9πv̄0,b

(2.18)

Which, using typical values for our source, should be between 0.04 and 3 ms.
This diffusion time is only relevant if we can find a similar timescale during which the

species of interest flows out of the cell to create a beam. This timescale is the extraction or
”pumpout” time. The buffer gas exits the cell at a rate given by [27]:

Ṅb =
1

4V cell

Nbv̄0,bAaperture (2.19)

Where Nb is the total number of buffer gas atoms inside the cell and Ṅb the rate at which
they flow out of it. The solution to this differential equation is an exponential function, with
a characteristic timescale of:

τpump =
4V cell

Aaperturev̄0,b

(2.20)

Which in our source should be between 0.5 and 0.8 ms.
We can now combine the diffusion and pumpout time into a dimensionless quantity:

γcell =
τdiff

τpump

≈ 4σb−sn0,bAaperture

9πLcell

≈ σb−sf0,b

Lcellv̄0,b

(2.21)

Where in the approximation we drop the numerical prefactor (of order unity) since this is
simply an estimate, not meant to be exact or universal, and used equation 2.7. Using typical
values for our source, this should be between 0.08 and 5.

In the case where γcell � 1, diffusion of the species of interest to the walls takes place at a
significantly shorter timescale compared to extraction, and most of the molecules will be lost
since they will freeze on the cell walls. The output molecular flux in this case will be rather
low, along with the extraction efficiency (the fraction of molecules created in the cell that
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make it out). This efficiency can be increased by using a higher buffer gas flow rate. The
exact relation between γcell and the extraction efficiency is not completely understood but
experiments have shown it to be approximately linear, exponential, or even cubic depending
on the species [27].

When γcell � 1 the effect is called ”hydrodynamic enhancement” or ”hydrodynamic
entrainment”. Since most molecules are extracted from the cell before they diffuse to the
wall, the result is a beam of increased brightness and a high output flux. The velocity
distribution of the beam will also differ considerably from what was present inside the cell
compared to the γcell � 1 case.

One should keep in mind however that, while equation 2.21 is very instructive in esti-
mating extraction efficiency, it is only an approximation. From the expression, no explicit
dependence on aperture diameter is present, while the extraction efficiency has been shown
to depend on this parameter [36], where increasing the aperture size showed an increase in
efficiency until the efficiency saturated at a certain aperture size.

2.2 Properties of the emerging beam

Now that we have developed an understanding of the processes occurring inside a buffer gas
source, we will briefly discuss how they govern the properties of the emerging molecular beam.
The focus will be on both the transverse and longitudinal velocities and their spreads, as well
as the angular spread. These are the most relevant properties for our purpose of focusing as
many molecules as possible within a low forward velocity range and minimizing losses due
to the divergence of the beam.

2.2.1 Forward velocity

In the previous section we have introduced the different flow regimes and their associated
Reynolds numbers. The buffer gas flow will largely dictate the forward velocity of the molec-
ular beam exiting the cell, so this velocity will be related to the Reynolds number. Generally,
there will be three regimes in which this behavior will differ: the effusive, intermediate, and
supersonic regime.

In the effusive regime, there will essentially be no collisions near the cell exit. From the
velocity distribution inside the cell, a mean forward velocity can be extracted [27]:

v̄‖eff =
3π

8
v̄0,s ≈ 1.2v̄0,s (2.22)

For when Re < 1. The subscript s denotes the species of interest. This expression is clearly
not dependent on the Reynolds number itself, and so gives us a lower limit on the forward
velocity one can achieve using a buffer gas source.

In the supersonic regime, many collisions occur near the cell exit and as a result the
molecular beam will be boosted in the forward direction somewhat. Assuming that we have
a rather small number of molecules (of the species of interest) compared to the number of
buffer gas atoms, enough collisions will take place as the species travels towards the aperture
that it will be in (near) thermal equilibrium with the buffer gas. As a result, the properties
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Figure 2.4: Dependence of the forward velocity of the molecular beam on the Reynolds
number. In our source, velocities are expected to range from 63 m/s (1.2v̄0,s for a species
temperature of 14 K) to 240 m/s (1.4v̄0,b for a buffer gas temperature of 28 K). See the full
text for the reasoning in each flow regime. Figure from [27].

of both species will be rather similar, and for the sake of approximation we will assume
them to be the same in the following analysis. In the supersonic regime, the molecules will
be boosted in the forward direction due to the large number of collisions near the cell exit,
leading to [27]:

v‖ss =

√
5π

8
v̄0,b ≈ 1.4v̄0,b (2.23)

For when Re > 100 . This serves as an upper limit on the forward velocity of the molecular
beam, which is directly related to the temperature of the buffer gas.

In the intermediate regime, the forward velocity depends on the Reynolds number. The
heavy species of interest collides with the buffer gas species, which has a much lower average
velocity, also resulting in a boost in the forward direction, albeit less drastic compared to
the supersonic regime. Near the cell exit, the species of interest takes part in about Re/2
collisions [27], and every collision results in a momentum boost in the forward direction of
mbvb, so the total boost is about vbmb

2ms
Re. In the lower Reynolds number region, for about

1 < Re < 10, the buffer gas forward velocity can be approximated as the mean forward
velocity of an effusive beam, so vb ≈ 1.2v̄0,b. Combining these assumptions, we find that:

v‖intermediate1 =≈ 1.2v̄0,s + 0.6v̄0,bRe
mb

ms

(2.24)

In the 1 < Re < 10 regime, which is linear in Re. Thus one would expect the forward
velocity of the beam to increase linearly with the buffer gas flow rate in this regime.

From the discussion concerning the forward velocity in the supersonic regime, we expect
this velocity to saturate towards 1.4v̄0,b as the Reynolds number increases. In connecting the
linear regime to this saturation plateau, one can use the ”sudden freeze” model [36]. The
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idea is to consider the species of interest to be in thermal equilibrium with the buffer gas
until they reach a certain point along the beam where there are no more collisions due to a
dramatic decrease in buffer gas density, such that the properties of the beam are no longer
altered by these collisions. The resulting forward velocity of the beam as a function of the
Reynolds number is [27]:

v‖intermediate2 = 1.4v̄0,b

√
1− 4Re−4/5 (2.25)

In the 10 < Re < 100 regime. The transition starts around Re ≈ 10, which is based on
an experiment where Hutzler et al [27] investigated at which flow rates collisions occur at
distances larger than the diameter of the cell exit.

The combined dependence on Reynolds number in the different regimes is illustrated in
figure 2.4. The velocity of the beam can vary between 1.2v̄0,s and 1.4v̄0,b, first increasing
linearly with the Reynolds number until it eventually saturates towards 1.4v̄0,b. As mentioned
in the previous sections, the source is typically operated at a temperature ranging from 14 to
28 K. Assuming proper thermalization of the species of interest, the mean thermal velocities
are given by equation 2.5, and the resulting molecular beam should have a velocity ranging
from 63 m/s (1.2v̄0,s for a species temperature of 14 K) to 240 m/s (1.4v̄0,b for a buffer gas
temperature of 28 K).

2.2.2 Spread in velocity and angle

When discussing the velocity spread, we will be talking about the full width at half maximum
(FWHM) of the velocity distribution of the molecular beam. In the effusive regime, this
distribution will be thermal in nature, namely a Maxwell-Boltzmann distribution. The
corresponding FWHM for this distribution is [27]:

∆v‖ =

√
8 ln 2kbT0

ms

=
√
π ln 2v̄0,s ≈ 1.5v̄0,s (2.26)

This takes on values between 79 ms and 112 m/s, corresponding to a thermalized species
at 14 and 28 K respectively. This spread is directly related to the temperature of the beam
and thus tied to the quality of the thermalization process inside the cell and the previous
discussion on thermalization length. The same line of reasoning applies to the transverse
velocity spread, so:

∆v⊥ ≈ 1.5v̄0,s (2.27)

Similar to the previous discussion on the forward velocity, the transverse velocity spread
takes on a slightly different form for low Reynolds numbers in the intermediate regime [27]:

∆v⊥ ≈ 1.5v̄0,s +
Re

2

mb

ms

dcell
2

daperture
2
v̄0,b (2.28)

While this describes the velocity spread as the beam exits the cell, it is far more instructive
to consider these spreads away from the aperture, most importantly at a distance from the
cell where the source meets the decelerator in the planned eEDM experiment. This situation
is rather complex though since one has to deal with both the dynamics leading to the spreads
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we have just arrived on, as well as the dynamics of the expansion of the molecular beam as
it exits the cell and enters the high vacuum area around it. It has been shown [36] that in
this case, the transverse velocity spread first increases linearly and then saturates around
Re ≈ 100. The behavior in fact seems quite similar to the relation seen in figure 2.4, but
the transitions from one type of behavior to the next do not necessarily coincide.

Figure 2.5: Figure from [27] depicting the relation between the angular spread and the
velocity spreads of a molecular beam.

The angular velocity spread follows from geometric considerations in combination with
the forward velocity and transverse velocity spread. As figure 2.5 illustrates, this angular
spread is:

∆θ = 2 arctan

(
∆v⊥/2

v‖

)
(2.29)

For an effusive beam, the number density originating from an (infinitesimal) aperture area
can be described by [27]:

n(R, θ) =
n0 cos (θ)

4πR2
dA (2.30)

The angular spread (FWHM) ∆θ can be found by solving n(R, θ/2) = 1
2
n(R, 0), giving:

∆θ =
2π

3
≈ 120◦ (2.31)

As described in the previous section, the forward velocity will increase linearly with the
Reynolds number in the 1 < Re < 10 range, while the transverse spread will essentially stay
constant by equation 2.27. The result from equation 2.29 is that as the Reynolds number
increases, the divergence of the beam will decrease. This decrease continues until the species
of interest will have a forward velocity equal to the buffer gas forward velocity v̄0,b. Assuming
that ms > mb and using equation 2.5 the angular spread then approaches:

∆θ ≈ 2

√
mb

ms

(2.32)
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Combining these regimes, ∆θ should, for increasing Reynolds numbers, roughly decrease

linearly from about 120◦ in the effusive regime to about 2
√

mb

ms
as one approaches the su-

personic regime. In our source, where neon is the buffer gas and SrF the species of interest,
this divergence approaches 50◦ for increasing Reynolds numbers.

2.3 Phase-space matching

As we have seen, there are many parameters relating to the source that can affect the prop-
erties of the molecular beam. These parameters will determine for example the velocity
profile and temperature of the outgoing beam, and as a result one has at least some con-
trol over these properties. It is however not beyond the realm of possibility that even by
tweaking those parameters there is still a significant loss of molecules from their produc-
tion to the moment they enter the decelerator. There are some options to extend these
capabilities though. This process of mapping the emittance of one experimental element to
the acceptance of the next is sometimes referred to as phase-space matching. In general,
a given phase-space distribution will evolve over time similar to figure 2.6. A distribution
centered around a certain spatial coordinate will start to rotate and spread out. Only the
molecules which are within the acceptance parameters of the decelerator can effectively be
decelerated. It should be clear from figure 2.6 that, as the molecular beam travels from the
source towards the decelerator, the distribution of molecules will thin out, and the number
of molecules within this acceptance will decrease at time goes on. However, figure 2.6 only
shows the phase-space of one spatial dimension, while there are of course three. Due to the
symmetry of the decelerator though, the two transverse directions relative to the longitudinal
direction (through the decelerator) are rather similar, and in the following general discussion
on phase-space matching it is sufficient to separate the manner into the longitudinal and
transverse phase-space and their respective acceptances.

The transverse velocity spread in particular leads to a significant amount of losses. To
understand this, consider the spatial acceptance (± 2 mm) of the decelerator in the transverse
direction, given by the diameter (4 mm) of its electrodes. The distance between the source
and the decelerator, as currently designed, is 360 mm. Similar to figure 2.5, this means
that only those molecules with a transverse velocity equal to a fraction 2/360=1/180 of the
mean forward velocity will actually make it within the rings of the decelerator. Assuming a
rough estimate of 180 m/s for the forward velocity, this means that only the molecules with a
transverse velocity of ± 1 m/s can be decelerated. This is purely due to the distance between
the source and the decelerator. The decelerator itself however has a transverse acceptance
of 3 m/s [19] due to the applied voltages and the molecular structure of BaF. The result
is an underfilling of the transverse acceptance of the decelerator, since the molecules with
a transverse velocity larger than 1 m/s but smaller than 3 m/s will simply not be within
the aforementioned ± 2 mm by the time the beam reaches the decelerator. If, instead of
360 mm, the distance between the source and the decelerator could be 120 mm, these two
acceptances would match and losses would be minimized. This distance can not be decreased
indefinitely, for various reasons. Most obviously, mechanical reasons, meaning that there has
to be enough space to bolt the two parts together in a way which does not break easily.
Secondly, a valve needs to be installed in between the two components, since it would allow

23



Figure 2.6: Simulated phase-space evolution of 1000 molecules with a center velocity of 210
m/s at three times in the longitudinal (forward) direction. The three colored distributions
represent the distribution of the molecules at t = 0, t = 0.5 ms, and t = 1 ms respectively.
Position is relative to the start of the decelerator, and the distribution at t=0 is similar to
the expected output of a cryogenic source. Figure from [37].

us to separate the two high-vacuum areas if any maintenance is required on either side. The
current design, where this distance is 360 mm, is the shortest possible connection given the
desire for a valve. It should be clear from the preceding discussion that any method of
phase-space matching should ideally not increase this distance, or otherwise compensate for
a longer distance by focusing the molecules within the acceptance of the decelerator. We
will briefly discuss a few ways to achieve this, and how relevant they are to our setup.

2.3.1 Electrostatic guide

The proposal mentions the use of electrostatic lenses [38] to concentrate more molecules
into the acceptance area of the decelerator. This option is currently being investigated
and designed. This guide will inevitably increase the distance between the source and the
decelerator, which was designed to be as small as possible in order to prevent losses due to
the divergence of the beam over this distance. The design will have to balance the effect
of an increased distance with the increased number of molecules that will end up within
the acceptance of the decelerator as a result of the guide. Figure 2.7 shows the simulated
trajectory for a molecular beam of ND3 which is focused by such a guide. The principles are
described in more detail in reference [38]. We will return to this topic in the outlook section,
since the design is still a work in progress.
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Figure 2.7: Simulated trajectories of selected ND3 molecules if a voltage difference of 10 kV
is applied between the adjacent rods that make up a guide. The guide is switched on at
point A and off at point B, which results in ideal focusing into a single point. Figure taken
from [38].

2.3.2 De Laval nozzle

The final option we will discuss is the use of special cell exits, or nozzles. The exact shape
of the cell exit has proven to have some influence over the molecular flux and extraction
efficiency of the cell. Moreover, while buffer gas cooling generally results in rather low axial
velocity spreads, the transverse spread tends to be rather large. By shaping the cell exit
accordingly, one might be able to reduce the transverse velocity spread even more, which
would also result in a smaller angular spread at some distance from the cell and improved
molecular flux, provided that the extraction efficiency remains the same.

A converging-diverging nozzle, also known as a de Laval nozzle, has recently shown great
promise in this area. De Laval nozzles are mainly used in aerospace engineering since they
can accelerate hot, highly pressurized gas towards the supersonic regime [39]. The gas is
cooled down in the process, as heat energy is converted into kinetic energy. Careful design of
the nozzle can ensure that the velocity streamlines remain parallel to the nozzle axis. This
would result in a rather uniform flow after the nozzle in terms of velocity, temperature, and
density. These properties will remain well-defined for several centimeters or even decimeters
after the nozzle. In the world of experimental research, the use of de Laval nozzles is rather
limited. The CRESU experiment in France for instance uses them to investigate chemical
reactions at low temperatures. [40]. Nozzles have been designed for specific gasses (helium
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and neon) and temperatures, as well as mixtures of the gasses [41]. The combination of
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Figure 2.8: The cooling effect of a de Laval nozzle (on a logarithmic scale), assuming a
perfect monatomic gas. The temperature ratio refers to that of the incoming versus outgoing
molecular beam. The area ratio is that of the throat (most narrow part) versus the nozzle
exit. The relation follows from reference [39].

a cryogenic buffer gas source with a de Laval nozzle at the exit has only recently been
investigated [42]. Using beams of titanium and ytterbium atoms, a decrease in transverse
temperature (factor 3) has been observed using these nozzles while the longitudinal velocities
remained relatively unaffected. This effect was especially more pronounced at higher flow
rates (over 50 SCCM). The idealized effect of a de Laval nozzle is depicted in figure 2.8. It
shows the cooling (temperature ratio) as a function of the ratio of the nozzle’s exit to throat
(the most narrow part of the nozzle) area.

While the option to add a de Laval nozzle to our cryogenic source has been considered,
its effects have not yet been tested in our setup. Discussions within our group have lead to
the conclusion that, at least for now, it would be too time-consuming to pursue this option
while the expected gains are minimal. This followed from an argument involving Louiville’s
theorem, similar to what is presented in reference [38]. The result is that, while such a nozzle
can change the shape of the six-dimensional volume in phase space which is occupied by the
molecules, the volume itself cannot change. A reduction in the transverse velocity spread
would then result in either an increase in the axial velocity spread or the angular (spatial)
spread. Since the acceptance of the Stark decelerator is finite and well-defined, the total
number of molecules within this acceptance is not likely to be increased in a significant way
by employing a de Laval nozzle.
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Chapter 3

Setup

In this chapter we will describe the cryogenic source built at the VSI in Groningen, which
is the subject of this thesis. We will discuss the various components which make up the
apparatus in a broad sense, while more detail can be found in reference [43]. The design
is similar to what is described in references [27] and [32]. In addition, we will discuss the
detection methods and the laser infrastructure required for these detection methods in some
detail, as well as the currently employed laser stabilization system. Once the apparatus is
sufficiently understood, we will move on to the characterization of the source in chapter 4.

3.1 The source

The source is depicted schematically in figure 3.1, along with its most important components.
It consists of a cell (shaped like a cylinder with a radius of 5 mm and a length of 17 mm),
which is mounted to the cold stage of a two-stage closed-cycle cryocooler (Sumitomo Heavy
Industries RP-082B2S). The temperature of these two stages can be set, and generally the
”warm stage” will be at 40 K while the cold stage will be at 4 K. The temperature of the cell
is controlled using heating elements (denoted ”Heater”, green in figure 3.1) and monitored
using temperature diodes (red in figure 3.1) which are placed on the different stages. The
entire setup is enclosed in a vacuum chamber, which keeps the pressure at around 9.8×10−9

mbar. Since the source is kept at such low temperatures and pressures, it takes about a full
workday to open the source up and cool it back down again if for example the target has to
be replaced or repairs have to take place.

The molecular beam created in the source is detected in two ways. First, about 5 mm
after the cell exit, an absorption laser beam crosses the molecular beam. This probe beam
is then focused onto a photodiode, and when SrF molecules absorb photons from the probe
beam this absorption signal can be seen in the form of a dip in the photodiode voltage over
time. This signal is recorded for analysis, and will be used in chapter 4 when we characterize
the source. It should be noted that the photodiode used in the absorption measurements
has been changed during the course of this research project. Initially, fluctuations in the
power of the probe laser resulted in a rather weak absorption signal. The photodiode was
later replaced by a differential photodiode (Thorlabs PDB210A/M) in order to take these
fluctuations into account. When we discuss the absorption signal in chapter 4, we are looking
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Figure 3.1: Schematic overview of the cryogenic source. The cryocooler and several heating
elements (denoted ”Heater” in green) allow us to control the temperatures of the different
stages, which are monitored using temperature diodes. Gas lines are present to allow neon
and SF6 gas to flow into the cell. A step motor rotates the target so that the ablation laser
pulse hits a fresh spot every time. Adapted from [43].

at absorption signals as measured by this differential photodiode. The laser power of the
absorption probe was generally in the order of 0.3 mW, with a diameter of 4 mm.

The second detection method is that of laser-induced fluorescence (LIF), which takes
place about 30 cm from the cell exit. Laser light which is tuned to the A2Π1/2 (v′ = 0,
J = 1/2) ← X2Σ+ (v = 0, N = 1) transition of SrF at a wavelength of 663 nm [29] is
absorbed by the molecules and subsequently re-emitted in all directions. By collecting the
emitted photons and counting them using a photomultiplier tube (PMT) over time we can
see when the SrF molecules reach the LIF probe beam. When we discus the LIF signal in
chapter 3, these counts over time are accumulated over many shots (typically minutes at a
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repetition rate of 10 Hz). The emitted photons are collected by a set of mirrors and lenses
and focused onto the PMT (Hamamatsu H7422P-40) after they pass a narrow bandpass (20
nm) filter, which is centered around 661 nm to get rid of as much background as possible
that does not originate from the 663 nm photons. Typically, the LIF probe beam has a
power of about 1.7 mW and a diameter of 4 mm.

Both the absorption and LIF detection use the same laser light, which originates from
an extended cavity diode laser (ECDL). This home-built ECDL is stabilized to a wavelength
of 663 nm using what is known as a transfer cavity lock. In the following sections we will
describe this laser system and this stabilization method in some detail before demonstrating
its performance.

3.2 The laser system

The laser system used to produce the detection laser light and stabilize its frequency has
been in use for multiple years now. Though some details have changed and the general
infrastructure has been improved in the meantime, the working principles remain the same.
More detailed descriptions of these systems can be found in references [26], [44], and [45].
Before we move on to the characterization of the source, we will briefly go over the laser
system and its most relevant features. Then we will go over the locking procedure, which
stabilizes the detection laser to a helium-neon (HeNe) laser. The laser system is schematically
depicted in figure 3.2.

Figure 3.2: Schematic overview of the laser system. Both the detection (663 nm) laser
beam and a stabilized HeNe (633 nm) laser beam are lead into a Fabry-Perot cavity (PFI
in the figure). Isolators directly in front of the laser beam sources prevent reflections from
destabilizing the sources due to optical feedback. The detection laser beam also passes
through an electro-optical modulator (EOM) which broadens its frequency in order to address
the hyperfine components of the ground state of SrF. Figure taken from [29].
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In brief, both the laser beam from the ECDL (detection laser at a wavelength of 663
nm) and an already stable HeNe laser (633 nm) are lead into a Fabry-Perot cavity (FPI in
figure 3.2), which is used to stabilize the detection laser using a transfer cavity lock. This
locking procedure will be discussed in more detail shortly. Isolators directly in front of the
laser beam sources prevent reflections from destabilizing the sources due to optical feedback.
The detection laser beam also passes through an electro-optical modulator (EOM) which
broadens its frequency in order to address the hyperfine components of the ground state
of SrF. Most relevant for the characterization of the source is the stabilization of the laser
light, since the detection methods used rely on the fact that the light is tuned to a specific
transition in the SrF molecule at 663 nm. It is therefore of the utmost importance that
during any measurement the detection laser is locked to this transition wavelength, which is
why we will now discuss the concept of a transfer cavity lock in some detail.

3.3 Laser stabilization

The wavelength of the ECDL is stabilized using what is known as a transfer cavity. Such
a system essentially transfers the stability of one laser (a stabilized HeNe laser) to a less
stable one. This principle has been used to detect SrF molecules after deceleration since the
construction of the decelerator [26,29].

Figure 3.3: The locking program while it is in operation. The top graph shows the signal
from the cavity; the two highest peaks correspond to the HeNe laser, while the two smaller
peaks correspond to the ECDL. The graph on the lower half of the screen shows the relative
position of one of the ECDL peaks over time. The program creates feedback voltages in such
a way as to keep this position at the set position, which in this example is 0.24.
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To achieve this, laser light originating from both the ECDL and the already stable ref-
erence laser (HRS015B from Thorlabs with a stability of ±2 MHz/hour) is coupled into a
Fabry-Perot cavity (SA200-5B from Thorlabs). In essence, such a cavity consists of two
mirrors placed some distance d apart. By shining light into the cavity, it is confined inside,
bouncing back and forth between the mirrors. If one imposes the boundary condition that
the transverse components of the electric field vanish at the surface of these mirrors, the
result is a standing wave inside this cavity. Since only an integer number of half-wavelengths
can fit between the two mirrors, the frequencies of this standing wave are limited to discrete
values [45]:

fq = q
cn
2d

(3.1)

Where cn is the speed of light in the medium, and q is an integer often referred to as mode.
An important quantity of a cavity is its free spectral range (FSR), which is the distance (in
the frequency domain) between two subsequent modes, and given (for a confocal cavity) by:

FSR =
cn
4d

(3.2)

For the cavity used in this setup, the FSR was 1.5 GHz.
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Figure 3.4: The drift of the ECDL relative to the HeNe laser over time, in MHz. Without
stabilization (lock off), the drift is much larger and erratic compared to when the stabiliza-
tion is engaged (lock on). In the stabilized case, the drift does not exceed 8 MHz and is
concentrated in the ± 2 MHz range.
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The light enters the cavity through one mirror, the incoupling mirror. After making sev-
eral round trips inside the cavity, the light can exit through the other mirror, the outcoupling
mirror. This light is then detected by a photodiode. Using piezzo elements, the distance
between the mirrors can be changed. When this distance is some multiple of the wavelength
of the (laser) light that is coupled in, the cavity is resonant to this light and the transmission
signal measured on the other side by the photodiode increases. Using an SA201-EC interfer-
ometer control box (ICB) from Thorlabs, the piezzo elements are driven and the length of
the cavity is scanned. By feeding the trigger signal from the ICB into a data acquisition card
(PCI-6023E from National Instruments) together with the signal from the photodiode, the
PCI card will sample a specified number of values from the photodiode at the start of each
individual scan. The result is a transmission signal by plotting the scanning time against
the signal from the photodiode. Using the scanning range and voltage offset of this ICB, it
is ensured that at least one spectral range is scanned, in which case two reference peaks will
show up in the transmission signal.

Figure 3.5: Wavelength (in wavenumbers, 1 cm-1= 107 nm ≈ 3 · 1010 Hz) of the ECDL as
recorded by a wavelength meter corresponding to the same measurements depicted in figure
3.4. The left (right) half shows the wavenumber when the locking program is off (on). The
horizontal axis corresponds to the measurement number, and the total measurement time in
both cases is 40 minutes.

Since two laser beams are coupled into the cavity (originating from the ECDL and the
HeNe reference laser), the transmission signal will consist of three or four peaks if the cavity
and all the incoming laser beams are properly aligned, depending on the relative positions of
the peaks of the different lasers and the settings of the ICB. The laser locking program will
then have to be told which two peaks originate from the reference laser (HeNe). It recognizes
a signal as a peak after it crosses a certain threshold, which can be adjusted in the program.
This should be tuned in such a way that no more than four peaks are detected. When
transmission peaks approach the edges of the scanning range, they get distorted and might
be recognized as multiple peaks or the signal might even drop below this threshold value.
Such a situation can be avoided by adjusting the offset voltage on the ICB, which moves
the transmission peaks over the scanning range. Over time, the peaks tend to drift towards
these edges, which means that over timescales of about 1 hour one will have to adjust this
offset in order to keep the program from losing track of the peaks. This could be automated
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in the future by implementing a feedback signal that adjusts the offset in such a way as to
keep the reference peaks at the same place in the scanning range at all times.

When engaged, the program will stabilize the ECDL to the reference laser. This is done
using a feedback signal from the program, which serves to keep the relative distance between
the peaks of the reference laser and the ECDL the same. The position of these peaks is
determined by looking at the derivative of the transmission signal, more specifically at its
zero crossing. As a result, it is desirable to have very well-defined, sharp peaks, resulting
in clear zero crossings in the derivative. This can be achieved by proper alignment of the
cavity and the respective laser beams.

Figure 3.4 shows the drift of the ECDL relative to the HeNe laser over the course of
40 minutes. Without stabilization, this drift is significant and erratic. When the locking
program is engaged, the drift is much smaller and centered around zero. In order to convert
the relative position as given by the laser locking program into MHz, we use the fact that the
FSR of the cavity is 1.5 GHz, which means that a relative difference of 1 corresponds to a
frequency difference of 1.5 GHz. The standard deviation (when the locking is engaged) of the
relative position then translates into a stability of 1.5 MHz. Figure 3.5 shows the absolute
wavelength (in wavenumbers) during the same 40 minute measurement, as measured by
a wavelength meter. From both figure 3.3 and 3.5 one can see both how necessary and
effective the stabilization is. The patterns in both figures are similar in shape, meaning that
the stability achieved from this locking method rivals the accuracy of the wavelength meter.
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Chapter 4

Characterizing the beam

We will now discuss some of the properties of the source as found in the past year or so.
First, an estimate of the number of SrF molecules detected per pulse will be derived, using
both the LIF and absorption detection signal. We will then move on to scans of the main
parameters associated with a cryogenic source, namely: the cell temperature, buffer gas
flow rate, and ablation energy. The general behavior as these parameters change will be
described, and we will somewhat quantify the performance of the source in order to find the
optimal range of parameters. Finally, some of the effects observed in the aforementioned
scans of the primary parameter space will be considered in more detail. These effects have
not yet been reported within the context of a cryogenic source, but have been observed in
the past in different experimental contexts. While intriguing in their own right, a complete
understanding of these phenomena may not be necessary in order to fulfill the ultimate goal
of measuring the eEDM, so we will only go in as much detail as is needed. Recommendations
on how to deal with possible complications will be given, along with a general framework to
analyze the extent of the effects.

4.1 Estimating the number of molecules

Since we have implemented two distinct detection methods, absorption and LIF, both can
be used to estimate the number of SrF molecules produced per pulse. While directly propor-
tional to the signal (voltage for absorption and counts in the case of LIF), the exact number
also depends on geometric factors and molecular properties. We will now briefly compare
the methods used to extract the number of molecules from these different detection methods.
Note that the signal used in both cases has been acquired using a Sr metal target instead of
the SrF2 salt target used in the scans of the neon flow rate, cell temperature, and ablation
laser energy which will be discussed afterwards. When the target changes from one section
to the next, this will be stated explicitly.
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4.1.1 Estimating the number of molecules from the absorption
signal

The process of absorption can be described rather generally using the Lambert-Beer law [20]:

P = P0e
−nσabsL (4.1)

Here n denotes the number density of the absorbing species, L the path length the light has
to travel through the sample, P0 the power of the light entering the sample, and P the power
of the light exiting it. The optical absorption cross section σabs combines with L and n such
that the product nσabsL tells us what fraction of the light is absorbed by the sample, or in
other words, the probability that a photon is absorbed by a sample particle.

In our setup, the absorption probe laser crosses the molecular beam at a distance of 5
mm from the exit of the cell. The laser light used in both the absorption and LIF detection
schemes originate from the same home-built extended cavity diode laser, as described in
chapter 3. To reiterate, this laser light is used to drive the A2Π1/2 (v′ = 0, J = 1/2) ←
X2Σ+ (v = 0, N = 1) transition at a wavelength of 663 nm. A typical absorption signal
is shown in figure 4.2, which is the signal used in this section to estimate the number of
molecules per shot.

Assuming that the molecular beam exiting the cell has a uniform n in its entire volume,
equation 4.1 can be rewritten as [34]:

N =
Abeamv

σabsL

∫
ln
(P0

P

)
dt (4.2)

P and P0, or rather their ratio, is simply what is measured, and we integrate this over
time.

v is the forward velocity, which can be obtained from the fluorescence signal. The peak
arrival time corresponds to this mean velocity, since we know the distance from the source
to the detection area (30 cm).

Abeam is the cross-sectional area of the molecular beam, can be estimated from the size
of the exit aperture. Since we measure the absorption signal close to this exit, the beam can
be assumed to not have expanded significantly at this point. The aperture (diameter of 4.5
mm) is however larger than the probe laser beam (diameter of 4 mm), so the probe beam
will ”miss” part of the molecular beam. We will investigate how large this missed fraction
is shortly.

L has been explained before as the path length traveled by the probe beam.
σabs is the absorption cross section, which can be calculated. Following the discussion in

reference [20], it can be written as:

σabs(ω) =
3π2c2

ω0

A21gH(ω) (4.3)

Here A21 is the Einstein coefficient for spontaneous emission, and gH(ω) the line shape
function:

gH(ω) =
1

2π

Γ

(ω − ω0)2 + Γ2/4
(4.4)
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Where ω0 is the resonance frequency and Γ is the natural linewidth of the transition. This
expression greatly simplifies if we assume the following:

First, we set ω = ω0, since we will be detecting on-resonance. Secondly, we consider the
SrF atom to effectively be a two-level system. This simplification is valid enough to give
us an order-of-magnitude estimate, since this molecule has highly diagonal Franck-Condon
factors [23] and we are probing the A2Π1/2 (v′ = 0, J = 1/2) ← X2Σ+ (v = 0, N = 1)
transition. In this case, decay from the upper to the lower level is the only possible decay,
and as a result A21 = Γ [20]. The simplified expression then becomes:

σabs =
3π2c2

ω0

Γ
1

2π

4

Γ
=

3λ2
0

2π
(4.5)

Where λ0 = 2πc/ω0 was used to express σabs(ω) in terms of the resonance wavelength λ0.
Before we examine the measured absorption signal, we will now briefly consider the

geometry in order to determine how much of the molecular beam will actually be probed.

Figure 4.1: A sketch of the overlap (shaded) between the exit aperture and the probe beam.

Given the assumption that the molecular beam will have roughly the same size as the
exit aperture da, it should have a diameter of 4.5 mm. The resulting total area of the exiting
beam is then π(da

2
)2. The probe beam has a diameter dp of 4 mm and crosses the molecular

beam perpendicularly. Figure 4.1 shows the outline of both in the same plane. The overlap
between both beams essentially consists of two parts: two triangles (denoted 1 in the figure)
and two slices of the aperture’s total area (denoted 2 in the figure). The area covered by the

two triangles (labeled 1) is clearly 2× 1
2
dp ×

√
(da

2
)2 − (dp

2
)2 = 1

2
dp
√
d2
a − d2

p.

The total area of the two slices (labeled 2) can be written as the following integral:

2

∫ +θ1

−θ1

∫ da
2

0

rdrdθ (4.6)

Which is a sum of two integrals in polar coordinates from a radius of zero to the radius da
2

of

the aperture, and from the angle −θ1 to +θ1. The angle θ1 is simply defined by sin θ1 = dp
da

.
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The result is:

2
(da

2

)2

sin−1
(dp
da

)
=
d2
a

2
sin−1

(dp
da

)
(4.7)

Adding the two together, the overlap is:

1

2
dp

√
d2
a − d2

p +
d2
a

2
sin−1

(dp
da

)
(4.8)

Using the aforementioned values of da = 4.5 mm and dp = 4 mm, the overlap makes up
about 96% of the total aperture area. To account for the part of the molecular beam that is
missed, the number of molecules as calculated using equation 4.2 needs to be multiplied by
a factor 1.05.
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Figure 4.2: A typical absorption profile using a Sr metal target. A flow rate of 9 SCCM, a cell
temperature of 17 K, and an ablation energy of 67 mJ per shot were used. The absorption of
about 4% translates into an estimated 5.5×109 molecules per shot. This profile is the result
of averaging the voltage from the photodiode over all 2744 shots during the measurement
time. Only the first 5 ms of the 100 ms pulse are shown, since the molecular signal tends
to be in this range while the rest of the pulse consists of the background signal. The probe
laser had a diameter of 4 mm and a power of 0.3 mW.

Not all molecules which leave the cell will be detected by the probe laser beam though,
since some of them might have high enough transverse velocities such that the Doppler shift
causes them to no longer be resonant to the laser light. The Doppler shift of a molecule with
velocity v and transition frequency ω0 (wavelength λ0) will be given by [20]:

δ = ωd − ω0 = ~k · ~v (4.9)
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This would mean that a molecule traveling with a velocity of v relative to a laser beam would
experience a Doppler shift of:

δf =
kv

2π
=

v

λ0

(4.10)

If we assume our detection laser to have a linewidth of 1 MHz [29], this means that only
molecules with a transverse velocity of λ0 · δf = 0.7 m/s will be detected. Assuming that the
transverse velocity is approximately Gaussian and centered around 0 with a spread of ±30
m/s [19], the fraction of molecules in this ±0.7 m/s velocity range is about 0.02. To account
for the undetected molecules, we multiply by a factor 57. This, combined with the other
factors derived in this section and equation 4.2, leads to an estimate of 5.5× 109 molecules
per shot.

The proposal requires that 4 × 109 molecules can be extracted per shot and are in the
state used for deceleration [19]. While the estimate arrived at in this section was achieved
using SrF instead of the BaF molecules used in the final experiment, it is clear that at least
the number of molecules as required for the eEDM experiment can be produced using this
source. The extraction efficiency can be roughly derived from γcell as described by equation
2.21, which shows that γcell ∝ 1/v̄0,b. The only factor which changes significantly in the
switch from SrF to BaF is the mass of the molecule, and from equation 2.5 it is clear that
v̄0,b ∝

√
1/m. It follows that γcell ∝

√
m. Since BaF is about 47% heavier than SrF, γcell

should be a factor of 1.2 higher after making the switch to BaF. The extraction efficiency of
our source under comparable conditions using either BaF or SrF should therefore be at least
comparable or move favorable when using BaF. The conditions for this particular absorption
signal lead to γcell = 0.93, using SrF. Assuming that the production process inside the cell
can produce a comparable number of molecules inside the cell in both cases, the end result is
that one can expect the number of extracted BaF molecules per shot which are in the right
state to be decelerated to be either comparable to or larger than the estimate stated in this
section.

The absorption signal only gives us an estimate for this number just after the cell exit
though. From the cell exit to the decelerator, the beam will inevitably diverge due to the
finite distance between the two components, as we have discussed in chapter 3 (see the
section on phase-space matching). This distance is planned to be roughly equal to the
distance between the cell exit and the LIF detection, which is 30 cm. By estimating the
number of detected molecules at this distance we can get an idea of how many molecules we
might lose due to this divergence.
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4.1.2 Estimating the number of molecules from the LIF signal

The laser light from the 663 nm ECDL as described in chapter 3 is also used in the LIF
detection of the molecular beam, which takes place 30 cm after the cell exit. This laser
beam crosses the molecular beam perpendicularly and is then reflected back by a mirror. Its
diameter can be tuned using a beam expander, and is typically around 4 mm in size. Once
the laser light exits the fiber and enters the setup, it has a power in the order of 1 mW, which
can be varied as well. The fluorescent light emitted by the molecular beam is collected by
a set of plano-convex lenses and a mirror. The collected light then passes through a narrow
bandpass (bandwidth of 20 nm) filter, which is centered around 661 nm, and is then focused
onto a photomultiplier tube (PMT) using a lens and an iris.
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Figure 4.3: Typical LIF signal 30 cm from the cell exit, using the same experimental con-
ditions as figure 4.2, accumulated over 2744 shots. The background counts are in the order
of 20 counts, with a standard deviation of about 5. Only the first 5 ms of the 100 ms pulse
are shown, since the molecular signal tends to be in this range while the rest of the pulse
consists of the background signal. The probe laser beam had a diameter of 4 mm and a
power of 1.7 mW.

This lens system collects only a fraction of the total emitted fluorescence volume. This
can be expressed in terms of the collected solid angle Ω, compared to the total solid angle,
which would be 4π [29]:

Ω = 2× 2π

(
1− d√

r2 + d2

)
(4.11)
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Where r is the radius of the lens and d its distance to the molecular beam. In our setup this
is 1.1 sr.

In order to convert the number of photon counts into the number of detected molecules,
we need to include several correction factors to take into account the efficiency of the optics
and the detection process. The aforementioned collected solid angle Ω is one of those factors,
as well as the quantum efficiency of the PMT (εq) at the detection wavelength of 663 nm
(specified by the manufacturer to be 0.33), the efficiency of the optics (εo, estimated to be
0.8), and the correction due to the Doppler shift (δd = 57) as found in the previous section.

We will also need to account for the number of photons scattered per molecule (nscat).
The detection laser drives the A2Π1/2 (v′ = 0, J = 1/2) ← X2Σ+ (v = 0) transition, and
once a molecule is excited it can effectively decay back into two kinds of states. First, it
can decay to a state which is coupled to the excited state by the detection laser, after which
another photon can excite the molecule and the cycle repeats. Alternatively, the molecule
decays into a dark state, where the detection laser can no longer excite the molecule and this
scattering process stops. From these two possible decay paths it follows that the average
number of scattered photons per molecule is given by the geometric series [46]:

nscat =
1

1− p
(4.12)

Where p is the probability that the excited molecule decays back to a state which is coupled to
the A2Π1/2 (v′ = 0, J = 1/2) state by the detection laser. Using SrF, and the aforementioned
transition combined with the laser system as described in chapter 2, p = 0.9 [29, 43] and
nscat = 10.

A typical LIF signal is shown in figure 4.3, where the same experimental conditions apply
as to the absorption signal in figure 4.2. After subtracting the background counts the total
number of counts due to SrF molecules can then be calculated. This has to be corrected
(multiplied by a factor 1000) for the fact that a neutral density filter has been placed between
the probe beam and the detection setup. The number of counts would at times be so high
that the PMT would shut off, so a neutral density filter was introduced to reduce the power of
the probe laser beam by a factor 1000. The resulting number of molecules is an accumulation
over 2744 shots though, so in order to obtain the number of photons detected per shot one
must divide by a factor 2744, leading to the number of counts per shot N counts/shot.

All these considerations combine such that the total number of detected molecules per
shot is:

N =
4πδd

Ωεqεonscat

N counts/shot (4.13)

Using the aforementioned experimental conditions and correction factors, we have detected
2.3×108 molecules per shot at a distance of 30 cm from the cell exit using a probe laser with
a diameter of 4 mm. This means a loss of a factor of about 24 occurs in the 30 cm between
the absorption and LIF measurements.
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4.1.3 Conclusions

We have seen that the source as described in chapter 3 can in fact deliver the amount of
molecules per shot as demanded by the NL-eEDM proposal (4 × 109 molecules per shot in
the state used for deceleration [19]). Even though the results presented in this section were
achieved with SrF, an argument was put forth to argue that this number will either remain
comparable or improve when the switch from SrF to BaF is eventually made. Between the
absorption and LIF detection there is a loss of a factor of about 24. It makes sense that
the number of detected molecules found using LIF is smaller than the number of detected
molecules found using absorption, since the former takes place 30 cm after the cell exit while
the latter takes place 5 mm after the cell exit. In the meantime, the molecular beam has
spread out and the molecules detected by the absorption probe beam do not necessarily
make it into the LIF detection region. Moreover, since the LIF probe had a diameter of
4 mm (equal to the diameter of the rings of the decelerator) and takes place at a distance
from the cell which is comparable to the planned location of the decelerator, this gives us an
estimate of the losses due to this distance if no phase-space matching measures (as discussed
at the end of chapter 2) are taken.

41



4.2 The molecular signal as a function of the main ex-

perimental parameters

We will now show how the main parameters of our source influence the molecular beam. To
be exact, we will see how the time-of-flight (TOF) profiles as measured by LIF detection
change as the cell temperature, neon flow rate, and ablation energy change. The general
trend as these parameters are scanned will be described, mostly in terms of the amount of
signal (number of counts), and the arrival time (and width) of the central peak. In this
section, we will interpret the TOF profile to be roughly related to the forward velocity
distribution of the beam through v = L/t. Here L denotes the distance between the source
of the molecules to the detection zone, which in our case is 312 mm. Later arrival times thus
correspond to slower molecules, while their width corresponds to the velocity spread (and
by extension their transverse temperature). As an approximation in order to get an idea of
the general behavior of the beam, this interpretation is satisfactory. These parameter scans
will reveal a previously unreported effect, namely a double peak structure which appears in
these TOF profiles under certain conditions, but we will discuss these conditions and the
hypothesized origin of this effect in a separate section. In this section, the SrF2 salt target
was used to produce SrF molecules. The main difference between targets is the ablation
energy needed to produce a similar amount of molecules. More specifically, the SrF2 salt
target requires higher ablation energies compared to the Sr metal target.

4.2.1 Neon flow rate

Figure 4.4 shows the LIF signal (counts) over time (ms) during a scan of the neon flow rate
from 1 to 40 SCCM , using a cell temperature of 28 K and an ablation energy of 191 mJ
per shot. From equation 2.8 it follows that the Reynolds number ranges from 8 to 336, and
from equation 2.21 it follows that that γcell ranges from 0.08 to 3. These Reynolds numbers
lead to an expected mean forward velocity ranging from 125 to 240 in this flow rate range.
If the approximation v = L/t were valid, this translates into an expected arrival time of 2.5
ms to 1.3 ms as the flow rate is increased from 1 SCCM to 40 SCCM.

From the calculated γcell values, an increase in signal is expected as the flow rate is
increased, since γcell scales linearly with the flow rate and serves as an indication of the
extraction efficiency. A higher flow rate means that more molecules reach the cell exit before
diffusing to the cell walls. This increase in signal is indeed observed in figure 4.4. After
a flow rate of about 30 SCCM the signal seems to saturate though, which likely means
that the extraction efficiency reaches its maximum at this point. As the flowrate increases,
the signal is focused and becomes narrower, meaning the transverse temperature decreases.
From the discussion on thermalization length and mean free path this was expected, since
both decrease (linearly) as the flow rate increases, meaning there will be more collisions with
the buffer gas inside the cell before extraction which reduce the temperature of the molecular
beam. The expected decrease in arrival time of the signal is visible in the same figure. The
Reynolds number as derived in chapter 2 scales linearly with the flow rate as well, and similar
to the saturation in velocity (for high Reynolds numbers) illustrated in figure 2.4, the arrival
time of the signal in figure 4.4 seems to reach a constant value at the highest flow rates. The

42



Figure 4.4: A scan of the neon flow rate from 1 SCCM to 40 SCCM, using a cell temperature
of 28 K and an ablation energy of 191 mJ per shot. The horizontal axis represents arrival
time (ms) while the vertical axis shows the flow rate (SCCM). The color shows the amount
of signal (photon counts) for a given timestamp and flow rate. Higher flow rates clearly
result in more signal, but also a more narrow central peak at earlier times, meaning a faster
beam with a lower translational temperature.

expected arrival times as derived from the Reynolds numbers are almost reproduced by the
scan, which starts with a peak arrival time of about 2 ms and decreases towards a value of
about 1.4 ms. The discrepancy is the result of the fact that the expression for Re as derived
in chapter 2 is only an approximation and the relation between the forward velocity and
Reynolds number is likewise only meant as an indication of the general behavior and not
exact. In addition, the assumption that v = L/t (while a useful approximation) may not be
valid, but this is a separate topic we will discuss towards the end of this chapter.

Figure 4.5 shows an additional scan of the flow rate, again from 1 SCCM to 40 SCCM and
using an ablation energy of 191 mJ per shot, but in this case the cell was at a temperature of
22 K. These conditions lead to a Reynolds number ranging from 9 to 380, and γcell ranging
from 0.1 to 3.6. These Reynolds numbers lead to an expected mean forward velocity ranging
from 124 m/s to 213 m/s in this flow rate range. If the approximation v = L/t were valid,
this translates into an expected arrival time of 2.5 ms to 1.5 ms as the flow rate is increased
from 1 SCCM to 40 SCCM. As is clear from figure 4.5, the signal does not follow this
trend. After flow rates of about 5 SCCM, the central peak seems to split in two, and both
components seem to saturate about some arrival time (1 ms for the fast peak, 2.1 ms for the
slow peak) while their width stays relatively constant, while the fast peak seems to be rather
narrow (corresponding to a lower temperature) compared to the relatively broad (higher
temperature) slow peak. The fast peak seems to contain most of the signal. This double
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peak structure has not been reported before in the context of a cryogenic source, making its
appearance unexpected.

Next, we will discuss scans of the cell temperature, and under certain conditions a similar
structure emerges. We will only briefly discuss its features though, before examining this
phenomenon in more detail in a separate section.

Figure 4.5: A scan of the neon flow rate from 1 SCCM to 40 SCCM, using a cell temperature
of 22 K and an ablation energy of 191 mJ per shot. The horizontal axis represents arrival
time (ms) while the vertical axis shows the flow rate (SCCM). The color shows the amount
of signal (photon counts) for a given timestamp and flow rate. The signal seems to split in
two after a neon flow rate of about 5 SCCM, after which a fast and slow peak develop.
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4.2.2 Cell temperature

Figure 4.6 shows the LIF signal (counts) over time (ms) during a scan of the cell temperature
from 14 to 25 K, using a neon flow rate of 10 SCCM and an ablation energy of 191 mJ per
pulse. From equation 2.8 it follows that the Reynolds number ranges from 89 (for a cell
temperature of 25 K) to 119 (for a cell temperature of 14 K), and from equation 2.21 it
follows that that γcell ranges from 0.85 (for a cell temperature of 25 K) to 1.14 (for a cell
temperature of 14 K). The γcell values indicate that the extraction from the cell should be
fairly efficient, with minimal losses due to the SrF molecules diffusing to the cell walls. These
Reynolds numbers lead to an expected mean forward velocity ranging from 169 to 226 m/s
in this temperature range. If the approximation v = L/t were valid, this translates into an
expected arrival time of 1.8 ms to 1.4 ms as the cell temperature is decreased from 25 K to
14 K.

Figure 4.6: A scan of the cell temperature from 14 to 25 K, using a neon flow rate of 10
SCCM and an ablation energy of 191 mJ per shot. The horizontal axis represents arrival
time (ms) while the vertical axis shows the flow rate (SCCM). The color shows the amount of
signal (photon counts) for a given timestamp and cell temperature. A double peak structure
appears at low cell temperatures.

As the cell temperature, and by extension the buffer gas temperature, is lowered, the
SrF molecules will need more collisions to thermalize, which might not be possible given
the fixed, finite distance from the target to the cell exit. At lower temperatures, the buffer
gas and SrF molecules will also simply freeze to the cell walls, and could even obstruct the
buffer gas inlet or cell exit, resulting in less signal until one or both are blocked off by frozen
material.
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As figure 4.6 shows, the double peak structure emerges when scanning the cell tempera-
ture as well. Below about 22 K the signal splits into a narrow fast peak and a more broad
slow peak. Below about 16 K, there is no signal, likely because either the cell exit or buffer
gas inlet are obstructed by frozen material. By heating up the cell, the molecular signal
recovered, which supports this hypothesis. Additional scans of the cell temperature using
different flow rates show the same double peak structure as the cell temperature is lowered.
For higher flow rates, this split occurred at higher cell temperatures. While the fast peak is
similar in its development as the cell temperature is decreased, the slow peak generally gets
slower for higher flow rates, approaching arrival times as late as 3 ms using a flow rate of 20
SCCM and a cell temperature of 17 K. When using higher flow rates, the signal decreases
more quickly as the cell temperature is lowered though, so there is only a very small fraction
of molecules at these exceptionally late arrival times. This behavior using different buffer
gas flow rates is can be seen in more detail in the appendix. Because of their similarities
they are not show here explicitly, but only described qualitatively.

We have now seen this double peak structure appear in scans of both the flow rate and the
cell temperature. In the flow rate scans, the splitting did not occur when using a relatively
high cell temperature, but by lowering this temperature this structure appeared at higher
flow rates. In the scans of the cell temperature, we have seen that the buffer gas flow rate
does not prevent the appearance of the double peaks at lower cell temperatures. This seems
to suggest that the cell temperature is the main cause, while the flow rate at times might
be able to compensate for whatever mechanism drives this splitting. One constant among
these scans has been the ablation energy though, so before we dive deeper into these double
peaks we will look at a scan of this ablation energy.
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4.2.3 Ablation laser energy

In figures 4.7 and 4.8 the signal (counts) as a function of both time and ablation fluence
(energy per area) can be seen. During these scans, a neon flow rate of 9 SCCM and a cell
temperature of 20 K were used. Using these conditions, it follows from equations 2.8, 2.21,
and figure 2.4 that the Reynolds number during this scan is 89, and the expected mean
forward velocity is 191 m/s (corresponding to an arrival time of 1.6 ms), with a γcell of
0.86. The ablation energy has been converted into fluence (J/cm2), using a beam diameter
of 1 mm. We will use the terms fluence and energy rather interchangeably, since both the
diameter of the beam (1 mm) and the pulse duration (10 ns) remain the same throughout
our discussion.

At high ablation fluences, the number of counts is almost 2 orders of magnitude larger
than the lowest measured fluences. Figure 4.8 shows the same scan, but uses a different
scaling so these lower fluences are more prominent, but the signals at the lowest fluences
are still barely visible. This drastic increase in signal will be addressed in a separate section
though.

Figure 4.7: A scan of the ablation laser energy, which has been converted into fluence (energy
per area, in J/cm2). A neon flow rate of 9 SCCM and a cell temperature of 20 K were used
during the scan. All 8 ablation fluences were measured for 5 minutes. The expected mean
forward velocity corresponds to an arrival time of 1.6 ms.

The general trend, as the ablation energy is increased, is that the signal becomes broader
and arrives earlier while the total amount of signal also increases. Intuitively, this behavior
is as expected. A higher ablation energy likely means that more target material is ablated,
resulting in more molecules. A higher ablation energy also results in a higher initial temper-
ature for the species of interest (SrF), which manifests itself in a faster molecular beam due
to the higher kinetic energy of the molecules. The higher initial temperature in turn results
in a higher translational temperature in the molecular beam, since more collisions are needed
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for proper thermalization, but since the flow rate, cell geometry, and cell temperature all
remain the same, this might not happen. The higher translational temperature results in a
broader velocity distribution, and by extension a broader TOF profile.

Figure 4.8: A scan of the ablation laser energy, but the scaling of the counts differs from
figure 4.7 to show the signal at low laser powers more clearly. Energy has been converted
into fluence (energy per area, in J/cm2). A neon flow rate of 9 SCCM and a cell temperature
of 20 K were used during the scan. All 8 ablation fluences were measured for 5 minutes.

Less clear from figures 4.7 and 4.8 is the fact that after a certain ablation energy, the
double peak structure as mentioned in the flow rate and cell temperature scans appears.
This double peak structure causes the width of the signal to increase drastically for high
ablation energies.

To conclude this qualitative discussion, a higher ablation energy generally results in more
SrF molecules, but this comes at a cost. The beam will have larger forward velocities and
a larger spread, while also introducing the double peak structure mentioned in the previous
sections. In the following section we will investigate this double peak structure more closely,
and attempt to describe the underlying mechanism to some degree.
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4.3 Double peak structure

As we have seen in the previous section, the TOF profile appears to split in two under certain
conditions, resulting in a double peak structure. We will now examine this phenomenon in
more detail.
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Figure 4.9: The TOF profiles for the same ablation energies and experimental conditions as
figures 4.7 and 4.8. The lowest ablation energies result in rather small signals compared to
medium and high ablation energies. The double peak structure becomes prominent after a
fluence of about 24 J/cm2.

A similar effect has been observed in the past [47], though this has not yet been reported
for cryogenic sources. The experiment used pulsed nanosecond ablation of a Ba metal target,
which is comparable to our source (10 ns laser pulses), and looked at the TOF profiles
obtained using LIF detection. They argued that, after a certain threshold laser fluence,
the dominant ablation process is that of phase explosion (also known as explosive boiling).
Due to superheating in the irradiated area, its temperature nears the critical temperature,
and the surface then breaks down into vapor and equilibrium (liquid) droplets on a short
timescale [48]. The underlying mechanism which leads to this phenomenon is not yet fully
understood, since it has been argued that subsurface heating might be a cause [49], while
the very existence of subsurface heating in this context is still being debated [48]. The
result of phase explosion is that the ablation products will be a mix of vapor and liquid
droplets. This in turn leads to a fast, Maxwell-Boltzmann-like component and a slower
component corresponding to the phase-exploded vapor. The crossing of this threshold fluence
is characterized by a sudden increase of mass removal due to ablation [49], which manifests
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in the form of an increased LIF signal. It should be noted that below this threshold, the
droplets are also present, but in very small amounts. This phase explosion phenomenon
seems to occur primarily in the case of nanosecond laser pulses [48, 49], and is considered
the most efficient (in terms of yield) mechanism for ablation on this timescale or shorter.

When it comes to our cryogenic source, understanding the nature of this double peak
structure can be very helpful. As we have seen in the previous section, where we looked
at scans of various parameters, the double peak effect broadens the signal, leaving fewer
molecules in the central peak. When the threshold fluence is reached, the broadened peaks
separate somewhat and one can distinguish two peaks. In order to see whether or not this
effect becomes a problem, we will have to look at it in a bit more detail.

4.3.1 Fluence and double peaks

Figures 4.9 and 4.10 show how the TOF profiles develop when the ablation energy is in-
creased, and how the double peak structure changes. Most notably, after a fluence of about
24 J/cm2 the broadening of the central peak becomes large enough to recognize two distinct
peaks which seem to overlap. At first, the slow peak is higher in amplitude, but as the
ablation energy increases, the fast peak not only becomes more prominent but also faster.
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Figure 4.10: The TOF profiles for the same ablation energies and experimental conditions as
figures 4.7 and 4.8, but with an adjusted scale to show the behavior at low ablation energies
more clearly. The lowest ablation energies result in rather small signals compared to medium
and high ablation energies. The double peak structure becomes prominent after a fluence of
about 24 J/cm2.
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We can examine the behavior of the two peaks and their potential origin in phase explo-
sion in two ways. First, from the TOF profiles of the various ablation powers, we can extract
an estimate of this threshold fluence. By looking at the total (integrated) signal versus flu-
ence, the threshold is the point at which a sharp increase in signal occurs. This threshold
fluence is specific to the material of the target (SrF2 salt in this case), and might also differ
depending on the exact target production method. Our targets are scintered and pressed for
some time (half an hour to about 2 hours), and depending on these factors one target may
be more stable (meaning less shot to shot variation in SrF yield) than the other, or might
require higher ablation energies to produce a significant amount of SrF. Figure 4.11 shows
the total (integrated) signal, normalized to the number of shots, for the different fluences
used to produce figures 4.7, 4.8, 4.9, and 4.10. From this figure, it is clear that a significant
increase in signal occurs between a fluence of 20 and 24 J/cm2. Thus we conclude that the
SrF2 target used in this series of measurements has a threshold fluence of 22 ± 2 J/cm2.
To reiterate, for different targets, this threshold fluence might be different. Since we have
not performed this measurement for multiple targets we cannot conclude if this difference is
significant or within a few percent yet, but future efforts might investigate this further if the
process of phase explosion and the appearance of the double peaks proves to be relevant to
the NL-eEDM project.
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Figure 4.11: The total (integrated) signal per fluence, from the same experimental conditions
as figures 4.7, 4.8, 4.9, and 4.10. From a fluence of 20 J/cm2 to 24 J/cm2, a significant increase
in signal occurs. This corresponds to the threshold fluence, above which the process of phase
explosion is the dominant ablation process.
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We can examine the behavior of the emerging two peak structure in some more detail
by fitting the LIF signal to a Maxwell-Boltzmann distribution, similar to the approach in
reference [47]. In the case of this double peak structure, we simply fit the signal to two
Maxwell-Boltzmann distributions, corresponding to the two peaks, both with their own
characteristic velocity and temperature. In terms of arrival times, a Maxwell-Boltzmann
distribution takes the following form:

f(t) = A
(L
t

)2

exp

(
− (L/t− v0)2

2kbT

)
(4.14)

Where f(t) is the signal (counts), v0 the mean velocity, T the (translational) temperature,
and A the amplitude. A is simply a normalization factor, the shape of the distribution is
governed entirely by v0 and T .
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Figure 4.12: Velocities of both components when fitting the LIF signal to two Maxwell-
Boltzmann distributions for the different ablation energies (converted into fluence). At low
ablation fluences these values approach one another and ultimately become indistinguishable.

Figures 4.12 and 4.13 show the fitted parameters for the different ablation energies (in
terms of fluence), obtained by fitting the LIF signal to two Maxwell-Boltzmann distribu-
tions. The (Matlab) scripts used to compute these fits are listed in the appendix. They use
nonlinear regression (nlinfit) and give an uncertainty for the fitted parameters based on the
Jacobian or estimated variance-covariance matrix. Matlab documentation explains the use
of the nlinfit command and these estimates in more detail. At high ablation energies, the
signal can be described using two Maxwell-Boltzmann distributions, but after a fluence of
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20 J/cm2 the characteristic velocity and temperature of the two peaks start to overlap and
it no longer makes sense to describe the signal in terms of two overlapping peaks. As stated
before, at fluences below the threshold the process of phase explosion can still occur, but
its effect is small, and as can be seen from both the LIF signals and the fit parameters this
simply broadens the central peak without splitting it.
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Figure 4.13: Temperatures of both components when fitting the LIF signal to two Maxwell-
Boltzmann distributions for the different ablation energies (converted into fluence). At low
ablation fluences these values approach one another and ultimately become indistinguishable.

While the fitted parameters describe a general trend as the ablation power is increased,
the measured signal does not necessarily look like a Maxwell-Boltzmann distribution, espe-
cially at higher ablation powers. This is partly due to the fact that the beam has likely not
properly thermalized to the buffer gas, as indicated by the temperatures extracted from the
fit. We will look at the topic of thermalization in some more detail now, since this relates
back to the scans of the other parameters of our source, namely of the neon flow rate and
cell temperature. However, there is another reason why the measured LIF signal does not
necessarily look like a Maxwell-Boltzmann distribution, but this is a topic we will discuss in
a separate section (4.4).
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4.3.2 Thermalization and double peaks

Phase explosion alone is not enough to fully understand the appearance of these double
peak structures. As can be seen from the scans (figures 4.4, 4.5, and 4.6), these peaks
not only show up for high ablation energies, but also when high neon flow rates and low cell
temperatures are used, and they change as those parameters are increased or decreased while
the ablation laser energy remains constant. This suggests that these parameters enhance the
small effect of phase explosion that occur even below the threshold fluence, or otherwise
result in the broadening and eventual splitting of the main peak. The most straightforward
interpretation is that the neon flow rate and cell temperature are important factors in the
process of thermalization, as expressed in equation 2.15. If this thermalization length is
longer than the distance from the ablation spot to the cell exit, the SrF beam will have left
the cell before enough collisions have taken place to thermalize to the neon gas. We can
examine how the thermalization length changes when the various parameters are scanned
and see this relates to the appearance of the double peak structure.
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Figure 4.14: The thermalization length (in cm) versus the initial temperature of the molecules
as given by equation 2.15, using a flow rate of 9 SCCM and cell temperature of 20 K. The
dotted line is the distance available for thermalization (the distance from the target to the
cell exit). After an initial temperature of 2.8 × 105 K, this distance is no longer sufficient
and the molecular beam will not have thermalized to the buffer gas .

First, we will look at the ablation energy scan. For figures 4.7 and 4.8, the flow rate was 9
SCCM and the cell was kept at a temperature of 20 K. The one parameter that is not fixed, is
the initial temperature T (0). This should be related to the ablation energy (fluence) used in

54



this parameter scan. We can plot the thermalization length versus the initial temperature for
these conditions and see when proper thermalization cannot take place before the molecular
beam exits the cell. This is shown in figure 4.14, and the critical temperature is 2.8 × 105

K. This means that, above the threshold fluence, the initial temperature of the molecules
likely exceeds 2.8 × 105 K, since figure 4.13 shows that the temperature exceeds 20 K (Tb)
for fluences above this threshold. From the LIF signal (see appendix) it is also clear that,
above this threshold, the signal splits in two, and at lower ablation energies the signal still
consists of one peak.

We can now use the extracted temperatures (from the fitting as described in section
4.3.1) to find the initial temperature T (0) of the species for the applied laser fluences. Recall
equation 2.12, which describes the temperature after N collisions:

T (N)

Tb
= 1 +

(
T (0)

Tb
− 1

)
e−Nκ

−1

(4.15)

Which can be solved for N :

N = κ ln

(
T (0)− Tb
T (N)− Tb

)
(4.16)

We can combine this with equation 2.15:

L = λs ×N thermal = κ ln

(
T (0)− Tb
T (N)− Tb

)
Aaperturev̄0,b

4f0,bσb−s
√

1 +ms/mb

(4.17)

This new expression now describes the length L needed for the species to cool down from
a temperature T (0) to T (N). Using the (highest) temperatures found from the fits as an
upper limit on T (N) and the available distance from the target to the cell exit (12 mm) as
L, one can now find an estimate (upper limit) for T (0). For the laser fluence used in figures
4.4, 4.5, and 4.6, one finds T (0) ≈ 6.9× 107 K.

Figures 4.15, 4.16, and 4.17 show the thermalization length required to thermalize to the
buffer gas and how this length depends on the scanned parameters. In the cell temperature
and neon flowrate scans the ablation laser energy used was equal, and we have used the
aforementioned T (0) as initial temperature in order to obtain these figures. The relation is
equivalent to setting T (N) − Tb = αTb in equation 4.17, where α is 0.01. This means that
the length as found from this relation is the length required for the molecular beam to reach
the same temperature as the buffer gas within 1%.

From figure 4.15, it is clear that for flow rates exceeding 13 SCCM, the available length
of 1.2 cm should be adequate for proper thermalization. In other words, the width of the
measured LIF signal should have reached a minimum and should no longer decrease as the
flow rate increases. Figure 4.5 shows this to roughly be the case, at least for the fast peak
which emerges after a flow rate of about 6 SCCM. The slow peak is not as strong (much lower
photon counts), and as a result it is harder to see any changes in the width of this peak as
the flow rate increases. The general trend of higher flow rates leading to lower temperatures
(and narrower peaks) should be evident from figures 4.4 and 4.5. The difference between the
two flow rate scans is that the minimum peak width is reached at higher flow rates when
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Figure 4.15: The length required to thermalize the molecular beam to within 1% of the buffer
gas temperature Tb, for flow rates ranging from 1 to 40 SCCM. The buffer gas temperature
was set to the cell temperature used to acquire figure 4.5, namely 22 K. An estimated starting
temperature of 6.9×107 K was used. After flow rates of about 13 SCCM the available length
of 1.2 cm (dotted line) is adequate.

a higher cell temperature is used. This can be understood by examining equation 4.17 in
some more detail.

The relation between the required thermalization length and the neon flow rate can be
seen directly from this equation, namely Lthermal =∝ 1/f0,b. This can also be seen directly
from figure 4.15. Higher flow rates decrease the path length necessary for the SrF molecules
to thermalize to the buffer gas. The point where the thermalization length is equal to the
available distance of 1.2 cm however does not exactly coincide with the flow rates as seen
in figure 4.4 and 4.5. In figure 4.5 this should be around 13 SCCM, while for figure 4.4 this
should be around 15 SCCM.

Figure 4.4 shows clearly that the width of the peak, when the double peak structure is
absent, still decreases until a flow rate of 40 SCCM. While equation 4.17 is not exact, it
should be accurate to within an order of unity [27], so clearly one or more of the parameters
used do not reflect reality within this accuracy. The flow rates, masses, and fundamental
constants involved can all be assumed to be accurate to this level. The masses and constants
are known to great accuracy and their values were used up to at least 4 significant digits in
the calculations leading to figures 4.15 and 4.17. The flow rates are set and controlled using
a flow controller (EL-FLOW prestige from Bronkhorst, with a specified accuracy of 0.5%),
which can safely be assumed to be accurate in the flow regimes employed in this experiment.
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Figure 4.16: Similar to figure 4.16, the length required to thermalize the molecular beam
to within 1% of the buffer gas temperature Tb is shown, for flow rates ranging from 1 to 40
SCCM. The buffer gas temperature was set to the cell temperature used to acquire figure
4.5, namely 28 K. An estimated starting temperature of 6.9 × 107 K was used. After flow
rates of about 15 SCCM the available length of 1.2 cm (dotted line) is adequate.

A possible point of contention is σb−s, but since there is no data on its exact value this would
have to be determined in a separate experiment. As mentioned in chapter 2 though, others
have found this cross section to be rather similar using different buffer gas atoms and species
molecules. What is less well-known, is the exact value of T (0) and Tb (and by extension
v̄0,b). We have derived an estimate using the final temperature of one of the double peaks as
measured using the same ablation energy, which might not reflect the actual temperature.
This initial temperature is the main factor in determining how many collision are needed,
and as a result in finding the thermalization length. Throughout this discussion, we have
also assumed that the buffer gas temperature was equal to the cell temperature, since the
inlet is in direct thermal contact with the cell and a heating element is used to prevent the
neon from freezing inside the supply line. It is possible though, that due to the high ablation
energy and repetition rate of 10 Hz the buffer gas is heated and its temperature is in fact
higher than the cell temperature. Both a higher initial temperature and a higher buffer gas
temperature would lead to a higher flow rate at which the thermalization length reaches 1.2
cm.

The dependence of the thermalization length on the buffer gas temperature (cell tem-
perature) is less evident. The temperature Tb is implicit in both the number of collisions
needed N thermal and the mean thermal velocity v̄0,b, which in turn influences the number
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Figure 4.17: The length required to thermalize the molecular beam to within 1% of the
buffer gas temperature Tb, for cell temperatures ranging from 14 to 25 SCCM. The neon
flow rate was set to 10 SCCM, the same conditions used to acquire figure 4.6. An estimated
starting temperature of 6.9× 107 K was used. The available length of 1.2 cm is not reached
in this temperature range.

density and mean free path inside the cell, as discussed in chapter 2. While v̄0,b ∝
√
Tb,

N thermal depends on the difference between the initial temperature and the final temperature
of the SrF molecules, more specifically their (natural) logarithm. Since T (0) is rather high
compared to Tb, a change of a few degrees K in Tb will have only a small effect on N thermal,
and as a result the dominant factor in the expression for the thermalization length is v̄0,b,
such that Lthermal ∝

√
Tb. As seen in figure 4.17, a higher cell temperature leads to a longer

thermalization length. The scan of the cell temperature as seen in figure 4.6 also shows that
both peaks keep getting narrower (thermalization improves) as the cell temperature drops,
before no signal is seen after 15 K.

In the scans of the cell temperature, the double peak structure emerged as the cell tem-
perature was lowered, and from the above discussion on the relation between this parameter
and thermalization it is clear that this results in a shorter thermalization length. In other
words, the temperature of the molecular beam is lowered as well, and the peaks in the LIF
signal get more narrow. This can in fact be seen in figure 4.6, which starts out with a
very wide distribution of arrival times at 25 K, and at lower temperatures the double peak
structure appears. This suggests that, at the higher temperatures where only a single, al-
beit very broad peak can be seen, this single peak actually consists of two peaks. The high
temperature broadens these peaks so much that they appear as one, but as thermalization
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improves, the two components become more defined. The flow rate scans follow the same
reasoning, the difference being that higher flow rates result in better thermalization, and as
a result a more well-defined double peak structure. The flow rate scan at a cell temperature
of 28 K is at such a high cell temperature though, that even at the highest flow rates this
double peak structure does not appear.

4.3.3 Conclusions

To conclude this section on the double peak structure, we have hypothesized phase explosion
to be the cause of this phenomenon. Consistent with this hypothesis is a significant increase
in molecular signal after a threshold fluence (ablation energy per area, in J/cm2) is crossed,
which we have observed to take place at a fluence of about 22± 2 J/cm2 when using a SrF2

(salt) target to produce SrF molecules. Above this fluence, phase explosion seems to be the
dominant ablation process and the molecular signal visibly splits into two peaks. We have
extracted the associated velocity and temperatures of these peaks by assuming that their
TOF profiles take on the form of bimodal Maxwell-Boltzmann distributions. This analysis
has shown that, for lower fluences (below the threshold), these two peaks become indistin-
guishable from one another. Following a discussion about the process of thermalization, we
have seen that conditions which lead to lower temperatures in the molecular beam (higher
flow rate, lower cell temperature) reveal the double peak structure when it was otherwise
obscured due to both peaks overlapping and forming a single peak.

While the exact behavior of the fast and slow peaks as the various parameters (flow rate,
cell temperature, and ablation laser fluence)are scanned has not been quantified, it should
be clear that this effect only becomes noticeable when the target is ablated using a fluence
which exceeds the threshold value. Since this value depends on the target itself and how it
was made, future studies will have to investigate this threshold value on a target-by-target
basis. As we have seen in section 4.1 though, a relatively low laser fluence (8.5 J/cm2)
combined with a Sr metal target can yield the required number of SrF molecules, so a more
detailed understanding of the double peak phenomenon might not be necessary.

One particular set of parameters (SrF2 target, fluence of 24 J/cm2, neon flow rate of 9
SCCM, and a cell temperature of 20 K) suggest that a significant fraction of the molecules
is part of the slow peak, which could be exploited when the source is combined with the
decelerator. Since a lower initial velocity would require a weaker deceleration strength (which
would in turn mean less losses inside the decelerator), this could lead to a higher number
of successfully decelerated SrF molecules. It might be worthwhile to explore this set of
parameters once the source and the decelerator have been combined.
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4.4 Interpretation of TOF profiles as velocity distribu-

tions

Until now, we have interpreted the LIF and absorption signals separately. The absorption
signal has been used to evaluate the number of molecules, while the LIF signal has been used
to characterize the beam as the various parameters were scanned. Since the absorption probe
beam is so close to the cell exit (5 mm), the measured absorption signal can be interpreted as
a spatial distribution of the beam, since there has not been enough distance for the velocity
components to spread the beam out yet. After 30 cm though, where the LIF detection takes
place, the different velocities present in the beam have shaped the beam primarily, and as a
result the TOF profiles found here can be interpreted as velocity distributions.
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Figure 4.18: A fit of the LIF signal to a Maxwell-Boltzmann distribution. The fitting
procedure found v0 = 200 ± 2 m/s and T = 91 ± 2 K. Experimental conditions from figure
4.3 apply here as well.

The exact translation of these TOF profiles into a concrete velocity distribution (ideally
a Maxwell-Boltzmann distribution) is unfortunately not as straightforward as converting the
arrival times into velocities using the relation v = L/t, where L is the distance traveled by
the molecules from the point of production to the LIF detection beam. This relation is
reasonably accurate if the arrival times are far greater than the duration of the pulse [50].
In this source though, the arrival times fall roughly in the range between 0.5 and 3 ms, and
the pulsewidth is about 0.5 ms. Reference [50] claims a shorter pulsewidth of 275 µs, which
they ascribe to the small cell volume and low extraction time. Since our LIF detection is
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relatively close (30 cm) to the exit compared to the aforementioned setup (130 cm), the
resulting arrival times are much shorter, becoming comparable to the pulse width.

The linear relation of v = L/t need not apply, since the molecules first have to exit the
cell, and in this time their path towards the exit is not necessarily the shortest and due to
collisions inside the cell their velocity changes drastically. The finite pulse width itself also
complicates this. The molecules at the front of the pulse would reach the detection stage
earlier than those in the back, if they all had the same forward velocity. However, this need
not be the case. In fact, if proper thermalization has occurred inside the cell, the velocity
distribution of the molecular beam can be described as a Maxwell-Boltzmann distribution.
The resulting TOF profiles will thus differ from a pure Maxwell-Boltzmann distribution due
to this finite pulse width and the extraction process. To illustrate this point, figure 4.18
shows a direct fit of a LIF signal to a Maxwell-Boltzmann distribution. The associated
parameters of interest are v0 = 198 ± 2 m/s and T = 90 ± 2 K. From this figure it is clear
that a pure Maxwell-Boltzmann distribution does not accurately describe the measured LIF
signal.

In the following discussion we will use the LIF and absorption signals from figures 4.2
and 4.3 (and as a result, a Sr metal target) to build up a general framework to examine this
issue of interpreting both signals. It stands to reason that one can apply the same analysis
in comparable contexts, as long as one has both an absorption signal (measured close to the
exit) and a LIF signal (measured farther away from the exit).

4.4.1 An analytic approach

In supersonic beams, the pulses are created by opening and closing a valve. The measured
TOF profile in this case has been described as a convolution of a Maxwell-Boltzmann dis-
tribution and the pulse shape [51]. The valve has a certain, finite opening time τ , and the
pulse shape can be approximated as:

q(t) =

{
A 0 ≤ t ≤ τ

0 otherwise.
(4.18)

For some arbitrary amplitude A. The Maxwell-Boltzmann distribution in the time domain
takes the form of:

p(t) ∝
(L
t

)2

exp

(
− (L/t− v0)2

2kbT

)
(4.19)

Where v0 is the mean forward velocity of the beam and T its translational temperature. The
convolution of both the pulse shape and this Maxwell-Boltzmann distribution is given by:

P (t) ∝
∫ ∞
−∞

q(t′)p(t− t′)dt′ (4.20)

Which has been solved analytically [51] and takes the form of:

P (t) ∝ erf(Z1)− erf(Z2) (4.21)
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Where erf is the error function, and its parameters Z1 and Z2 are given by:

Z1 =
L

αs(t− τ)
− v0

αs
(4.22)

Z1 =
L

αst
− v0

αs
(4.23)

Where in turn αs =
√

2kbT/m.
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Figure 4.19: The effect of τ on a TOF profile, assuming the true velocity distribution to be
a Maxwell-Boltzmann distribution, given by equations 4.18, 4.19, and 4.21. In this example,
L = 0.75 m, v0 = 558 m/s, and α = 30 m/s. For increasing values of τ , the TOF profile
is deformed from the Maxwell-Boltzmann distribution (pure MB) and resembles the pulse
shape as described by equation 4.18 more and more. Adapted from [51].

The general behavior of this expression is that for low values of τ , the ideal Maxwell-
Boltzmann distribution is only slightly altered, while for increasing values of of τ , the TOF
profile will be shaped more and more like the pulse shape function. Generally, the width of
the resulting TOF profile will be similar to the characteristic valve operation time τ . The
effect of τ is illustrated in figures 4.19 and 4.20, where figure 4.19 shows the general trend of
an increasing τ while figure 4.20 shows the effect using parameter values more comparable
to our setup, which is similar but not as extreme as in figure 4.19.

Our cryogenic source however does not use such a valve, and the resulting pulse depends
more on the ablation and extraction process, which are much harder to control and describe
in detail. As a result, equation 4.18 does not accurately describe the pulse in our case. To
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Figure 4.20: The effect of τ on a TOF profile, assuming the true velocity distribution to
be a Maxwell-Boltzmann distribution (pure MB), given by equations 4.18, 4.19, and 4.21.
In this example, the parameters are comparable to the situation in our cryogenic source,
namely L = 0.312 m, and using the parameters found by fitting the LIF signal to a Maxwell-
Boltzmann distribution (v0 = 200 m/s, T = 91 K). Unlike in figure 4.19, the signal is spread
out and its maximum shifted to later arrival times for increasing values of τ . The general
effect is that, for a measured TOF profile, the true distribution peaks at a much earlier time,
and thus v0 is larger than L/tpeak.

illustrate this, figure 4.21 shows a fit to this analytic expression, and clearly the fit does not
resemble the measured LIF signal. In addition, the found parameters v0 = 276 ± 2 m/s,
T = 202 ± 5 K, and τ = 0.719 ± 0.007 ms are not realistic in this case. While the pulse
width of τ = 0.719 ± 0.007 is reasonable, considering the absorption signal in figure 4.2,
the same can not be said of the temperature and velocity. In chapter 2, we have found an
upper limit on the mean forward velocity of 240 m/s, under the condition that the beam has
properly thermalized to the buffer gas. Given that, under these experimental conditions, the
thermalization length is smaller than the available distance from the target to the cell exit
(at most 1.1 cm if T (0) = 2.8 × 105 K), this should certainly be the case, and as a result
the temperature should also have approached 17 K. Thus we conclude that the approach
outlined in [51] cannot be applied directly in the context of a cryogenic source and we will
have to start from a more general framework.
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Figure 4.21: A fit of the analytic expression given by equation 4.21 to the measured LIF
signal. The fit finds v0 = 276± 2 m/s, T = 202± 5 K, and τ = 0.719± 0.007 ms.

4.4.2 General framework and analysis

In general, the measured TOF profile g(t) can be expressed as [52]:

g(t) =

∫ t

0

h(t)f(t− τ)dτ =

∫ t

0

h(t− τ)f(t)dτ (4.24)

Where f(t) is the pure TOF profile and h(t) the response function, which describes the
overall dynamic response of the system. If the molecular beam has properly thermalized to
the buffer gas, f(t) is simply a Maxwell-Boltzmann distribution with a characteristic v0 and
T . Assuming that the pulse length is the dominant factor distorting this pure TOF profile,
h(t) describes the pulse shape, similar to equation 4.18.

Deconvolution is the process of inverting expression 4.24 to extract either h(t) or f(t)
from a measured TOF profile g(t), using an estimate of either f(t) or h(t) respectively.
While in the time domain, inverting this equation seems highly nontrivial, this process is
made considerably easier in the frequency domain due to the convolution theorem. If we
define the Fourier transform F (ω) of some function f(t) as:

F (ω) =

∫ ∞
−∞

f(t)e2πiωtdt (4.25)

And the inverse Fourier transform as:

f(t) =

∫ ∞
−∞

F (ω)e−2πiωtdω (4.26)
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The convolution theorem states that [52]:

G(ω) = H(ω)F (ω) (4.27)

Thus one can extract for example F (ω) using:

F (ω) =
G(ω)

H(ω)
(4.28)

And from F (ω) extract f(t) by taking its inverse Fourier transform. The generality of this
description means that one can extract either f(t) or h(t) from g(t), as long as a reasonable
estimate can be made of the other function. Fast Fourier transform algorithms can provide
a computational route to perform these operations and deconvolve a signal.
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Figure 4.22: Deconvolved signal, achieved without Wiener filtering by applying (inverse)
Fourier transforms and using equation 4.28. The resulting signal should resemble f(t), the
true TOF profile. The results of the procedure depend on the quality of the estimate of h(t),
in this case given by the absorption signal.

Since the procedure involves taking the Fourier transform of a signal twice (first from
the time domain to the frequency domain and then the inverse to finally obtain the desired
deconvolved signal), noise is greatly amplified and the presence of zeros in H(ω) can result
in a poorly deconvolved signal. The use of filters can suppress these effects, mostly by
filtering out high-frequency noise, but they often introduce their own problems in the form
of ringing [52]. The appearance of zeros in H(ω) can be be circumvented by implementing
Wiener filtering as described in [52], where 4.28 takes the form of:

F (ω) ≈ G(ω)Ŵ (ω) (4.29)
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Where, for an estimated ĥ(t) and its resulting Fourier transform Ĥ(t):

Ŵ (ω) =
Ĥ∗(ω)

|Ĥ(ω)|2 + φ
(4.30)

Here Ĥ∗(ω) is the complex conjugate of Ĥ(ω) and |Ĥ(ω)| its modulus. The parameter
φ is roughly equal to the noise-to-signal ratio, but an ideal value can be found through trail
and error [52]. If φ is too large, its effect will dominate Ŵ (ω) and the deconvolution will be of
poor quality, but when it is too small, Ŵ (ω) will diverge for small values of |Ĥ(ω)|. A typical
starting guess for φ is a fraction 10−6 of the maximum measured signal, after which one would
investigate the effect of lowering and increasing its value until the deconvolved signal is as
clean as possible. By combining fast Fourier transform algorithms, Wiener filtering, and the
measured TOF profiles, we can now use the procedure developed in this section to extract
either g(t) or h(t).
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Figure 4.23: Deconvolved signal, achieved using Wiener filtering as described by equations
4.29 and 4.30. The absorption signal was used as an estimate of the response function h(t).
Through trial and error, it was found that taking φ to be 10−3 of the maximum measured
LIF signal resulted in the cleanest signal.

We can extract f(t) by using the absorption signal as an estimate for the response function
h(t), since it contains information on the spatial spread of the molecular beam pulse. The
deconvolved signal should then resemble a Maxwell-Boltzmann distribution (assuming proper
thermalization). This signal can then be compared to a fit of the TOF profile, which could
indicate how accurate such a fit is and if the extracted velocity and temperature are reliable.
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If this shows that the TOF profile is only minimally distorted due to the finite molecular
pulse length, the TOF profile could be sufficiently analyzed and characterized by directly
fitting the measured LIF signal to a Maxwell-Boltzmann distribution and the extracted v0

and T would accurately describe the molecular beam as a result.
First we turn the absorption signal as seen in figure 4.2 into an estimate for the pulse shape

function, similar to equation 4.18. This is done by flipping the signal and then normalizing
it, such that the maximum is 1, while the background has a mean value of zero. Since the
signal is rather noisy, this will inevitably lead to more noise as we use the devonvolution
procedure we have just developed. The Wiener filtering will clear the signal up somewhat
though, as we will see.

If we try to extract f(t) from the measured LIF signal g(t) using the estimated response
function we have just described as h(t), Fourier transforms, and equation 4.28, the decon-
volved signal can be seen in figure 4.22. Here we have not used Wiener filtering. Using
Wiener filtering, as described by equations 4.29 and 4.30, the rather noisy deconvolved sig-
nal of figure 4.22 turns into the signal depicted in figure 4.23. Through trial and error it was
found that taking φ to be 10−3 of the maximum measured LIF signal resulted in the cleanest
signal. Figure 4.24 shows both this (Wiener filtered) deconvolved signal and the measured
LIF signal, which are both similar in shape. The main difference seems to be that one signal
is shifted in time with respect to the other, with the difference in time being about 0.4 ms.
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Figure 4.24: The deconvolved signal (using Wiener filtering) and the measured LIF signal
on the same timescale. Both signals resemble one another, but one appears to be shifted
with respect to the other.
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We can understand this shift by considering more carefully what we have used as input
in the deconvolution process. Most importantly, the use of the absorption signal as an
estimate for the response function h(t), which originates from an absorption measurement
at a distance of 5 mm from the cell exit. In our discussion on the analytic case (using a
supersonic source [51]), the pulse shape function described the molecular pulse from the
moment of ablation. However, our absorption signal tells us what the pulse looks like after
extraction from the cell. Assuming the shape of the pulse does not change significantly from
the time of production to the absorption measurement, the absorption signal is still a useful
estimate of the response function h(t) if we correct for the time it takes for the pulse to reach
the absorption probe laser beam. Part of this correction is the extraction time, or pumpout
time, as defined in chapter 2 by equation 2.20:

τpump =
4V cell

Aaperturev̄0,b

(4.31)

Using a flow rate of 9 SCCM and a cell temperature of 17 K, this pumpout time is τpump =
0.68 ms. The result of correcting for this pumpout time (and the time to travel the 5
mm from the cell exit to absorption) and fitting this time-shifted deconvolved signal to a
Maxwell-Boltzmann distribution can be seen in figure 4.25. The fit found v0 = 150.4 ± 0.4
m/s and T = 15.7± 0.3 K.
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Figure 4.25: Fit of the deconvolved and time-shifted signal to a Maxwell-Boltzmann distri-
bution. The fit found v0 = 150.4± 0.4 m/s and T = 15.7± 0.3 K.
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Comparing figure 4.18 and 4.25, we can conclude that both the temperature and velocity
as extracted from the raw LIF signal is much larger than what is more likely the actual value
of these parameters of the beam. While the fit in figure 4.25 seems more accurate than figure
4.18, it is far from perfect. Both the extracted temperature and velocity seem too low. The
temperature of T = 15.7 ± 0.3 K is actually lower than the temperature of the cell (17 K),
which is not realistic if we assume that the buffer gas also has a temperature of 17 K, since
it would mean that the beam has been cooled beyond the temperature of the buffer gas. As
for the velocity, these experimental conditions translate into a Reynolds number of 97, and
an expected forward velocity of 177 m/s.

One explanation for this discrepancy would be that the temperature of the buffer gas is
actually much lower than the 17 K of the cell. This is possible, given that the cold stage of
the cryocooler is kept at 4 K, but difficult to check. While the neon line is fed into the cell
through this cold stage, it is also heated as it enters the cell. There is also the issue that at
lower temperatures, the neon will simply freeze to the walls of the cell or block the neon line
completely, which would stop the source from producing a beam, and this is clearly not the
case here.

A more likely explanation is that the beam has actually properly thermalized to the
buffer gas, but the extracted true TOF profile is inaccurate, since it clearly does not follow
the shape of a Maxwell-Boltzmann distribution. A few factors come into play here:

• The correction in time to account for the fact that the absorption measurement takes
place 5 mm after the cell exit. Its value has a significant effect on the fit parameters,
ranging from v0 ≈ 242 m/s and T ≈ 283 for no shift to the aforementioned v0 =
150.4 ± 0.4 m/s and T = 15.7 ± 0.3 K for a (total) shift of 0.96 ms. In the preceding
analysis, this shift was arrived at by extrapolating the pumpout time, assuming the
mean velocity of the beam in its travel from the target to the cell exit to be the same
as from the cell exit to the absorption detection region. This need not be the case, and
in fact the pumpout time itself is only a rough estimate, so this exact timeshift is hard
to define rigorously.

• The absorption signal itself. This signal is quite noisy (fluctuations of about 10% of
the maximum signal) and has a feature at the start where the signal first dips into
positive values before the absorption signal starts to appear. This is likely caused by
the triggering and the electronics but will have to be investigated further, together with
improving the signal-to-noise ratio. Since the absorption takes place 5 mm after the
cell exit, the signal is rather short compared to the entire repetition time of 0.1 s, and
as a result the absorption peak might be undersampled. By increasing the resolution
in timestamps this peak might be better resolved.

• The validity of using the absorption signal as an estimate of the response function.
The absorption signal might not be a good estimate for the spatial distribution of
the beam. Additionally, perhaps the pulse shape is not the dominant factor in the
response function. In principle, this function includes not only the effect of the pulse
shape, but also the electronics and many other things specific to the experimental setup
and conditions used, which most of the time are either unknown or lack a(n) (analytic)
mathematical description [52]. A more complete description will have to somehow take
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into account the many possible paths which the molecules can take inside the cell before
their extraction. It is beyond the scope of this thesis to develop such a description,
but this would likely require the simulation of the flow and trajectories inside the cell
instead of the more general description given in chapter 2 and the equations found
there.

4.4.3 Conclusions

To conclude this analysis of the effect of the finite pulse width of a pulsed molecular beam
from a cryogenic source on the TOF profile as measured using LIF, there are still open
questions and the process is not entirely understood for now. While directly translating the
arrival times into velocities using v = L/t is not exact due to the many possible paths the
molecules might take to reach the detection area and this finite pulse width, it can be used to
qualitatively describe the velocity and temperature of the beam as has been done in section
4.2.

The deconvolution of the LIF signal using the absorption signal and the preceding (con-
ceptual) discussion has shown that the pulse width has a significant effect on the TOF
profile, mostly by broadening the signal. While this effect has not been quantified yet, the
framework has been developed in this section. The main challenge at this point is in finding
an accurate estimate of the response function of the system and its experimental conditions,
since the analysis presented here has shown that the absorption signal is probably not a
sufficient estimate.

Once the source has been coupled to the decelerator, different guiding velocities can be
examined in order to find the mean velocity of the molecular beam using certain experimental
parameters; the guiding velocity which results in the largest amount of signal at the end of
the decelerator would be the mean velocity of the beam using those conditions. If this
velocity agrees with the velocity as obtained from the direct fitting of the LIF signal to a
Maxwell-Boltzmann distribution (figure 4.18), then clearly this fitting procedure leads to a
reliable estimate of the forward velocity of the beam. Due to the broadening effect of the
pulse width, the temperature as found from the same fit should be treated as an upper limit
though, and depending on the quality of the thermalization process the actual temperature
will be lower, approaching Tb as thermalization improves.
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Chapter 5

Summary and outlook

5.1 Summary

The Standard Model (SM) of particle physics, despite being proven right time and time
again over the past decades, still has some inherent problems. Various extensions to the
SM address these shortcomings, but they often introduce new, extremely heavy particles
which tend to be just out of reach to be detected by particle accelerators like the LHC.
Complementary to these high energy experiments, the field of precision measurements offers
a different approach to find answers to the same questions. Of particular interest is the
value of the electric dipole moment of the electron (eEDM), which is predicted by the SM
to be extremely small while some of these extensions predict its value to be a few orders
of magnitude away from the currently achieved experimental precision. For this reason, the
NL-eEDM collaboration aims to measure the eEDM with a previously unachieved precision,
using a molecular beam of BaF. The project consists of many (sub)components, and in this
thesis the production method has been the main topic. A cryogenic buffer gas beam source,
or simply ”cryogenic source”, provides the molecular beam needed in the experiment. Such
a source is an essential component to ensure that, from the production of the beam, the final
statistical uncertainty in the eEDM measurement can be as low as possible. The context
and motivation behind the use of a cryogenic source have been discussed in the introduction
(chapter 1) to this thesis.

In order to understand the working principles of such a source and get an idea of what to
expect in an experimental setting, the relevant theoretical background has been discussed in
chapter 2. Topics like the flow through the cell, the process of thermalization, and extraction
from the cell have been described and some parameters which characterize these processes
have been defined, along with estimates of these parameters from experimental variables
such as the cell geometry, cell temperature, flow rate, and the masses of both the buffer
gas atoms and the molecular species of interest. From these descriptions, some properties
of the resulting molecular beam have emerged, mostly pertaining to the distribution of the
molecules in phase-space. To conclude the theoretical discussion, various methods of phase-
space matching have been described, as well as their relevance to the NL-eEDM project. In
particular, an electrostatic guide is currently being designed in order to focus the molecular
beam into the acceptance of the decelerator. Additionally, there is the possibility of using a
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de Laval nozzle to achieve a similar effect, but this option is not actively being pursued at
this time.

Chapter 3 went into some detail on the design of the source built at the VSI in Groningen,
which has been the topic of this thesis. The detection methods used to characterize the
molecular beam were addressed, as well as the laser system which stabilizes the detection
laser. The method of stabilization has been described, and shown to stabilize the detection
laser to 1.5 MHz.

Chapter 4 attempted to describe the molecular beam produced by the cryogenic source
in a general sense. First, the number of SrF molecules was estimated using both laser-
induced fluorescence (LIF) and absorption detection methods. From the absorption signal,
an estimate of 5.5× 109 molecules per shot was made, which is comparable to the required
number as mentioned in the proposal for the NL-eEDM project. An argument was put
forth to claim that a switch from producing SrF to BaF molecules would lead to at least a
comparable or even higher number of extracted molecules under similar conditions. From
the LIF signal, an estimate of 2.3× 108 molecules per shot was made. The reduced number
of molecules (factor of 24) as detected by LIF detection is mostly due to the fact that this
measurement took place 30 cm after the cell exit, compared to 5 mm in the case of absorption.
Since the probe beam diameter was equal to the diameter of the rings of the decelerator and
this measurement took place at a distance comparable to where the decelerator is planned
to start, this difference provides an estimate of the losses one could expect if no phase-space
matching takes place.

Next, the effect of the neon flow rate, cell temperature, and ablation laser energy on the
LIF time-of-flight (TOF) profiles was shown. In order to qualitatively describe the behavior,
the TOF profiles were interpreted as being roughly related to the velocity distribution of the
beam using v = L/t, where L is the distance from the ablation spot to the detection region,
which was 312 mm. The general trend observed was that; high flow rates resulted in faster
beams, higher signals, and narrower peaks (lower temperatures); higher cell temperatures
resulted in slower beams, higher signals, and higher temperatures; higher ablation energies
resulted in faster beams with higher temperatures and more molecular signal. These general
trends were expected and explained using the theory discussed in chapter 2.

The scans of the flow rate, cell temperature, and ablation energy revealed an effect which
had not been reported before within the context of a cryogenic source. Under certain condi-
tions, the central peak in the TOF profile broadened to the point of splitting in two. This
double peak structure has been examined in more detail and a possible cause has been pro-
posed. Due to the use of nanosecond laser pulses, the dominant ablation process above a
certain threshold laser fluence (J/cm2) is that of phase explosion. The result is that the
ablation products are a mix of vapor and liquid droplets, with both phases having their
own characteristic velocity and temperature as given by a Maxwell-Boltzmann distribution.
Together with the process of thermalization inside the cell, this phenomenon of phase ex-
plosion was found to be an adequate explanation of the emerging double peak structure.
While the effect is avoidable, certain combinations of experimental parameters (SrF2 target,
fluence of 24 J/cm2, neon flow rate of 9 SCCM, and a cell temperature of 20 K) can result
in a slow peak which contains a significant fraction of the total number of SrF molecules in
the beam. These conditions could possibly be exploited in the deceleration process, since
a lower starting velocity would require less deceleration strength, which in turn minimizes
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the losses in the decelerator and increases the number of successfully decelerated molecules.
Alternatively, the use of a different target (Sr metal) requires lower ablation energies, so
the double peak phenomenon can be avoided by using such a target and not operating the
ablation laser near the threshold value.

The final topic of chapter 4 has been the interpretation of the LIF signals, more specifi-
cally by combining the information from both the absorption and LIF signals from the same
measurement in order to extract the true velocity distribution of the beam. The analysis
assumed that the absorption signal, being close to the cell exit, mostly contains information
about the spatial distribution of the beam, while the TOF profile as measured by LIF detec-
tion is significantly affected by both the velocity spread of the beam and the length of the
molecular pulse. By deconvolving the measured LIF signal using the absorption signal, an
attempt was made to extract the ”true” TOF profile. In comparing the deconvolved signal
with the measured TOF profile, it was found that the predominant effect of the pulse width
is the broadening of the measured LIF signal. While the analysis provided in this work could
not find a reliable and robust method of extracting the true transverse temperature and mean
forward velocity of the beam, a general framework has been developed. The application of
this framework remains an open question, since the measured absorption signal was found
to not be an accurate estimate of the response function. In reality, this response function
contains information about the electronic response of the system and other factors specific to
the experimental setup and conditions, like the many possible paths of the molecules inside
the cell, but both its exact shape and the contributions of these factors are at this moment
not understood.
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5.2 Outlook

The focus of this thesis has mostly been the characterization of the source. We will now
conclude by looking at the next steps, both for the cryogenic source and the NL-eEDM
collaboration. Suggestions for additional measurements or potentially interesting avenues of
research are listed as well.

5.2.1 Short term: recent and upcoming milestones relating to the
source

Towards the end of this project, this characterization phase came to its conclusion when the
lab was reorganized. This included moving the source towards the start of a newly aligned
Stark decelerator. When all the equipment was back in place and signal was found again,
the source was connected to the decelerator. At the time of writing, the first SrF signal
at the other end of the decelerator has been measured. This cryogenic SrF beam is being
decelerated down to increasingly lower velocities, with the ultimate goal of stopping the
molecules altogether. Right now it is the first and only experiment where a cryogenic source
and a Stark decelerator have been combined. The characterization of this deceleration is
currently taking place.

5.2.2 Intermediate term: possible additional measurements and
angles to explore

This does not necessarily mean that the source is completely understood or that there are
no improvements to be made. For example, the stability of the source on a timescale of 24
hours, which is the timescale required for the planned eEDM measurement, has not been
investigated in detail yet. The design of our source is based on the work of an Imperial
College group, who have reported on some issues they ran into when operating the source
for a prolonged amount of time [50]. They noted that after about 24 hours of continuous
operation, the cryopumps would start to saturate. By heating the pumps to 20 K the helium
(the buffer gas used in their experiment) would desorb and be pumped away by the vacuum
pumps. They also observed a reduction in molecular flux on a similar timescale, which they
were able to recover by heating the system up and cooling it back down overnight. In a
period of about 12 hours, they heated the source to 240 K and then back down to their
operating temperature of 4 K. The suspected reason for the decrease in molecular flux was
that after operating the source for so long, enough SF6 has frozen to the cell walls to obstruct
either the exit of the cell or the entry point for SF6. Presumably our source will show similar
behavior if operated for a long enough time. After a certain number of shots, the target will
also simply no longer yield a sufficient amount of molecules. We have yet to establish the
lifetime of the various targets used in our setup in concrete terms. This depends highly on
the ablation laser fluence used, the target itself (metal or salt, scintered or unscintered and
for how long), and how efficiently its surface is covered due to its rotation and translation
inside the cell.

A suggestion that was explored earlier in this thesis, namely the use of a de Laval nozzle,
is still an option that can be examined in some more detail. When discussions took place
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Figure 5.1: The Doppler free absorption spectrum (left) of the A2Π1/2 (v′ = 0, J = 1/2)
← X2Σ+ (v = 0, N = 1) transition. On the right, the broadened spectrum is shown for a
transverse velocity spread of ±35 m/s. Figure adapted from [53].

on its possible use, the KVI workshop was consulted and they stated that in principle
they could craft the required nozzle. Due to time constraints, an ongoing discussion on
whether or not such a nozzle would actually help in increasing the amount of molecules
within the decelerator’s acceptance, and the fact that we have no explicit measurements on
the transverse velocity of our beam, we have not yet explored this option. Since the use of
such a nozzle has been shown to greatly reduce the transverse velocity spread of a molecular
beam originating from a cryogenic buffer gas beam source, while not affecting the forward
velocity or its spread significantly, it might still be worth investigating in more detail.

Related to the de Laval nozzle, is the possibility of measuring the transverse velocity
spread using Doppler broadened absorption spectroscopy. Calculations show that the broad-
ening of the spectrum of SrF should be observable for the expected transverse velocities.
The Doppler shift of a molecule with velocity v and transition frequency ω0 (wavelength λ0)
will be given by [20]:

δf =
kv

2π
=

v

λ0

≈ 1.5MHz per m/s (5.1)

For a transverse velocity of 35 m/s, this would result in a broadening of 105 MHz. The
lifetime of the A2Π1/2 state (τ ≈ 24 ns [23]) corresponds to a natural linewidth (Γ = 1/τ) of
6.6 MHz, so such a broadening should be observable. This effect is illustrated in figure 5.1,
which shows a clearly broadened spectrum.

Another possible point of investigation is the repetition rate of the experiment. Other
cryogenic sources tend to operate at much lower rates (generally 2 Hz) and mention that,
when using higher repetition rates, the number of molecules per shot was greatly reduced and
they observed more extreme fluctuations from shot to shot. The Imperial College group [50]
reported that at 10 Hz their signal dropped to about 2% of its starting value after 500
shots. We have not observed this behavior at 10 Hz but have also not yet investigated the
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effect a different repetition rate would have on our source operating with our particular
setup and conditions. At higher repetition rates, the target (and by extension its immediate
surroundings) might not have enough time in between ablation laser pulses to recover and
get rid of the heat that keeps being introduced. This may lead to heating of the buffer gas
or improper thermalization, both of which are undesirable, so it might be worthwhile to
examine different repetition rates.

To conclude this section on additional measurements, a recent paper has shown an en-
hanced yield from a cryogenic source by exciting the atomic precursor [54]. This source
produces YbOH from a target made of both Yb and Yb(OH)3. They found that by driv-
ing the 1S0 → 3P1 transition of Yb inside the cell, the YbOH signal could be increased
by as much as a factor of 10. The excitation greatly increased the chemical cross-section
for collisions between Yb and other ablation products to form YbOH. The excitation laser
was pulsed, from about 4 ms before the ablation pulse until 8 ms after. The enhancement
depends linearly on the power of the excitation laser, until it saturates at a factor of about
10 for a laser power of 100 mW. Perhaps a similar effect can be achieved in our source by
driving a similar transition in Sr and Ba (to create a SrF or BaF beam respectively). The
wavelengths associated with the 1S0 → 3P1 transition in both cases are within the visible
spectrum and are commercially available (689 nm for Sr [55] and 791 nm for Ba [56]). The
difficulty in this case would be to find a clear path for the excitation laser beam into the cell,
which might require new holes to be drilled in the shields or moving the ablation laser. It is
a promising option though, since it might be able to compensate for the estimated loss (of
the number of molecules) of a factor of 15 between the source and the decelerator due to the
distance between the two components (assuming no guide or other phase-space matching is
employed).

76



5.2.3 Long term: towards the eEDM measurement

Finally, a number of changes and additions will have to be made in the future. An electro-
static guide, as discussed in chapter 2 (section 2.3.3) is still being designed and then has to be
made and inserted into the setup, between the source and the decelerator. This guide needs
to be compact in order to fit in this coupling section, so various mechanical and geometric
considerations complicate this design process.

After the successful deceleration of SrF, a switch will be made to BaF. In principle, this
is as simple as replacing the ablation target with the appropriate precursor and changing the
detection laser frequency and deceleration voltages accordingly. Of course things rarely go as
planned in experimental research, so this switch will surely come with its own challenges that
will have to be overcome in due time. Related to this switch is an upgrade of the high-voltage
electronics of the decelerator. The new amplifiers will be able to deliver maximal voltage
amplitudes of 10 kV, compared to the 5 kV previously achieved. These amplifiers have been
designed and prototyped, but some additional changes still have to be made before the final
versions can be ordered.

In the meantime, the parts required for the interaction zone have been ordered, and
should be delivered by the end of 2019. The construction of the interaction zone can then
commence. Once this has been completed, the interaction zone will first be combined with
the supersonic source previously used in the Stark decelerator experiments at the VSI to do
a ”fast beam eEDM measurement”. This can be seen as a proof of concept, to show that the
interaction zone functions as desired and the appropriate data acquisition system required
to extract an eEDM value from such a setup is in place.

Once the parallel work on both the fast beam eEDM measurement and the deceleration
of first SrF and then BaF has wrapped up, and all the components and processes involved are
well-understood, these separate components can be connected, together with the addition of
laser cooling in between. The completed setup will then finally start measuring the eEDM
around 2021, hopefully either setting a new limit on its value or uncovering new physics
beyond the Standard Model.
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Appendix A

Matlab scripts used

All Matlab scripts used to analyze and interpret data are listed here. Some optional func-
tionality is commented, and the many variables and files referred to should be adjusted
accordingly when any of the code is used. Some additional figures in this work were made
using Matlab to illustrate theoretical behavior or idealized situations, but their reconstruc-
tion is trivial since the necessary equations are all either mentioned explicitly or can be found
in the references. For this reason, those scripts are not listed in this appendix.

A.1 Script to convert raw data to LIF TOF and ab-

sorption signal

The raw data from the source consists of timestamps, a trigger signal, the number of counts
for those timestamps, and the voltage from the absorption photodiode. The trigger signal is
equal to ”1” every time the ablation laser is fired, which happens at a rate of 10 Hz. In order
to construct the signals as seen throughout this work, the many measurement cycles have
to be combined. This script accumulates all the photon counts with the same timestamps
and averages the voltage from the photodiode over the total number of repetitions. Input is
the raw file where the first column is the trigger signal, the second column the counts from
the PMT, the third column the photodiode voltage, and the fourth column the timestamps.
Output is a file containing all unique timestamps in the first column, the associated photon
counts in the second, and the averaged voltage in the third.
% Rutger Hof 2019
% s c r i p t to cons t ruc t LIF TOF and absorpt ion from raw source data ( timestamps , counts , vo l tage )

% c l e a r memory and s t a r t t imer
t i c
c l e a r a l l
% import data
data=readmatrix ( ' 20 June 2019 205735 . txt ' ) ;
% se t columns as v a r i a b l e s
timestamps=data ( 2 : l ength ( data ) ,4) ;
absorb=data ( 2 : l ength ( data ) ,3) ;
counts=data ( 2 : l ength ( data ) ,2) ;
t r i g g e r=data ( 2 : l ength ( data ) ,1) ;
% f i nd the s t a r t s o f new cy l e s
s t a r t=f ind ( t r i g g e r==1) ;

% se t time
t e s t=unique ( timestamps ) ;
% f o r loop over c y c l e s
t o t a l =1: l ength ( t e s t ) ;
absorbt ion=1: l ength ( t e s t ) ;
f o r i =1: l ength ( t e s t )
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t o t a l ( i )=sum( counts ( f i nd ( timestamps==t e s t ( i ) ) ) ) ;
absorbt ion ( i )=sum( absorb ( f i nd ( timestamps==t e s t ( i ) ) ) ) / l ength ( f i nd ( timestamps==t e s t ( i ) ) ) ;

end

% combine time , LIF , and absorpt ion in to 1 f i l e
mat=[ t e s t ( : ) , t o t a l ( : ) , absorbt ion ( : ) ] ;

% p lo t r e s u l t
p l o t (mat ( : , 1 ) ,mat ( : , 2 ) )
x l ab e l ( 'Time ( s ) ' )
y l ab e l ( ' S igna l ( counts ) ' )
xlim ( [ 0 5e−3])

% opt i ona l : save f i l e
%dlmwrite ( ' histogram 09 September 2019 092057 ALT . txt ' , mat , '\ t ' )
toc

A.2 Script to estimate the number of molecules using

both LIF and absorption signals

Input is a file like the output of the previous script to convert the raw data into TOF pro-
files, along with several experimental parameters. Most notably the distance ”dlif” from the
ablation to the LIF detection region, the absorption probe beam diameter ”probebeam”,
aperture diameter ”aperture”, detection wavelength ”wl”, and the correction factors as dis-
cussed in chapter 4. Output is the number of molecules per shot from absorption ”number”
and LIF ”lifcounts”.
% Rutger Hof 2019
% This s c r i p t w i l l ana lyse the absorpt ion and LIF s i g n a l from a cryogen i c source , and g ive you a molecule
% number , as we l l as how long i t took to c a l c u l a t e .

% s t a r t t imer and c l e a r memory
c l e a r a l l
t i c
% read data ( conta ins both LIF and absorpt ion )
absorpt ion = readmatrix ( ' histogram 09 September 2019 092348 . txt ' ) ;
% se t # of shots
shots =2744;

% use the d i f f e r e n t columns , name them appropr i a t e l y
t=absorpt ion ( : , 1 ) ;
l i f=absorpt ion ( : , 2 ) ;
abso=absorpt ion ( : , 3 ) ;

% se t l i f bg r eg ion and c a l c u l a t e absorpt ion background
bs ta r t =0.00999;
bend=max( t ) ;
bg=mean( abso ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) ) ;

% make histogram of s i g n a l in background i n t e r v a l ( op t i ona l )
f i g u r e (3 )
histogram ( abso ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) ) ;

% normal ize absorpt ion s i g n a l
s i g n a l=abso/bg ;

% ca l c u l a t e the quant i ty to i n t e g r a t e
ln=−l og ( s i g n a l ) ;
% now we in t eg ra t e , us ing t rapezo id method
in t=trapz ( t , ln ) ;
% f i nd mean forward v from l i f s i g n a l

tmax l i f=t ( f i nd ( l i f==max( l i f ) ) ) ; % times at which maximum l i f appears
% i f more than 1 i s found , f i nd the mean to use f o r c a l c u l a t i o n

i f max( s i z e ( tmax l i f ) )>1
tmax l i f=sum( t ( f i nd ( l i f==max( l i f ) ) ) ) /max( s i z e ( tmax l i f ) ) ;

e l s e
tmax l i f=t ( f i nd ( l i f==max( l i f ) ) ) ;

end

d l i f =0.312; % d i s t ance from source f o r LIF
meanv=d l i f / tmax l i f ; % f i nd mean v from v=d/ t

% se t some constants
l ength =4.5e−3; % absorpt ion path length
aperture =4.5e−3; % diameter o f e x i t aper ture
probebeam=4e−3; % diameter o f probe beam

% ca l c u l a t e area : square part + 2 s l i c e s along c i r c l e
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% assumes that SrF beam has same diameter as the apperture , s i n c e the
% probing l a s e r i s very c l o s e to the e x i t form the c e l l
area=pi ∗( aper ture /2) ˆ2 ;
over lap=probebeam/2∗ sq r t ( aper tureˆ2−probebeamˆ2)+aperture ˆ2/2∗ as in ( probebeam/ aperture ) ;

% absorpt ion c r o s s s ec t i on , s imp l i f i e d , from Barry (2013)
wl=663.3e−9;
c r o s s=3∗wl ˆ2/(2∗ pi ) ;

% co r r e c t i o n f a c t o r due to Doppler e f f e c t , assuming gauss ian d i s t r i b u t i o n
% of t r an sv e r s e v e l o c i t y
gausmean=0;
gausstd=30;
l i n ew idth=1e6 ;
s h i f t =663e−9∗ l i n ew idth ;
l im=[− s h i f t s h i f t ] ;
cp=normcdf ( lim , gausmean , gausstd ) ;
P=cp (2)−cp (1) ;
dopp l e r c o r r e c t i on=1/P;

% from Barry t h e s i s (2013) , f i nd number o f molecu les from absorpt ion
number=(area / over lap ) ∗( over lap ∗meanv) /( c r o s s ∗ l ength ) ∗ i n t ∗ dopp l e r c o r r e c t i on

% now to f i nd the number o f molecu les accord ing to l i f :
l i famp=1000; % amp l i f i c a t i o n f a c t o r f o r l i f ( in case o f ND f i l t e r )
l i f b g=mean( l i f ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) ) ;
% se t c o r r e c t i o n f a c t o r s
s o l i d an g l e =1.1;
s c a t t e r =10;
pmt=0.33;
op t i c s =0.8;
% f ind number o f detected molecu les us ing LIF s i g n a l
l i f c o u n t s=sum( l i f −l i f b g ) ∗ l i famp / shots ∗ dopp l e r c o r r e c t i on ∗4∗ pi /( s o l i d a n g l e ∗ s c a t t e r ∗pmt∗ op t i c s )

% l e t s s c a l e time in to ms in s t ead o f s be f o r e p l o t t i n g
t=1000∗ t ;

% opt i ona l : p l o t absorpt ion s i g n a l
f i g u r e (1 )
p lo t ( t , s i g n a l )
xlim ( [ 0 5 ] )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( normal ized ) ' , ' FontSize ' , 14)

% opt i ona l : p l o t LIF s i g n a l
f i g u r e (2 )
p lo t ( t , l i f )
xlim ( [ 0 5 ] )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( counts ) ' , ' FontSize ' , 14)

toc

A.3 Script to fit LIF signal to bimodal Maxwell-Boltzmann

distribution

Input is a file containing the LIF signal and timestamps. Parameters to be set are constants
like the mass of the detected molecule and the Boltzmann constant, and experimental pa-
rameters like the distance from ablation to detection. Crucial parameters are the background
region and initial guesses for the fit parameters. Output consists of multiple figures and the
final fit parameters.
% Rutger Hof 2019
% s c r i p t to f i t data to 2 peak s t ru c tu r e us ing non l in f i t t i n g
c l e a r a l l
t i c % s t a r t t imer
% read data
data = readmatrix ( ' histogram 09 September 2019 092057 . txt ' ) ;

% use the d i f f e r e n t columns , name them appropr i a t e l y
t=data ( : , 1 ) ;
l i f=data ( : , 2 ) ;

% opt i ona l : p l o t s i g n a l to f i nd i n i t i a l guess va lues
%p lo t ( t , l i f )

% se t bg reg ion
bs ta r t=1e−02;
bend=max( t ) ;
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% se t background by look ing at bg reg ion
bg=mean( l i f ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) ) ;

% opt i ona l : histogram of bg
f i g u r e (1 )
histogram ( l i f ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) )
t i t l e ( ' Histogram of background reg ion ' )
x l ab e l ( 'Number o f counts ' , ' FontSize ' , 14)
y l ab e l ( ' Occurrence ' , ' FontSize ' , 14)

% se t constants
k=1.3807∗10ˆ(−23) ;
m=(87.62+18.99840) ∗1.660539∗10ˆ(−27) ;
l =0.312;

% func t i on to f i t us ing given s t a r t i n g guess
% p=parameters=[ c1 v1 T1 c2 v2 T2 ]
fun = @(p , t ) ( bg+p (1) ∗( l . / t ) . ˆ 2 . ∗ exp(−m/(2∗k∗p (3) ) ∗( l . / t−p (2) ) . ˆ 2 )+p (4) ∗( l . / t ) . ˆ 2 . ∗ exp(−m/(2∗k∗p (6) ) ∗( l . / t

−p (5) ) . ˆ 2 ) ) ;

% se t s t a r t i n g guess . r equ i r ed input : guess f o r temperatures ( index 3 and 6) and
% lo c a t i on+he ight o f peaks
f i r s t p e a k=t ( f i nd ( l i f==max( l i f ) ) ) ;
secpeak=f i r s t p e a k+3e−5;
peak= l i f ( t==f i r s t p e a k ) ;
r e l= l i f ( t==secpeak ) ;
T1=3;
T2=3;

% from the gues s e s above , f i nd guess va lues f o r the parameters
pguess = [ 1 , 1 ,T1 , 1 , 1 ,T2 ] ;
pguess (5 )=l / f i r s t p e a k ;
pguess (4 )=peak/pguess (5 ) ˆ2 ;
pguess (2 )=l / secpeak ;
pguess (1 ) =0.6∗ r e l / pguess (2 ) ˆ2 ;

% opt imise us ing n l i n f i t
[ p , r e s id , J , cov , mse ] = n l i n f i t ( t , l i f , fun , pguess ) ;
% Give CI because why not
c i=n l pa r c i (p , r e s id , ' Jacobian ' , J ) ;
% Alte rnate way to compute CI
c i cov=n lpa r c i (p , r e s id , ' covar ' , cov ) ;

% from CI get e r r o r
e r ro rv1=( c i (2 , 2 )−c i ( 2 , 1 ) ) /2 ;
e r ro rv2=( c i (5 , 2 )−c i ( 5 , 1 ) ) /2 ;
e r r o r t 1=( c i (3 , 2 )−c i ( 3 , 1 ) ) /2 ;
e r r o r t 2=( c i (6 , 2 )−c i ( 6 , 1 ) ) /2 ;
e r ro ra1=( c i (1 , 2 )−c i ( 1 , 1 ) ) /2 ;
e r ro ra2=( c i (4 , 2 )−c i ( 4 , 1 ) ) /2 ;
% l i s t va lues and e r ro r s , f i r s t v , then T, then A
e r r o r =[ e r ro rv1 e r ro rv2 e r r o r t 1 e r r o r t 2 e r ro ra1 e r ro ra2 ]
va lues=[p (2) p (5) p (3) p (6) p (1) p (4) ]

% ac tua l l y c a l c u l a t e the f i t
f i t=bg+ p (1) ∗( l . / t ) . ˆ 2 . ∗ exp(−m/(2∗k∗p (3) ) ∗( l . / t−p (2) ) . ˆ 2 )+p (4) ∗( l . / t ) . ˆ 2 . ∗ exp(−m/(2∗k∗p (6) ) ∗( l . / t−p (5) )

. ˆ 2 ) ;

% l e t s s c a l e time in to ms in s t ead o f s be f o r e p l o t t i n g
t=1000∗ t ;

% opt i ona l : p l o t LIF s i g n a l
f i g u r e (2 )
p lo t ( t , l i f )
xlim ( [ 0 5 ] )
t i t l e ( 'LIF s i g n a l over time ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( counts ) ' , ' FontSize ' , 14)

% p lo t the f i t
f i g u r e (3 )
p lo t ( t , f i t )
xlim ( [ 0 5 ] )
t i t l e ( ' Fit ted s i g n a l ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( counts ) ' , ' FontSize ' , 14)

% p lo t the r e s i due
f i g u r e (4 )
p lo t ( t , r e s i d )
xlim ( [ 0 5 ] )
t i t l e ( ' Residue ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' Di f f e r en c e ' , ' FontSize ' , 14)

% opt i ona l : histogram of r e s i due
f i g u r e (5 )
histogram ( r e s i d )
t i t l e ( ' Histogram of the r e s i due ' )
x l ab e l ( ' Residue ' , ' FontSize ' , 14)
y l ab e l ( ' Occurrence ' , ' FontSize ' , 14)
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% plot f i t and data in same graph
f i g u r e (6 )
p lo t ( t , l i f )
hold on
p lo t ( t , f i t )
hold on
xlim ( [ 0 5 ] )
t i t l e ( ' Fit ted s i g n a l and data f o r ab l a t i on power o f 930V ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( counts ) ' , ' FontSize ' , 14)
legend ( 'Data ' , ' Fit ' , ' FontSize ' , 12)

toc

A.4 Script to fit LIF signal to a single Maxwell-Boltzmann

distribution

Input is a file containing the LIF signal and timestamps. Parameters to be set are constants
like the mass of the detected molecule and the Boltzmann constant, and experimental pa-
rameters like the distance from ablation to detection. Crucial parameters are the background
region and initial guesses for the fit parameters. Output consists of multiple figures and the
final fit parameters.
% Rutger Hof 2019
% s c r i p t to f i t data to s i n g l e MB using non l in f i t t i n g
c l e a r a l l
t i c % s t a r t t imer
% read data
data = readmatrix ( ' histogram 09 September 2019 092057 . txt ' ) ;

% use the d i f f e r e n t columns , name them appropr i a t e l y
t=data ( : , 1 ) ;
l i f=data ( : , 2 ) ;

% opt i ona l : p l o t s i g n a l to f i nd i n i t i a l guess va lues
%p lo t ( t , l i f )

% se t bg reg ion
bs ta r t =0.00999;
bend=max( t ) ;

% f i nd background value
bg=mean( l i f ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) ) ;

% opt i ona l : histogram of background
f i g u r e (1 )
histogram ( l i f ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) )
t i t l e ( ' Histogram of background reg ion ' )
x l ab e l ( 'Number o f counts ' , ' FontSize ' , 14)
y l ab e l ( ' Occurrence ' , ' FontSize ' , 14)

% se t constants
k=1.3807∗10ˆ(−23) ;
m=(87.62+18.99840) ∗1.660539∗10ˆ(−27) ;
l =0.312;

% func t i on to f i t us ing given s t a r t i n g guess
% p=parameters=[c v T]
fun = @(p , t ) ( bg+p (1) ∗( l . / t ) . ˆ 2 . ∗ exp(−m/(2∗k∗p (3) ) ∗( l . / t−p (2) ) . ˆ 2 ) ) ;

% se t s t a r t i n g guess . r equ i r ed input : guess f o r temperature ( index 3) and
% l o c a t i on+he ight o f peak
peak=max( l i f ) ;
f i r s t p e a k=t ( l i f==peak ) ;
T1=12;

% from the gues s e s above , f i nd guess va lues f o r the parameters
pguess = [ 1 , 1 ,T1 ] ;
pguess (2 )=l / f i r s t p e a k ;
pguess (1 )=peak/pguess (2 ) ˆ2 ;

% opt imise us ing l e a s t squares
[ p , r e s id , J , cov , mse ] = n l i n f i t ( t , l i f , fun , pguess ) ;
% Give CI
c i=n l pa r c i (p , r e s id , ' Jacobian ' , J ) ;
% Alte rnate way to compute CI
c i cov=n lpa r c i (p , r e s id , ' covar ' , cov ) ;
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% from CI get e r r o r
e r ro rv1=( c i (2 , 2 )−c i ( 2 , 1 ) ) /2 ;
e r r o r t 1=( c i (3 , 2 )−c i ( 3 , 1 ) ) /2 ;
% l i s t va lues and e r ro r s , f i r s t v , then T, then A
e r r o r =[ e r ro rv1 e r r o r t 1 ]
va lues=[p (2) p (3) ]

% ac tua l l y c a l c u l a t e the f i t
f i t=bg+ p (1) ∗( l . / t ) . ˆ 2 . ∗ exp(−m/(2∗k∗p (3) ) ∗( l . / t−p (2) ) . ˆ 2 ) ;

% l e t s s c a l e time in to ms in s t ead o f s be f o r e p l o t t i n g
t=1000∗ t ;

% opt i ona l : p l o t LIF s i g n a l
f i g u r e (2 )
p lo t ( t , l i f )
xlim ( [ 0 5 ] )
t i t l e ( 'LIF s i g n a l over time ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( counts ) ' , ' FontSize ' , 14)

% p lo t the f i t
f i g u r e (3 )
p lo t ( t , f i t )
xlim ( [ 0 5 ] )
t i t l e ( ' Fit ted s i g n a l ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( counts ) ' , ' FontSize ' , 14)

% p lo t the r e s i due
f i g u r e (4 )
p lo t ( t , r e s i d )
xlim ( [ 0 5 ] )
t i t l e ( ' Residue ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' Di f f e r en c e ' , ' FontSize ' , 14)

% opt i ona l : histogram of r e s i due
f i g u r e (5 )
histogram ( r e s i d )
t i t l e ( ' Histogram of the r e s i due ' )
x l ab e l ( ' Residue ' , ' FontSize ' , 14)
y l ab e l ( ' Occurrence ' , ' FontSize ' , 14)

% p lo t f i t and data in same graph
f i g u r e (6 )
p lo t ( t , l i f )
hold on
p lo t ( t , f i t )
hold on
xlim ( [ 0 5 ] )
t i t l e ( ' Fit ted s i g n a l and data ' )
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( counts ) ' , ' FontSize ' , 14)
legend ( 'Data ' , ' Fit ' , ' FontSize ' , 12)

toc

A.5 Script to deconvolve LIF signal

Input is a file containing the LIF signal, absorption signal, and timestamps. Parameters to
be set are constants like the mass of the detected molecule and the Boltzmann constant, and
experimental parameters like the distance from ablation to detection. Optional functionality
is to provide the parameters for a Maxwell-Boltzmann function or the analytic expression
from chapter 4 to compare with the LIF signal and/or deconvolved signal. Ideal value of
”ns” (φ in chapter 4) has to be found through trial and error. Output shows the deconvolved
signal both with and without the use of Wiener filtering, in combination with the LIF signal
(and optionally the aforementioned Maxwell-Boltzmann and analytic functions). The option
to save the devoncolved signal as .txt file is included.
% Rutger Hof 2019
% s c r i p t to deconvolve LIF

c l e a r a l l
t i c
% read the appropr ia te f i l e and name va r i a b l e s
data=readmatrix ( ' histogram 09 September 2019 092348 . txt ' ) ;
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t=data ( 2 : l ength ( data ) ,1) ;
l i f=data ( 2 : l ength ( data ) ,2) ;
abso=data ( 2 : l ength ( data ) ,3) ;

% se t l i f background reg ion
bs ta r t =0.00999;
bend=max( t ) ;
bg=mean( l i f ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) ) ;
% se t absorpt ion background reg ion
bg abs=mean( abso ( f i nd ( t==bs ta r t ) : f i nd ( t==bend ) ) ) ;
% f i nd f r a c t i o n a l absorpt ion
abso=abso . / bg abs ;

% se t constants
k=1.3807∗10ˆ(−23) ;
m=(87.62+18.99840) ∗1.660539∗10ˆ(−27) ;
l =0.312;

% Maxwell−Bolztmann d i s t r i b u t i o n accord ing to best f i t ( parametersmust be s e t manually )
A=1;
v mean=177;
T=17;
mb=bg+ A∗( l . / t ) . ˆ 2 . ∗ exp(−m/(2∗k∗T) ∗( l . / t−v mean ) . ˆ 2 ) ;

% normal ize absorpt ion s i g n a l and f l i p to make est imate o f re sponse func t i on
abso=(1−abso ) . /max(1−abso ) ;

% opt i ona l : ana l y t i c expr e s s i on assuming valve opening time tau
alpha=sq r t ( (2∗ k∗T/m) ) ;
tau=1e−3;
z 1=( l . / ( alpha ∗abs ( t−tau ) ) )−v mean/alpha ;
z 2=( l . / ( alpha ∗ t ) )−v mean/alpha ;
s i g n a l=e r f ( z 1 )−e r f ( z 2 ) ;
s i g n a l=s i g n a l . /max( s i g n a l ) ;

% deconvo lut ion us ing f f t
f mb=f f t ( abso ) ;
f l i f=f f t ( l i f ) ;
% wiener f i l t e r
ns=10ˆ(−3)∗max( l i f ) ;
wien f mb=conj ( f mb ) . / ( abs ( f mb ) .ˆ2+ns ) ;

% deconvo lut ion us ing wiener f i l t e r
w ien f conv= f l i f .∗ wien f mb ;
wien conv=abs ( i f f t ( w ien f conv ) ) ;

% regu l a r deconvo lut ion
f conv= f l i f . / f mb ;
conv=abs ( i f f t ( f conv ) ) ;

% opt i ona l : save deconvolved s i g n a l
%mat=[t , abs ( wien conv ) ] ;
%dlmwrite ( ' conv 09 September 2019 092348 . txt ' , mat , '\ t ' )

% s c a l e time to ms
t=1000∗ t ;

f i g u r e (1 )
p lo t ( t , abs ( wien conv ) )
%t i t l e ( ' Deconvolved s i g n a l us ing Wiener f i l t e r i n g ' , ' FontSize ' , 14)
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( a . u . ) ' , ' FontSize ' , 14)
xlim ( [ 0 10 ] )

f i g u r e (2 )
p lo t ( t , abs ( conv ) )
%t i t l e ( ' Deconvolved s i g n a l without f i l t e r i n g ' , ' FontSize ' , 14)
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( a . u . ) ' , ' FontSize ' , 14)
xlim ( [ 0 10 ] )

% normal ize s i g n a l s
wien conv=wien conv . /max( wien conv ) ;
mb=mb./max(mb) ;

f i g u r e (4 )
p lo t ( t , abs ( wien conv ) )
hold on
l i f= l i f . /max( l i f ) ;
p l o t ( t , l i f )
%t i t l e ( ' Deconvolved s i g n a l and LIF s i gna l ' , ' FontSize ' , 14)
x l ab e l ( 'Time (ms) ' , ' FontSize ' , 14)
y l ab e l ( ' S igna l ( normal ized ) ' , ' FontSize ' , 14)
legend ( ' Deconvolved s i g n a l ' , 'Measured LIF s i g n a l ' , ' FontSize ' , 14)
xlim ( [ 0 5 ] )

toc
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Appendix B

Fits of LIF signal to bimodal
Maxwell-Boltzmann distributions

The fits as found using two Maxwell-Boltzmann distributions in section 4.3.1 for 8 different
ablation laser energies (converted into fluence) are listed here. Both the fitted and raw LIF
signal are plotted, and the velocities and temperatures of the two peaks are given.
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Figure B.1: LIF signal and fit for a fluence of 8.5 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 148 ± 34 m/s, v2 = 146 ± 34 m/s,
T1 = 3± 35 K, and T2 = 4± 35 K
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Figure B.2: LIF signal and fit for a fluence of 12 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 153 ± 25 m/s, v2 = 131 ± 3 m/s,
T1 = 5± 4 K, and T2 = 4± 2 K
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Figure B.3: LIF signal and fit for a fluence of 15 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 158 ± 14 m/s, v2 = 134 ± 0.8 m/s,
T1 = 9± 3 K, and T2 = 4.7± 0.6 K
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Figure B.4: LIF signal and fit for a fluence of 20 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 172 ± 3 m/s, v2 = 136.2 ± 0.1 m/s,
T1 = 17± 1 K, and T2 = 6± 0.2 K
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Figure B.5: LIF signal and fit for a fluence of 24 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 214 ± 2 m/s, v2 = 145 ± 0.2 m/s,
T1 = 69± 2 K, and T2 = 11.7± 0.3 K
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Figure B.6: LIF signal and fit for a fluence of 31 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 261 ± 2 m/s, v2 = 159 ± 0.4 m/s,
T1 = 175± 3 K, and T2 = 24.4± 0.7 K
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Figure B.7: LIF signal and fit for a fluence of 35 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 333 ± 8 m/s, v2 = 189.6 ± 0.9 m/s,
T1 = 381± 13 K, and T2 = 109± 5 K
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Figure B.8: LIF signal and fit for a fluence of 42 J/cm2, a neon flow rate of 9 SCCM, and
cell temperature of 20 K. The fit parameters are v1 = 357 ± 12 m/s, v2 = 203.8 ± 0.8 m/s,
T1 = 415± 18 K, and T2 = 139± 6 K
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Appendix C

Cell temperature scans using different
neon flow rates

The figures below show the emergence of the double peak structure during scans of the cell
temperature for different buffer gas flow rates (3, 10, and 20 SCCM). The behavior is similar
in all three cases, but the splitting takes place at higher cell temperatures as the flow rate
increases. While the fast peak is similar in all scans, the slow peak seems to reach later
arrival times as the flow rate increases, although the signal also decreases.

Figure C.1: A scan of the cell temperature from 14 to 25 K, using a neon flow rate of 3
SCCM and an ablation energy of 191 mJ per shot. The horizontal axis represents arrival
time (ms) while the vertical axis shows the flow rate (SCCM). The color shows the amount
of signal (photon counts) for a given timestamp and cell temperature.
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Figure C.2: A scan of the cell temperature from 14 to 25 K, using a neon flow rate of 10
SCCM and an ablation energy of 191 mJ per shot. The horizontal axis represents arrival
time (ms) while the vertical axis shows the flow rate (SCCM). The color shows the amount
of signal (photon counts) for a given timestamp and cell temperature.

Figure C.3: A scan of the cell temperature from 14 to 25 K, using a neon flow rate of 20
SCCM and an ablation energy of 191 mJ per shot. The horizontal axis represents arrival
time (ms) while the vertical axis shows the flow rate (SCCM). The color shows the amount
of signal (photon counts) for a given timestamp and cell temperature.
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