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## List of Abbreviations

BIM Beam Ionisation Monitor
FWHM Full Width at Half Maximum
KVI-CART KVI-Center for Advanced Radiation Technology
MU Monitor Units


#### Abstract

In narrow field proton dosimetry, a symmetrical and predictable dose profile is desired. In achieving this symmetry, using a LANEX/CCD camera and a paddle detector setup, a slit collimator was aligned with the direction of a 150 MeV proton beam. With the LANEX/CCD camera setup, a light image was measured of the proton field provided by the slit for various orientations of the slit collimator. Using the paddle detector the total number of protons passing through the slit collimator was measured. To assess the alignment a method was developed in Matlab using the FWHM of the dose profile as a function of the angle as a symmetry criterion. Gaussian's were fitted through the middle of these images and the FWHM was determined. A local minimum, at an angle of $0.10^{\circ} \pm 0.5^{\circ}$, in the FWHM, was found in the LANEX/CCD setup. In the paddle detector setup a maximum in the number of protons passing through the slit collimator, at an angle of $0.1022^{\circ} \pm 0.0145^{\circ}$, was found. Two studies were done at KVI-CART in $2001^{1}$ and $2019^{2}$ in which different LANEX/CCD setups were used. From the results of our study, the influence of the LANEX/CCD setup on the results of these two studies could be ruled out.


## 1 Introduction

In multiple disciplines, narrow field proton radiation is used. For example, radiosurgery, ${ }^{3}$ macular degeneration ${ }^{4}$ and sensor calibration. In narrow field irradiation, a recurring problem is high uncertainty in the dosimetry. The measured signal $M(x)$ of the experiments is a convolution of the lateral dose-response, $K(x)$, and the undisturbed dose distribution $D(x)$. By knowing the lateral dose-response and the measured signal of the beam, the received dose in a patient or device can be determined by deconvolution. Because of the small spot sizes of pencil beams, the internal structure of the detector becomes more important. This internal structure leads to a perturbation of the dose response of the dose detector and can be described by the lateral response function. To determine the lateral response functions of detectors the dose-profile needs to be known. The goal of this study is to develop a Matlab program to align a slit collimator to create a symmetrical and predictable dose-profile. For the alignment, a slit has to be parallel and in the middle of the beam, also called the isocentre. As the angle of the slit deviates from the isocentre an increase in the Full Width at Half Maximum (FWHM) was expected. The data used for the Matlab development is from an earlier experiment done at the Kern Versneller Instituut (KVI-CART), later referred as 'main data set'. ${ }^{2}$ To determine the influence of the detection method, LANEX scintillation screen and the camera, used in the main data set, an experiment was conducted. This experiment took place at the KVI-CART in Groningen. A 2 by 50 mm slit collimator was used to provide the narrow dose profile desired. The 150 MeV protons were obtained from the cyclotron. Images were taken from two different scintillator screens and two cameras were used. In both cases, the FWHM was determined as a function of the angle of the slit collimator. The influence of the different LANEX screens and cameras was deduced from the measured FWHM of the dose profiles obtained in the situation with the aligned slit collimator. In this report, the methodology is given followed by the results of the experiment. Lastly, a discussion and conclusion are given.

## 2 Methods

For the alignment of the slit collimator the isocentre of the beam needed to be found and a method of the slit collimator alignment developed. Using Matlab and the main data set, a method of finding the isocentre and the alignment is described in this section. A short description will be given on the acquirement of the main data set. Thereafter the experimental setup followed by the experimental approach is discussed.

### 2.1 Matlab code and main data set

How the main data set is acquired and the method of the alignment of the slit collimator is covered in this section. The main data set was acquired in an experiment at KVI in 2019. ${ }^{2}$ One of the goals of this experiment was to recreate the results from an experiment conducted at KVI in 2001. ${ }^{1}$ The setup used in this experiment is comparable to the setup described in section 1 . The experimental approach, however, is different. In the 2001 and 2019 experiment, the old camera/LANEX fine and the new camera/LANEX regular, was used, respectively. In this study the influence of the results of these configurations were tested by using both LANEX screens and cameras. In the experiments the angle of the slit collimator, that sits on a horizontal translational and rotational stage, was altered. These rotational data points from the 2019 experiment were used in this study for the development of the Matlab code. In developing the method for the alignment of the slit, Matlab version R2017b 9.3 was used ${ }^{1}$. For the horizontal alignment of the slit, the 50 mm circular field collimator, that was placed in front of the slit collimator, was used. Assuming that this collimator was positioned at the isocentre of the beam, the middle the of the field collimator was determined. For the rotational alignment, the FWHM was used as a indication of the deviation of the isocentre of the slit relative to the beam. The FWHM is a indication of the spread of a Gaussian curve and is defined as FWHM $=2 \sqrt{2 \ln 2} \sigma$ were $\sigma$ is the standard deviation. In the following subsections the details of the code are covered. The initialization, importing of the data and finally the analysis ${ }^{2}$.

### 2.1.1 Initialization

In the analysis of the data, multiple functions were defined. These functions have multiple parameters that can be changed. To pass these parameters to the functions, conventionally global variables are used. But these global variables are not recommended as they can interfere with internal variables of Matlab itself. Therefore

[^0]structures were used instead of global variables. Structures can contain multiple variables at once. This is convenient because then only one variable needs to be passed to the function to access all parameters. These parameters were stored in the structure called 'this'. To access the parameters in the structure dot notation is used. For example, if we want to access the parameter 'filter_dimension' in the structure 'this', one would write 'this.filter_dimension'. In this structure seven parameters can be changed by the user for optimal results from the analysis. In table 1 the description of all the parameters can be found.

Table 1: The parameters used and their description, their description will become more clear in the following section

| Parameter | Description |
| :--- | :--- |
| remove_background | When true removes background from the slit and the collimator images |
| use_colli_filter | When true use the 2d median filter over the collimator images |
| use_slit_filter | When true use the 2d median filter over the slit images |
| filter_dimension | Set 2d filter dimension in form: [x,y] |
| edge_procent | To isolate the slits from the noise a percentage of the maximum is used, value from 0 to 1 |
| alignment_index In the conversion from pixels to centimeters a scan is made at the location given in form: $[\mathrm{x}, \mathrm{y}]$ <br> deviation_hor_scan Sets the deviation of the horizontal scan for the two additional Gaussian fits |  |

### 2.1.2 Importing the data

In the analysis four categories, were one category is optional, of images are necessary. These four categories consisted of a background, a collimator image, the slit image and the optional alignment image. The images are shown in figures 1-4.


Figure 1: The background image including the background noise.


Figure 2: The unfiltered collimator image. From the scaling of the x and y axis the collimator does not look round, but in reality it is.


Figure 3: The unfiltered slit image.


Figure 4: The optional alignment image.

The background is a image of the 'background noise' present in all images except the alignment image. This image is therefore taken with the proton beam turned off and is shown in figure 1. In figure 2 an image of the unfiltered collimator is shown, the slit collimator is not present in the setup as this image is taken. When the slit collimator is placed in the setup, images of the slit for different angles can be taken. Multiple images were taken in this category for different angles of the slit, a example of such image is shown in figure 3. Lastly, a alignment image is place at the position of the LANEX screen. This alignment image, shown in figure 4, is not to confuse with the alignment of the slit. This image is taken for the conversion of pixels to centimeters.
For each category a function was written. In these functions the build-in command 'uigetfile' was used. When called, a selection window will pop up. When a file is selected the name and destination of the file are stored, only in the 'load_slits' function multiple files can be selected. Using this information the images are ready to be loaded. The images are intensity arrays of the pixel intensity stored as a 'fit' file. Therefore, the command 'fitsread' was used to import the images, and a matrix the size of the image is created containing the pixel intensity values. These set of operations are called in all of the four image category functions. From here, there are some differences in the functions. As shown in the figures 2 and 3 the background noise is still present. Therefore in these functions the background was pixel-by-pixel subtracted, if the parameter 'remove_background' is true, from all slit images and the collimator image.

### 2.1.3 The analysis

In finding the isocentre of the slits a two-way method was used. First, the collimator location is used for the horizontal alignment and secondly, the FWHM is used for the rotational alignment. The FWHM was chosen as one would expect that the FWHM would increase as the proton spread would increase as the angle of the slit would
increase. Before these two methods were applied some noise-cancelling was done. As seen in figures 2 and 3 there is some 'salt and pepper' noise in the image. ${ }^{5}$ Even after the subtraction of the background some of the noise is present. Therefore a 2 d median filter was used. For every pixel in the image, the neighbourhood of a $N \times M$ window, the value of that centre pixel was set to the median of the window. As mentioned in section 2.1.1 this window dimension is set in the variable 'filter_dimension'.


Figure 5: The filtered collimator image with a filter dimension of $7 \times 7$


Figure 6: The sum of the rows for finding the $y$ centre of the collimator.

As seen in figure 5 the 'salt and pepper' noise is removed. The filter was also applied on all the slits. In finding the centre location the shape of the field collimator was taken as an advantage. When the image is projected onto the x and y axis a maximum would appear. This projecting was done using the sum of the rows for the y axis and the sum of the columns for the x axis. As one can see in figure 6 the centre is found by finding the index of the maximum. This was done for the x and y axis to get the x and y value for the middle of the collimator.


Figure 7: All values above $0.3 *$ maximum value are in yellow


Figure 8: All values above 0.5* maximum value are in yellow

This projecting method could not be used for the slits as the horizontal profile did not had enough contrast. Therefore the slit edges would be found first and the middle would be derived from that. In finding the edges of the slit, the slit needed to be isolated first from any noise that could be present in the image. For this isolation a new parameter, 'edge_procent', was introduced. This parameter was multiplied by the maximum value in the image. All the pixel values in the image that were greater and smaller were set to 1 and 0 , respectively. In figures 7 and 8 these logical images for different value of 'edge_procent' are shown. It is obvious that the edges of the slit are more clear in figure 8 . For the optimal results a small experiment was done to find the best combination parameters. In the experiment of 2001 a $3 \times 3$ 2d median filter was used. ${ }^{1}$ From literature, a $7 \times 7$ filter was used without loss of resolution. ${ }^{6}$ The best results were achieved with the edge_procent set to a value of 0.5 and the filter dimension set to $7 \times 7$.

When the slits were converted to logical images, vertical and horizontal scans were made over the x and y axis, respectively. While these scans were made, the scans were checked when a value was equal to one in the scan. Then the index of the first value and the index of last were appended in different arrays. In figure 9 maximum of the indices of the vertical scans are plotted. By taking the maximum of this array the index of the top edge of the slit is found. This process was repeated for the horizontal axis.


Figure 9: The maximum of the indices of the verticals scans.

Until now the pixel size is unknown. Using the alignment image, the pixel size was determined. This was done by making a horizontal and vertical scan at the locations given in the parameter 'alignment_index'. The mean and the standard deviation of these scans were then calculated. A threshold was introduced equal to the mean minus the standard deviation. All values of the array above this threshold were set to 1 and all the values below this threshold were set to 0 , see figure 10 .


Figure 10: The vertical scan, at the $x$ value of 500 , of the alignment image including the threshold.

Now the maximum distance of the blocks were derived. When there is a other feature in the image this would cause the boolean blocks to be smaller and therefore the maximum distance was chosen. As one block would be equal to 53 pixels, the pixel width is equal to 0.188 mm , this applies to the new camera as used in the 2019 experiments.
As the goal is to compare the FWHM against the angle, the angles of the slit needed to be extracted from the image names. Because the file names of the images are all in the same format, Angle_Position', the rotational and positional data did not have to be hard coded, but could be extracted from the file name itself.
In the final analysis the FWHM of the slit is determined. To be sure that the slit was aligned in the rotational $z$ axis three fits were made. In figure 11 the three scans are shown. These scans are determined by the middle of the slit and the parameter $\pm$ 'deviation_hor_scan'.


Figure 11: The three horizontal fits. The red dot corresponds to the middle position of the field collimator.

### 2.2 Experimental setup

In the experimental setup, a 150 MeV proton beam was used from the KVI cyclotron. The proton beam was directed at a 1.44 mm homogeneous lead scatter foil. This creates a Gaussian proton scatter pattern after the foil by the Coulomb interactions between the protons of the beam with the lead atoms.. ${ }^{7}$ To approximate a flat field the 50 mm field collimator was placed at approximately 3 m from the scatter foil. The slit collimator was placed directly after the field collimator on a translational and rotational stage. The dimensions of the slit were 100 mm by 2 mm in length and width, respectively. After the protons exited the slit collimator they hit the LANEX scintillation screen at 16 cm behind the slit collimator. In the LANEX screen, protons deposit part of their energy which is converted in to scintillation photons. These photons were reflected of a $45^{\circ}$ degrees off axis mirror and then registered by a CCD camera. In figure 12 the experimental setup is shown. In the experiment, two different LANEX screens and two different CCD cameras were used. This was done to examine the effect of the different LANEX screens and the cameras on the results. After the experiment with the LANEX screens and the cameras were done, a paddle was used. The paddle is a plastic scintillator that converts the light created by the scintillation, to a voltage pulse by a photomultiplier. Every pulse
represents one proton passing through the paddle detector. Therefore the number of the protons passing through the paddle is measured for a certain amount of time compared to the protons that pass through the BIM (Beam Ionisation Monitor). For each rotation a equal number of Monitor Units (MU) are given and the number of protons is measured.


Figure 12: A schematic of the experimental setup

### 2.3 Experimental Method

After the experimental setup was build and working the experiment was ready for operation. The experiment was done in four steps, see table 2. Before every step an image was taken while the beam was off for a background image. Thereafter a image was taken of the field collimator without the slit in place. Then the slit was set in position and the alignment could begin. First, a rough alignment was done using lasers. An image was taken and loaded into the Matlab code to see the horizontal alignment of the slit relative to the field collimator. When the slit was centered the experiment could begin. In step 1 of the experiment the angle was changed from $-1^{o}$ to $+1^{o}$ in steps of $0.1^{\circ}$. Four additional images were taken with the angle $\pm 1^{\circ}$ to $\pm 2^{\circ}$ in steps of $0.5^{\circ}$. In steps 2,3 and 4 , three images were taken with the angles from $-0.1^{\circ}$ to $0.1^{\circ}$ in steps of $0.1^{\circ}$.

Table 2: The equipment used in steps of the experiment

|  | Fine LANEX | Regular LANEX |
| :--- | :--- | :--- |
| New Camera | Step 1 | Step 2 |
| Old Camera | Step 4 | Step 3 |

After the experiments with the LANEX screens and cameras were done, the paddle was installed at the position of the LANEX screen. Using a Labview program, 5 measurements of 3 seconds of exposure were done for the same angles as in step 1 of the experiment. In appendix B the experimental notes can be found.

## 3 Results

In this section the results of the experiment and the Monte Carlo simulations are presented and compared. The simulation results are from a Monte Carlo simulation with the same geometry as in the experiments. ${ }^{8}$ As the experiment consisted of two separate parts, the alignment and the LANEX and camera influence, these two parts are given separately in the following sections.

### 3.1 The Alignment

Before the influence of the LANEX screens and the cameras could be examined, the slit needed to be aligned. This was done using the step 1 setup given in section 2.3. As mentioned in section 2, the horizontal alignment was achieved by aligning the slit collimator to the middle of the field collimator. This was done using the red dot that is shown in figure 11. When the best horizontal position was found, the angle of the slit collimator was altered. In figure 13 the horizontal scan through the middles are shown for different angles.


Figure 13: The horizontal profiles trough the middle of the slits at different angles. Note that only the positive angles are shown for clarity.

As one can see the highest maximum is at a angle of $0.1^{\circ}$. Also can be seen that, as
the angle increases, a second maximum is created and the primary maximum goes down. This second maximum looks like it is created at a angle of $0.7^{\circ}$. At the high angles, $1.5^{\circ}$ and $2^{\circ}$, the primary maximum is lower than the secondary maximum. In determining the FWHM's, Gaussian's were fitted to the scans. These Gaussian fits are shown in figure 14.


Figure 14: The corresponding fits of the horizontal profiles through the middle of the slits at different angles and their $R^{2}$ values are given in the legend. Only the positive angles are given.

Just as in figure 13 the highest maximum is at the angle 0.1 and the Gaussian fits best to the data based on the $R^{2}$ value. As the second maximum is developing at a angle of 0.7 the $R^{2}$ value drops below 0.9. This makes sense as the second maximum is causing the profiles to look less and less like a Gaussian. Also the width of the Gaussian's increase as the the angle increases. This width is indicated by the FWHM of the curves.

In figure 15 the mean of the three Gaussian's fitted, as seen in figure 11, against the angle of the slit collimator. Also the FWHM of the simulated profiles are presented in the figure.
In the figure the highest value of the FWHM is at $\pm 2^{\circ}$. But looking at the error bars the standard deviation of the FWHM of the three Gaussian's are also the highest. This can mean that the slit is not homogeneous in the y-axis. The minimum of the FWHM is hard to see in this figure, therefore in figure 16 a zoomed in version is given on the small angles.
A local minimum is seen. This local minimum is located at the angle $0.1^{\circ}$. But from the figure the uncertainty is obtained and equal to $\pm 0.5^{\circ}$. As the angle deviates from the local minimum the standard deviation increases and is at maximum when the FWHM is at a secondary maximum.


Figure 15: From the three fits, the mean of the FWHM of the fits were taken against the angle for the same translational location. The error bars are $\pm 3 \times$ the standard deviation of the three FWHM's. The simulated results are from the Monte Carlo simulation ${ }^{8}$


Figure 16: The zoomed in version of figure 15 for the small angles.


Figure 17: The experimental and simulated values of the paddle, the error bars are $\pm 3 \times$ the standard deviation.

For the paddle alignment analysis the results are given in figure 17. Where the mean of the number of protons of five, 3 second measurements are given and normalized. The experimental maximum is found at $0.1^{\circ}$. As the middle of the slit collimator is already known in the simulation, the maximum is at $0^{\circ}$. Furthermore the shape of the simulation look is a good approximation of the experimental values. In the figure a Gaussian is fitted to the experimental data. The maximum of this Gaussian is at an angle of $0.1022^{\circ}$ with an uncertainty of $\pm 0.0145^{\circ}$.

### 3.2 LANEX and Camera comparison

In the LANEX and camera analysis the best alignment was used at $0.1^{\circ}$. Now the steps from section 2.3 could be compared. In figure 18 the horizontal scans of the four steps are shown. What stands out is that the values overlay each other and the shape is the same as the LANEX is altered. Gaussian's were fitted to these scans and are shown in figure 19. The mean of the FWHM's of these Gaussian's is 0.2447 with a standard deviation of 0.0051 .


Figure 18: The normalized intensity comparison of the LANEX screens and the camera's. The middle of the slits are all centred at


Figure 19: The normalized intensity comparison of the LANEX screens and the camera's

## 4 Discussion

This study was intended to develop a method using Matlab for the alignment of the slit collimator in proton beam experiments. The main goal was to create a narrow, schematic and predictable dose profile used in radio-surgery, ${ }^{3}$ macular degeneration ${ }^{4}$ and sensor calibration.
To achieve this dose profile the FWHM was used of a Gaussian fit to the horizontal scan through the middle of the slits images. This method seems to be effective as a local minimum was found. As the angle of the slit increases, more Coulomb scattering takes place with the walls of the slit collimator. This creates a second offset Gaussian relative to the primary Gaussian. ${ }^{7}$ Next to the local minimum two maxima are found. At these maxima the standard deviation looks to have a maximum too. Therefore the slit profile loses it's homogeneity in the vertical direction.
In determining the influence of the LANEX screens and the cameras used in the $2001^{1}$ and $2019^{2}$ experiments. The horizontal profiles through the middle of the slit collimator were compared. As seen in section 3.2 the profiles overlap each other and the shape is the same. Therefore the influence of the camera and the LANEX screens could be neglected in the alignment of the slit collimator.
As the method using the FWHM works in the alignment of the slit collimator, the paddle method worked too. As the paddle detector had a maximum and the LANEX/CCD method had a local minimum, the paddle method would be preferred
as a maximum is simpler to determine. The downside of the paddle method is that a spatial resolution dimension is lost, from 2 D to 1 D , as the paddle only counts the protons that hit it. Also the horizontal alignment would be difficult as the 2 D profile is unknown and thus there is no distance indication.

## 5 Conclusion

In the alignment of the slit collimator using the FWHM the hypotheses was that the FWHM maximum would increase as the angle of the slit collimator would increase. From the result one would state that this is true. A minimum was found at the best aligned angle. However this minimum is a local one, as the angle increases and passes a maximum a lower minimum was found. In future analysis the standard deviation could be included in the method, as this would increase as the angle increases.
In the LANEX and camera comparison a neglected influence was expected in the alignment of the slit. From the comparison experiments it is concluded that this is true. The same dose profile was acquired with the different LANEX screens and cameras.
In further research the paddle detector would be a good alternative for the alignment of the slit collimator. But as stated earlier the horizontal alignment and a spatial resolution dimension would be lost. In fitting the data, a linear combination of Gaussian's could be more accurate as the second Gaussian, created by the Coulomb scattering, would appear in the fitted data.
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## Quick start

1. Before running the code make sure that the file names of the slits that will be analysed are in the format 'Angle_Position'. Example: 'Deg-02_Pos23.8.fit' so here the angle is $-0.2^{\circ}$ and position 23.8 mm .
2. In the initialization the parameters for the analysis can be change to your specifications. A description of all the parameters can be found in subsection 2.1.
3. After the initialization the code can be run. If there is no variable named 'data' in the workspace a selection window is opened to select the collimator fit file. After the collimator is selected a new window is opened asking to select the background. If your want to get the pixel to centimeter ratio a alignment file is asked for opening, this is optional. And finally a window to select the slits. Note: Multiple slits can be selected and opened.
4. Calling the function 'showimage(data)' in the command window will open all necessary images for the alignment. In the images horizontal and vertical lines are drawn. These are the scans used in the analysis of the images. The red point in the images is the middle of the collimator and is therefor useful for the alignment.
5. For further analysis of the images additional information is given in section 2 . And more detail are given in the subsections.

## 1 Introduction

This manual is written for the Matlab code for the analysis of fit files from the proton beam experiment at the KVI in Groningen. Here protons with 150 MeV are projected to a 1.44 mm thick lead scatter foil followed by a 50 mm diameter field collimator to create a homogeneous proton field. Thereafter a slit collimator is placed. To get the field as narrow as possible, its important that the slit is perfectly aligned with the field collimator. Slight deviations in the alignment can cause various dose perturbations. For detecting the protons a scintillating screen and CCD camera setup is used. The data from the camera is the used for the alignment or analysis of the experiment.

## 2 Main File

For an overview of the code, there is a initialization part a loading part and a analysis part. The initialization part is covered in subsection 2.1. The loading part is pretty self explanatory it loads in the fit files. For the analysis part there are eight functions that manipulate the data, these functions are more detailed described in the following subsections.

### 2.1 Initialization

Because there are multiple functions used in the analysis and alignment, a structure is used to read and write the parameters and data. For the parameter that the user can change is stored in the structure called 'this'. All the image data and the analysis data is stored in the structure called 'data'. This is done to keep everything nice and organized and it is convenient for reading and writing in a external function. In the code the meaning and usage of the parameters are given.

### 2.2 Loading the files

There are four functions for loading in the necessary files for the analysis and alignment. Loading the collimator, background, alignment and the slits. In all of these functions the names of the files are extracted and stored in the structure 'data'. In the functions 'load_slits' and 'load_colli' the background is subtracted depending on the value of the parameter 'this.remove_background'

### 2.3 The analysis

For the analysis of the images a median filter is applied. Because the name of the files also contain important information, the name of the files is read and stored. For finding the middle of the slits the edges are detected next, this is also done for the collimator. Thereafter the middle difference of the slits relative to the collimator is found. To get the pixel to centimeter ratio the alignment scan is made and a nested function 'pixel_to_centi' is called. The slit scans are stored and finally a Gaussian is fitted through the horizontal scan of the slits.

## B Experimental notes





[^0]:    ${ }^{1}$ It is recommended to use the same version of Matlab when running the code
    ${ }^{2}$ In appendix A quick start manual is included

