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Abstract

In this thesis we study the theory of Hopf algebras and their applications to q-deformation
of physics. As an example of q-deformation we study the q-deformed quantum harmonic
oscillator. We develop the basic theory of Hopf algebras, and generalize this to Hopf algebra
objects in arbitrary braided categories. We also discuss the representation theory of Hopf
algebras and their connections to algebraic topology; in particular braid- and knot theory.
As applications we derive knot invariants from several particular Hopf algebras, and we
demonstrate a Tannaka-Krein duality for Hopf algebras. We then discuss the systematic
q-deformation of basic physics, including an explicit description of q-deformed Minkowski
spacetime. Finally, we discuss the consequences of such a q-deformation for models of phys-
ics. This includes a dicussion of basic q-deformed field theories on q-Minkowski spacetime.
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1 Introduction

We begin with some historical notes. The formalism of quantum field theory (QFT) was de-
veloped over the last century, and has given rise to the now well-known theories of quantum
electrodynamics (QED) and the standard model of particle physics, to name a few. The applic-
ability and accuracy of these theories are unprecedented, and they stand as our best descriptions
of reality to date.

Nevertheless, even modern quantum field theories are plagued with inherent problems; es-
sentially the same problems that the pioneers of QFT grappled with initially. In the 1930’s,
much of the foundations of QFT were already developed by Dirac, Heisenberg, etc. At the
time they found that the theory contained insurmountable divergences, and they were ready to
abandon it: in 1937 Paul Dirac had said [1]

“Because of its extreme complexity, most physicists will be glad to see the end of
quantum electrodynamics.”

The founders of modern quantum theory (e.g. Bohr, Born, Dirac, Heisenberg) believed that the
deeper reason for the divergences in QFT lies in an inadequate description of spacetime. After
all, it had been demonstrated by Einstein with his theory of relativity that a correct description
of spacetime geometry is essential to Physics. Hence it was believed that spacetime itself was
also in need of a quantization scheme in order to resolve the problems of QFT: for instance this
was proposed in 1938 by Heisenberg [2].

It took a new generation of physicists (Feynman, Schwinger, Tomonaga, etc.) to finally solve
the divergences in the 1950’s. Their approach is called renormalization theory, and it provides
results of outstanding accuracy. With the success of renormalization, the ideas of a quantization
scheme on spacetime faded.

New problems arise when we wish to introduce gravity to QFT: while QFT describes the
world of particles and its forces very accurately, it does not contain any description of gravity.
The reason for this is simple: gravity has approximately 10−30 times the strength of the strong
nuclear force, and 10−25 that of the weak nuclear force. Thus gravity is completely negligible on
the scale of quantum field theory! The reason that we notice gravity at all is that it is exclusively
attractive and acts over arbitrary distances. This allows gravity to be the dominating force on
very heavy (electrically neutral) objects, over very large distances; e.g. the dynamics of the solar
system. For esoteric reasons, it is naturally believed that all of physics should be described by a
single coherent theory, and hence we wish to include gravity into QFT. The problem with this
is that gravity is not renormalizable as a quantum field theory. For a pedagogical exposition of
this fact, see [3].

This brings us to reconsider renormalizability: renormalization allows us to neglect quantum
processes that yield divergences, via a perturbative treatment. This is because, in a renor-
malizable theory, such processes are strongly suppressed at the energy scales normally under
consideration. As such it is very well possible that renormalizable theories are a low-order
approximation of something more fundamental, which could very well be non-renormalizable.
More-over, the extreme relative weakness of gravity may be an indication that it is indeed a
higher-order effect which should be described by a non-renormalizable theory [4].

This flies in the face of much of what was accomplished since the 1950’s: if we are serious
about calling renormalization into question for the development of a unifying theory, then we
must return to the 30’s and again face the divergences of QFT. Due to this consideration, the
idea of a quantization scheme for spacetime (together with other related regularization schemes)
has enjoyed renewed popularity in recent decades.
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1.1 q-Deformation

One approach to regularization of physics and quantization of spacetime is that of q-deformation.
This is a deformation of some physical system via a parameter q. The classical system is
recovered in the limit q → 1, and q is to be thought of as ‘close to 1’. This is analogous to the role
of ~ in deforming function algebras when canonical quantization is imposed, except that ~ is to
be though of as close to 0. It is possible to impose a quantization scheme on spacetime (t, x, y, z)
by q-deforming its function algebra, so that e.g. x and y no longer commute, but may instead
satisfy xy = qyx. This noncommutativity of spacetime is analogous to the noncommutativity of
position and momentum that is induced by caconical quantization. This is related to the more
general development of noncommutative geometry concepts: another example of such concepts
is found in the theory due to Alain Connes [5].

In principle, for any given system there are many ways to q-deform. There is no rule that
tells us where to insert q’s, so choosing any particular q-deformation may seen rather ad-hoc.
A systematic prescription of q-deformation for flat (Minkowski) spacetime and much of its
structure (e.g. derivatives and differential forms) is given by the formalism of braided geometry,
developed by Shahn Majid in the mid-1990’s [6]. An introduction to this is given in the next
subsection. First, we sum up the concrete motivations for q-deformation [6]:

• A q-deformed theory of physics, in particular of QFT, may a step in the right direction
towards developing a non-renormalizable, unified theory of quantum gravity. We should
especially keep an open mind to this idea in light of the issues with renormalization, and
the possibility that renormalizability is not a physical requirement.

• The q 6= 1 world may have less singularities than our usual geometry. For instance some
of the infinities in QFT may actually be poles of the form 1

q−1 . There are two points of
view here: either the q-deformation serves as a mathematical tool of q-regularization, or
the q 6= 1 world really is a crude (perhaps first-order) model of quantum corrections to
spacetime. Even if the q-deformation is only a non-phyiscal regularization tool, then it is
more systematic and less brutal than e.g. an arbitrary momentum cutoff.

• Not all systems are q-deformed equally elegantly. The requirement of q-deformalizability
or continuity of physics at q = 1 may help as a tool to single out natural structures in
physics, by degenerating accidental q = 1 isomorphisms.

• In the particular braided geometry theory of q-deformations, interesting unifications oc-
cur. Namely, we will see a unification of the ideas of continuous symmetry and of grading,
i.e. supersymmetry in the case of a Z2-grading. We will also cast q-deformed Minkowski
spacetime as a q-deformed enveloping algebra of the Lie algebra su(2)⊕ u(1): an iso-
morphism that is not at all apparent for q = 1. This may have interesting implications
for a possible development of q-deformed field theory, since SU(2)⊕U(1) is the symmetry
group of electro-weak theory.

• If it is indeed the case that our q = 1 geometry is a special case of something more
fundamental or general that works just as well mathematically, then there is no reason we
should limit ourselves to q = 1 [6].

1.2 Braided Geometry

As stated in the last subsection, braided geometry is the formalism for a systematic approach
to q-deformation. The study of braided geometry will take up most of this thesis. Its language
is that of braided categories and Hopf algebras; both unfamiliar objects that are mathematically
interesting in their own right, and require extensive introduction. Here we provide the basic
ideas and intentions of braided geometry.
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The key notion is that there are in fact two kinds of noncommutativity. First there is an inner
noncommutativity, which is that between components of a single physical system. For instance,
the noncommutativity of canonical quantization is between position and momentum of the same
single system. Then there is also an outer noncommutativity possible; a noncommutativity
between components of two separate systems. The simplest example is that of fermions: they
are anti-symmetric under interchange, meaning they exhibit perfect anticommutativity. (Note
that inner noncommutativity can occur as an example of outer noncommutativity occuring
between two copies of the same system.)

The idea of braided geometry is to associate a q-deformation to this second, outer kind of
noncommutativity. We shall see that this also implies some inner noncommutativity, but as a
special case. This outer commutativity turns out to be the key for a systematic q-deformation
of all of physics: the approach of braided geometry is to replace the ubiquitous category of
vector spaces by a q-deformed version. This version has a q-deformed tensor product ⊗, which
introduces factors of q in a systematic way. Much of basic physics is constructed from vector
spaces, so if we can succeed in deforming the entire category of vector spaces, then we obtain
q-deformed versions of all our favorite constructions ‘for free’.

The q-deformed category of vector spaces will turn out to be what is called a braided category,
equipped with a braided tensor product. We will later see why the terminology ‘braided’ is used;
for now it is just a name. A braided category is also equipped with a ‘braiding’ Ψ. This map
is a generalization of the vector space map

τ : V ⊗W →W ⊗ V :
∑

v ⊗ w 7→
∑

w ⊗ v.

If this map is no longer trivial, then it models the outer noncommutativity in our braided
category (and the inner noncommutativity, if V = W ). Thus the braiding Ψ is the origin of
all the q-deformations coming out of braided geometry. For this reason, the terms ‘q-deformed’
and ‘braided’ are sometimes used interchangeably.

So far, we have seen no mention yet of Hopf algebras. These are algebraic structures built
from vector spaces, that are related to the usual notion of an algebra. If we define Hopf
algebras in a purely arrow-theoretic (i.e. categorical) way, then we can generalize them to
Hopf algebras in an arbitrary braided category or more succinctly: braided groups. Considering
braided groups as Hopf algebras (just ones that live in some braided category), we will find that
Hopf algebras play two central roles in braided geometry: first recall that the category of vector
spaces is deformed to a braided category. The individual vector spaces themselves are then also
deformed, but we will be particularly interested in the function algebras on those vector spaces.
These will be braided groups, and this is the first important appearance of Hopf algebras. The
other appearance is more fundamental. It can be though of physically as a deformation of the
symmetry groups of our vector spaces, e.g. the q-Lorentz group for q-Minkowski space. More
precisely we will find that the braided category in which our braided groups reside is generated
by some Hopf algebra. This Hopf algebra plays the background role of describing the braiding
Ψ via its actions on the braided groups. Thus the theory of braided geometry hinges on Hopf
algebras at a very fundamental level.

1.3 Why Hopf algebras?

So far we have thoroughly motivated the role of braided categories in the braided geometry
approach to q-deformation: they allow us to q-deform the entire category of vector spaces. To
finish this introduction, we finally motivate the use of Hopf algebras for braided geometry.
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This motivation is partly due to Shahn Majid’s personal view on the role of representation
theory in physics. In [7] he argues that a theory of physics fundamentally describes two things:
the physical systems and processes that occur externally from our perception, and the repres-
entations of those systems which we are able to measure. A complete theory of physics should,
in his view, be able to describe both physical systems and their representations. This motivates
the need to describe physics in terms of structures with a suitably nice representation theory
and self-duality. Otherwise, suppose that we have a theory of physics X0. The need to describe
both systems and their representations then drives us to consider the representations X̂0. If X0

and X̂0 are not described by the same theory, then this provides us with an ‘engine’ that drives
the invention of a new theory X1 that encompasses both. We can then consider X̂1, construct
X2 accordingly, etc. This process can only halt if Xn = X̂n for some n, in which case we speak
of a representation-theoretic self-duality [7].

It is also possible that the process we have described halts at a theory that is not general
enough to describe reality. In this case we also have reason to generalize. A perfect example of
this is classical mechanics in Rn. The Hamiltonian formalism of classical mechanics elegantly
puts position and momentum on an equal footing. Here the representations of position space
are precisely momentum space, and the representation-theoretic self-duality manifests itself in
the Born reciprocity [7]. This is invariance of Hamilton’s equations under x → p, p → −x.
Majid’s larger landscape of structures in physics (that may or may not be self-dual) is depicted
in figure 1.1. Here Rn fits under the heading of ‘Abelian Groups’, and in this thesis we will
delve into the rectangle labelled ‘Quantum Groups’.

Figure 1.1: Structures along the central axis are representation-theoretically self-dual. Arrows
indicate generalization; arrows with ‘?’ marks are speculative. Taken from [7]. Here ‘quantum
groups’ is used synonymously with ‘Hopf algebras’.

In section 5 we will discuss the representation theory of Hopf algebras. We will find that the
structure of a Hopf algebra is precisely right to allow for a very coherent representation theory:
we can form tensor products and duals of representations, and in the special case that our Hopf
algebra is quasitriangular the representations form a braided category. We will make use of this
at a very fundamental level for the development of braided geometry. We also have that the
dual of a (finite-dimensional) Hopf algebra is again a Hopf algebra, and that any Hopf algebra
can be uniquely reconstructed from its representations. This all suggests that Hopf algebras
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indeed exhibit the representation-theoretic self-duality that Majid’s philosophy demands for a
complete theory of Physics. This does not mean, however, that Hopf algebras are sufficiently
general to unify all of physics; we only suggest that they are a step in the right direction.

In conclusion, the reason for Hopf algebras in braided geometry is two-fold:

• The coherent representation theory of Hopf algebras satisfies the esoteric requirements of
Majid’s philosophy for unifying theories.

• As stated before, the theory of braided geometry hinges on Hopf algebras on a fundamental
level: this is made possible precisely by the representation theory of Hopf algebras, mainly
because Hopf algebra representations provide us with a broad class of braided categories.
We will see that these braided categories are exactly braided versions of the category of
vector spaces. Thus the representations of Hopf algebras are precisely what allows them
to generate our deformed category of vector spaces.

1.4 Outlook

To finish the introduction, we give a brief outlook of what lies ahead:
The next section provides a first example of q-deformation: in it we discuss the q-deformed

quantum harmonic oscillator, and many of its physical features. We derive the spectrum of the
q-oscillator and show that it admits states of arbitrarily low position-momentum uncertainty.
The q-oscillator is an ‘inner noncommutativity’ q-deformation, and hence it is not related to
braided geometry. Instead it finds applications in modelling molecular spectra. For our purposes
it is also a relatively simple and concrete example, to help introduce the ideas of q-deformation.
This section is entirely physics-oriented (or slightly chemistry-oriented, at points).

Section three is an introduction to the basic mathematical structures that we will need in
the rest of the discussion. Most central is the notion of Hopf algebras which we will encounter
in all the following sections, in some incarnation. As such, this section is almost entirely
mathematical.

In the fourth and fifth sections we delve deeper into the theory of Hopf algebras. We will
need the theory developed here in subsequent sections, but both of the topics addressed in
these sections have very interesting mathematical applications as well. In the fourth section we
discuss the relationship between Hopf algebras and knots. We derive several knot invariants from
specific Hopf algebras, and along the way we develop important concepts like quasitriangularity.
We also discuss the ‘braided diagrams’ introduced in the second section in more formal detail.
This section is completely mathematical. In the fifth section we discuss the representation theory
of Hopf algebras and more generally of braided groups. We discuss the explicit construction
of a class of braided categories, which are necessary for q-deformation. We also show how a
Hopf algebra can be recovered from its ‘category’ of representations, proving a Tannaka-Krein
duality for Hopf algebras. This section is also purely mathematical.

In the sixth section we apply all the theory developed so far to give a systematic q-
deformation of the basic ingredients of physics. This section is the main body of the work:
all preceding sections develop the context to carry out the q-deformations of this section, and
the sections after it explores the implications of the theory developed here. In order, we give
q-deformations of vectors and covectors, symmetry groups, differentiation, and exterior algebra.
These q-deformed mathematical notions are the foundations for a development of q-Minkowski
spacetime and q-deformed field theory. The intentions of this section are purely physics-oriented,
but due to the relatively high level of mathematical sophistication this section is very mathem-
atical in its approach.

In the seventh section we use the previously developed material to construct q-deformed
Minkowski spacetime. To this end we move through the concept of braided matrices, casting
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regular Minkowski spacetime as a space of Hermitian matrices. This section is purely physics-
oriented.

In the eighth we discuss the implications of the q-deformations developed in the preceding
sections. We use the theory of q-deformed exterior algebra to give a basic q-deformed scalar
field theory on q-Minkowski spacetime. Next we give a remarkable isomorphism between q-
Minkowski space and a q-deformed enveloping algebra of the electro-weak symmetry group.
Lastly, we suggest a unification of the fundamental ingredients of q-Lorentz symmetry and
supersymmetry. This section is again purely physical.

Finally, the ninth section is a discussion of what is achieved in the thesis. We give a summary
of the main results, and provide some context on the current state of research in the direction
of q-deformation.
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2 The q-Harmonic Oscillator

In this short section we discuss a first example of q-deformation: the q-deformed one-dimensional
harmonic oscillator, or q-oscillator. Since the harmonic oscillator is one of the most basic
physical systems, this is a relatively simple q-deformation. As such, there will be no need
yet for the complicated formalism of Hopf algebras or braided groups. (Meaning that this
deformation is relatively ad-hoc.) These are only necessary later on, for the q-deformation of
e.g. Minkowski spacetime which we will do in section 6. However, we will encounter ideas and
notation of q-deformation that will carry over to section 6.

After we have sufficiently described the q-oscillator and its spectrum, we will go on to
consider some of the physical characteristics of the q-oscillator model. Most notable among
these is the Heisenberg uncertainty principle: we will find that the q-deformed model allows for
states whose q-deformed position and momentum operators have arbitrary low uncertainty.

2.1 The Quantum Harmonic Oscillator

Before we can deform to the case q 6= 1, we must thoroughly understand the classical q = 1
case that we wish to generalize. In our case, this is the quantum harmonic oscillator given by
the following Hamiltonian

H =
p2

2m
+

1

2
mω2x2.

Here ω is the oscillator’s frequency, and p = −i~ ∂
∂x is the momentum operator. From now on

we will work in units such that ~ = 1; hence p = −i ∂∂x . To recast this Hamiltonian we write it
in terms of two new operators a± defined as

a± :=
1√

2mω
(∓ip+mωx). (2.1)

Using the canonical commutation relation [x, p] = i we find that

[a−, a+] =
1

2
(−i[x, p] + i[p, x]) = 1.

It is also straightforward to show that [8]:

a+a− =
(mω

2

)(
x2 +

p2

m2ω2

)
+
i

2
[x, p]

=
H

ω
− 1

2
.

We may thus recast the Hamiltonian as

H = ω

(
a+a− +

1

2

)
.

Using the commutator [a−, a+] = 1 we can also write this as

H =
ω

2
(a+a− + a−a+) .

The operators a± are referred to as ‘creation’ and ‘annihilation’ operators respectively. They
are to be though of as creating or annihilating an energy ω in the system. This interpretation
is sensible due to the following result:

Lemma 2.1. Let H be the quantum harmonic oscillator Hamiltonian, and let ψ be an energy
eigenfunction of H such that Hψ = Eψ with E ∈ R. Then a+ψ is an energy eigenfunction with
eigenvalue E + ω, and a−ψ is an eigenfunction with energy E − ω.

9



Proof. Using that [a−, a+] = 1, we compute that

H(a+ψ) = ω

(
a+a− +

1

2

)
a+ψ

= ωa+

(
a−a+ +

1

2

)
ψ

= a+ω

(
a+a− + 1 +

1

2

)
ψ

= a+(H + ω)ψ = a+(E + ω)ψ = (E + ω)a+ψ.

Similarly H(a−ψ) = (E − ω)a−ψ. Alternatively we can note that

[H, a+] = ωa+ and [H, a−] = −ωa−.

Hence the operators a+ and a− give us many states of energy E + nω for n ∈ Z, assuming
that we have some starting eigenstate. To find such a state, we postulate the existence of a
‘vacuum state’ |0〉 such that

a−|0〉 = 0.

This condition means exactly that the vacuum state is ‘empty’; no energy can be removed from
it by a−. This condition is equivalent to the following differential equation:

1√
2mω

(
∂

∂x
+mωx

)
|0〉 = 0,

The normalized solution of this equation is given by [9]:

|0〉 =
(mω
π

) 1
4
e−

mω
2
x2 .

We wish to note that the existence of the vacuum state is not an ad-hoc postulate: if we do
not put in place a state that is annihilated by a−, then we could apply a− repeatedly to obtain
eigenstates of H with negative energies. This is impossible: since the minimal value of the
harmonic oscillator potential 1

2mω
2x2 is 0, such states are not normalizable. For a pedagogical

explaination of this fact, see [9, Ch.2]. This argument necessitates the existence of |0〉. We
shall see that a more sophisticated version of this argument also necessitates a vacuum state
for certain values of q 6= 1.

Applying H, we find that |0〉 is an energy eigenstate with

H|0〉 = ω

(
a+a− +

1

2

)
|0〉 =

1

2
ω|0〉.

Starting at the vacuum state, we can apply a+ repeatedly to generate excited states |n〉, in-
creasing the energy by ω each step. Thus the state |n〉 that is created after n applications of a+

has energy
(
n+ 1

2

)
ω. This process determines the states |n〉 up to normalization. The normal-

ization can be calculated analytically [9], and in fact the creation and annihilation operators
act on eigenstates as

a+|n〉 =
√
n+ 1|n+ 1〉,

a−|n〉 =
√
n|n− 1〉.

Hence the normalized n-th excited stated is given by

|n〉 =
1√
n!
a+

n|0〉.
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Finally, the harmonic oscillator has the notion of a coherent state. This is defined to be an
eigenstate |λ〉 of the annihilation operator, i.e. a state such that a−|λ〉 = λ|λ〉. An example of
such a state is

|λ〉 = c0e
λa+ |0〉.

where c0 is a normalization constant. Indeed, we compute that

a−|λ〉 = c0a−

∞∑
n=0

(λa+)n

n!
|0〉 = c0a−

∞∑
n=0

λn√
n!
|n〉

= c0

∞∑
n=1

λn√
n!

√
n|n− 1〉 = c0λ

∞∑
n=1

λn−1√
(n− 1)!

|n− 1〉 = λc0

∞∑
n=0

λn√
n!
|n〉 = λ|λ〉.

Here the third equality uses that a−|0〉 = 0. In fact, the normalization constant is given by
c0 = exp(−|λ|2/2), and |λ〉 satisfies the minimal Heisenberg uncertainty relation [8]

∆x∆p =
1

2
.

(Recall here that we set ~ = 1.)

2.2 The Abstract q-Oscillator

We start by defining the q-oscillator abstractly in terms of creation and annihilation operators.
For these operators, we stipulate q-deformed commutators, and derive the resulting spectrum.
Only later will we give an explicit coordinate representation of the q-oscillator. We define the
q-oscillator [10], [11] as the system that is described by the Hamiltonian

H =
ω

2
(a−a+ + a+a−).

Here a± are postulated creation and annihilation operators, satisfying the following q-commutation
relation:

[a−, a+]q := a−a+ − qa+a− = 1.

(Recall here that we have set ~ = 1.) The deformation parameter q is to be thought of as close
to 1. Indeed, we recover the quantum harmonic oscillator for q = 1. We will mainly restrict
to q ∈ (0, 1), in which case we can find an explicit coordinate representation [10]. Using the
q-commutator for a± we can rewrite the Hamiltonian as

H =
ω

2
((1 + q)a+a− + 1) = ω

(
1 + q

2
a+a− +

1

2

)
.

As for the regular quantum oscillator, we define a vacuum state |0〉 such that a−|0〉 = 0. Since
we do not yet have explicit coordinate representations for a± we cannot give |0〉 explicitly. This
is postponed to the next subsection. However, we can already use |0〉 as before to find the
spectrum of the q-oscillator. As before, |0〉 is an eigenfunction of H:

H|0〉 = ω

(
1 + q

2
a+a− +

1

2

)
|0〉 =

1

2
ω|0〉.

Thus the ground state energy is ω/2 and independent of q. The further spectrum of H can then
be found by successive applications of a+. We begin this process with the following definitions:
we define the q-integers [n] as

[n] := 1 + q + · · ·+ qn−1 =
1− qn

1− q
.

11



where the latter equality is only for q 6= 1. In analogy with regular integers we let [n]! =
[n] · [n− 1]·, . . . , ·[1]. In accordance with [12] we then describe the excited states as

|n〉 =
1√
[n]!

a+
n|0〉.

The operators a± then act on these states as

a+|n〉 =
√

[n+ 1]|n+ 1〉,

a−|n〉 =
√

[n]|n− 1〉.

As we might hope, the states |n〉 are eigenfunctions of the Hamiltonian. Hence we indeed obtain
the spectrum of H by repeated applications of a+ to |0〉. This is the content of the following
lemma:

Lemma 2.2. The n-th excited state |n〉 is an energy eigenfunction of H with eigenvalue

En = ω

(
[n] +

qn

2

)
= ω

(
[n] + [n+ 1]

2

)
. (2.2)

Proof. We proceed by induction: the case n = 0 is trivial, since E0 = ω/2 which agrees with
the energy found for |0〉. For the inductive step, suppose that |n〉 is indeed an eigenfunction
with energy En. Then we compute

H|n+ 1〉 = ω

(
1 + q

2
a+a− +

1

2

)
a+√

[n+ 1]
|n〉

=
ω√

[n+ 1]
a+

(
1 + q

2
a−a+ +

1

2

)
|n〉

=
ω√

[n+ 1]
a+

(
q + q2

2
a+a− +

1 + q

2
+

1

2

)
|n〉

=
1√

[n+ 1]
a+ (qH + ω) |n〉 =

1√
[n+ 1]

a+(qEn + ω)|n〉 = (qEn + ω)|n+ 1〉.

The inductive step then follows from the identity

(qEn + ω) = ω

(
q[n] +

qn+1

2
+ 1

)
= ω

(
[n+ 1] +

qn+1

2

)
= En+1,

using that q[n] + 1 = [n+ 1], by definition of [n+ 1].

This lemma gives us the spectrum of H, and hence completes our abstract analysis of the
q-oscillator in terms of a±. Note that all the results derived so far reduce to the regular quantum
harmonic oscillator for q → 1, as desired of a q-deformation.

As a final note, we wish to consider the vacuum state |0〉 in more detail for q 6= 1. For
q = 1 we have seen that it is necessary to postulate |0〉; otherwise we obtain non-normalizable
states with negative energy eigenvalues. We will now present a similar argument for general
q ∈ (0, 3). The emergence of the number 3 will be clear soon. In practise it is not a problem
that our argument does not work for q ≥ 3. After all, q is to be though of as close to 1, and in
all applications of the q-oscillator cited below q is taken less than 1.

Let q ∈ (0, 3). Suppose that we have some energy eigenstate |ε〉 of the q-oscillator such that
H|ε〉 = ε|ε〉 for some energy ε > 0. Furthermore suppose that there is no vacuum state that is
annihilated by a−. As a contradiction we shall now show that this implies one of two cases:

Case 1: We obtain eigenstates of H with negative energy.
Case 2: We do not obtain the quantum harmonic oscillator in the limit q → 1.

12



To show this we compute that

Ha−|ε〉 = ω

(
1 + q

2
a+a− +

1

2

)
a−|ε〉

= ω

(
1 + q

2

a−a+ − 1

q
+

1

2

)
a−|ε〉

= a−ω

(
1

q

[
1 + q

2
a+a− +

1

2

]
+

1

2
− 3

2q

)
|ε〉

= a−

(
H

q
+ ω

q − 3

2q

)
|ε〉

=
ε+ ω q−3

2

q
a−|ε〉.

Analogously we find that

Ha2
−|ε〉 =

ε+ω q−3
2

q + ω q−3
2

q
a2
−|ε〉 =

ε+ ω q−3
2 + qω q−3

2

q2
a2
−|ε〉,

and by a simple induction argument we thus have

Han−|ε〉 =
ε+ [n]ω q−3

2

qn
an−|ε〉.

For q > 3 these energies are all positive, so we do not run into any contradiction. It is for this
reason that we restrict this discussion to q ∈ (0, 3). For q ∈ (1, 3), the q-integers [n] diverge
since q > 1. There must thus be an N such that

|ε| < [N ]ω
q − 3

2
.

Meanwhile, q−3
2 < 0 so we find that the energy eigenvalue of aN− |ε〉 is negative. This gives our

desired contradiction so that the necessity of |0〉 follows.
Next, for q ∈ (0, 1) the q-integers converge to 1

1−q . We thus have that

ε+ [n]ω
q − 3

2
→ ε+

1

1− q
ω
q − 3

2
.

Since we assumed that there is no vacuum state, we must have that

ε >
1

1− q
ω

3− q
2

,

because otherwise we arrive at the same contradiction as for q ∈ (1, 3). Thus under our as-
sumptions the spectrum of the q-oscillator is bounded from below by

Emin =
1

1− q
ω

3− q
2

.

Now, as q approaches 1 from below we clearly have that Emin → +∞. We thus violate the
requirement that we obtain the non-deformed system as q → 1, since the spectrum of the
regular quantum harmonic oscillator contains E0 = ω/2. Again, we arrive at a contradiction!
In conclusion, the existence of a vacuum state is required by physical considerations for q ∈ (0, 3),
as claimed.

13



2.3 Coordinate Representation of the q-Oscillator

Now that we have derived the spectrum of the q-oscillator, we can discuss an explicit represent-
ation in terms of position-momentum phase space (x, p). Such a description for q ∈ (0, 1) was
derived in [10]. We will only consider this case, since it is the most useful and common case for
applications [13]. In what follows we will assume ω = m = 1, for simplicity.

The coordinate representation from [10] is given by

a− =
exp(−2iαx)− exp(iα ∂

∂x) exp(−iαx)

−i
√

1− exp(−2α2)
,

a+ =
exp(2iαx)− exp(iαx) exp(iα ∂

∂x)

i
√

1− exp(−2α2)
.

Here α =
√
− ln(q)/2. This α is real and non-negative as long as q ∈ (0, 1). The limit q → 1

corresponds to α→ 0. In the limit α→ 0 these representations of a± indeed reduce to equation
(2.1) [10], as can be shown using the calculus trick of L’Hôpital’s rule. The operators a± given
above indeed obey [a−, a+]q = 1 [10], so that they indeed give a proper coordinate representation
of the q-oscillator.

We define the associated q-deformed coordinate- and momentum operators analogously to
the q = 1 case:

x̂ =
a− + a+√

2
and p̂ =

a− − a+

i
√

2
. (2.3)

We can now find an explicit form of the q-deformed vacuum state |0〉. The equation a−|0〉 = 0
becomes (

exp(−2iαx)− exp(iα
∂

∂x
) exp(−iαx)

)
|0〉 = 0.

The normalized solution of this differential equation is given by [10]:

|0〉 =
1

π
1
4

exp

(
−x

2

2
+

3

2
iαx

)
. (2.4)

For q = 1 and α = 0 we indeed recover the vacuum solution of the regular quantum harmonic
oscillator. Using the coordinate form for a+ we can then construct the states |n〉. The final
result is [10]

|n〉 =
exp

(
−x2

2 + 3
2 iαx

)
π

1
4 in (1− exp(−2α2))

n
2
√

[n]!

n∑
k=0

(−1)k[n]!

[k]![n− k]!
exp

(
(n− k)2iαx− kα2

)
. (2.5)

2.4 Consequences of the q-Oscillator Model

We now have a solid description of the q-oscillator. This allows us to discuss some of its
features that are a consequence of the q-deformation, as well as applications of this q-oscillator
model. With respect to applications we reiterate that this q-deformation is rather ad-hoc, and
hence its applications are found mainly in modelling externally perturbed systems, using q as
a perturbation modelling parameter.

First we consider the spectrum of the q-oscillator in more detail. Recall that it is given by
equation (2.2). At q = 1 this becomes the standard linear spectrum of the harmonic oscillator

En = ω

(
n+

1

2

)
.
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Figure 2.1: Spectra of the q-oscillator for q ∈ {0.9, 1, 1.1}, ω = 1. The dashed line indicates
E∞.

Meanwhile, if q ∈ (0, 1) we have that limn→∞ q
n = 0, and hence

lim
n→∞

En = lim
n→∞

ω

(
1− qn

1− q
+
qn

2

)
=

ω

1− q
=: E∞.

In conclusion, for q ∈ (0, 1) the spectrum is bounded! Similarly, for q > 1 we have that qn grows
exponentially, and hence the spectrum is exponential. This is depicted for q = 0.9, q = 1, and
q = 1.1 in figure 2.1. In this figure the black dashed line indicates E∞ for q = 0.9.

This behaviour of En as a function of q indicates that the q-harmonic oscillator is strongly
perturbed by q-deformation: the linear divergence of En becomes either convergent or exponen-
tially divergent. Note here that the q-oscillator is intended to model anharmonicity, and thus
we do not expect to retrieve a classical oscillator for large quantum numbers. An interesting
case for applications is when q = 1− ε for small ε > 0. In this case we can expand the spectrum
to first order in ε to find [10]:

En = ω

(
1− (1− ε)n

1− (1− ε)
+

(1− ε)n

2

)
= ω

(
1− (1− nε+ 1

2n(n− 1)ε2)

ε
+

1− nε
2

+O(ε2)

)

= ω

(
n− 1

2
(n2 − n)ε− nε

2
+

1

2
+O(ε2)

)
= ω

(
n+

1

2
− n2

2
ε+O(ε2)

)
≈ ω

(
n+

1

2
− n2

2
ε

)
.

Hence for small deviations of q from unity, we find that the q-oscillator has an initially quadratic,
but eventually bounded spectrum. This makes the q-oscillator with q = 1 − ε a useful tool in
mathematical chemistry. It can be used to describe the oscillatory- or rotational spectra of
diatomic and multi-atomic molecules, modelling the anharmonicity of the potentials via ε [14],
[15].

As another consequence of q-deformation we consider the excited states and ground state of
the q-oscillator, and their limits as q → 1 or q → 0. Again, for convenience we set m = ω = 1.
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Of course, for q → 1 we hope to recover the usual quantum harmonic oscillator. First, recall
the coordinate representation for |0〉 from equation (2.4). The probability density of this state
is given by

||0〉|2 =
1√
π

exp
(
−x2

)
.

This is a Gaussian shape, and is independent of q. Thus remarkably, the probability density
of the ground state is always the same as that of the q = 1 case. In contrast, now recall the
coordinate representations for |n〉 from equation (2.5). In the limit q → 1, α→ 0 these converge
to the energy eigenfunctions of the standard harmonic oscillator [10]:

|n〉 q→1−−−→ 1

π
1
4 2

n
2

√
n!
Hn exp

(
−x

2

2

)
.

Here Hn is the n-th Hermite polynomial. (These representations for |n〉, q = 1 can be found
in e.g. [9].) This is as expected. However, in the limit q → 0, α → ∞ all the excited states
degenerate to the probability density of the ground state [10]:

|n〉 q→0−−−→ 1

π
1
4 in

exp

(
−x

2

2
+

(
2n+

3

2

)
iαx

)

=⇒ ||n〉|2 q→0−−−→ 1√
π

exp
(
−x2

)
.

This again shows that the energy eigenfunctions of the harmonic oscillator are strongly per-
turbed by our q-deformation.

Next, we consider the q-deformed coherent states |λ〉. These have a very remarkable feature:
for all q ∈ (0, 1) they violate the Heisenberg uncertainty principle, in that they provide examples
of states such that ∆x∆p < 1

2 . This indicates that the q-deformed commutation relations lead
to a change in the usual uncertainty relation, which was first proposed in [16].

As before, we define a coherent state of the q-oscillator to be a state |λ〉 such that

a−|λ〉 = λ|λ〉,

i.e. an eigenstate of the annihilation operator. Analogously to the q = 1 case, an example of
coherent states is given by [10]

|λ〉 = c0

∞∑
n=0

λn√
[n]!
|n〉 = c0 expq(λa+)|0〉.

Here c0 is a normalization constant, and expq is the q-exponential defined by the usual power
series for exp but with the familiar integers replaced by q-integers. The inclusion of a q-
exponential means we must be careful: |λ〉 as described above will not be normalizable for
all λ ∈ R. To see this, note that the normalization constant as determined by the condition
〈λ|λ〉 = 1 is given by

|c0|2 =
1∑∞

n=0
|λ|2n
[n]!

=
1

expq(|λ|2)
.

This expression for c0 is only well-defined if the q-exponential indeed converges at |λ|2. Whether
or not this is the case can be deduced from the following lemma:

Lemma 2.3. Let expq(x) be given by the formal power series

expq(x) =

∞∑
n=0

xn

[n]!
.
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If q ≥ 1, then expq converges everywhere. If q ∈ (0, 1) then expq has radius of convergence 1
1−q ,

i.e. expq converges for all x such that

|x| < 1

1− q
.

Proof. In the case q = 1 we obtain the regular exponential, whose power series is well-known to
converge everywhere. Thus assume that q ∈ (0,∞) and q 6= 1. We proceed using the ratio test.
This states that the series

∑∞
n=0 an converges absolutely if limn→∞|an+1/an| < 1, and diverges

if this limit exceeds 1. For our purposes we take

an =
xn

[n]!
=

xn(1− q)n

(1− qn)(1− qn−1) . . . (1− q)
.

We then compute that

lim
n→∞

∣∣∣∣an+1

an

∣∣∣∣ = lim
n→∞

∣∣∣∣ xn+1(1− q)n

(1− qn+1) . . . (1− q)
· (1− qn) . . . (1− q)

xn(1− q)n

∣∣∣∣
= lim

n→∞

∣∣∣∣ x(1− q)
(1− qn+1)

∣∣∣∣ .
If 0 < q < 1, we have qn+1 n→∞−−−→ 0, and hence this limit equals |x(1− q)|. This is less than 1 if
and only if

|x| < 1

1− q
.

Hence in this case we obtain a radius of convergence equal to 1
1−q as claimed. If q > 1 then

qn+1 n→∞−−−→ ∞ and limn→∞|an+1/an| = 0 for all x. Hence in this case we obtain an infinite
radius of convergence. This completes the proof.

This result implies that the q-deformed coherent state |λ〉 only exists for

|λ| < 1√
1− q

,

if q ∈ (0, 1). This is in contrast to the q ≥ 1 case, where any value of λ is admissible. For
q ∈ (0, 1), explicit coordinate representations of the admissible coherent states can be found
in [10]. We now examine the earlier claim that these coherent states violate the Heisenberg
uncertainty principle, in the sense that

∆x∆p =
√
〈x2〉 − 〈x〉2

√
〈p2〉 − 〈p〉2 < 1

2
.

To show this we must compute 〈x2〉 etc. for |λ〉. Recall here that x, p are q-deformed operators,
as given by equation (2.3). First note that a+|λ〉 = λ∗|λ〉, where ∗ denotes complex conjugation
[10]. This is simply because a+ = (a−)∗. Using this we compute:

〈λ|H|λ〉 = 〈λ|
(

1

2
+

1 + q

2
a+a−

)
|λ〉 =

1

2
+

1 + q

2
|λ|2

〈x〉 = 〈λ|
(
a− + a+√

2

)
|λ〉 =

λ+ λ∗√
2

〈p〉 = 〈λ|
(
a− − a+

i
√

2

)
|λ〉 =

λ− λ∗

i
√

2
.

17



Next, using the q-commutator a−a+ = qa+a− + 1 we compute:

〈x2〉 = 〈λ|
(
a− + a+√

2

)2

|λ〉 =
1

2

(
λ2 + λ∗2

)
+ 〈λ|H|λ〉, (2.6)

〈p2〉 = 〈λ|
(
a− − a+

i
√

2

)2

|λ〉 = −1

2

(
λ2 + λ∗2

)
+ 〈λ|H|λ〉. (2.7)

Proofs of equations (2.6) and (2.7) are given in appendix A.2.
Using the above computations, we compute that the Heisenberg uncertainty in the state |λ〉

is given by

∆x∆p =
√
〈x2〉 − 〈x〉2

√
〈p2〉 − 〈p〉2

=

√
1

2
(λ2 + λ∗2) + 〈λ|H|λ〉 − 1

2
(λ2 + 2|λ|2 + λ∗2)

·
√
−1

2
(λ2 + λ∗2) + 〈λ|H|λ〉+

1

2
(λ2 − 2|λ|2 + λ∗2)

=
√
〈λ|H|λ〉 − |λ|2

√
〈λ|H|λ〉 − |λ|2

= 〈λ|H|λ〉 − |λ|2

=
1

2
− 1− q

2
|λ|2.

For all q ∈ (0, 1) and λ 6= 0 we thus have

∆x∆p <
1

2
.

Since the radius of convergence of expq is nonzero for all q ∈ (0, 1), there are admissible nonzero
values of λ. Hence we have shown the existence of q-oscillator states that violate the Heisenberg
uncertainty principle, as required. Also note that the coherent states are no longer ‘states of
minimal uncertainty’. In fact, ‘minimal uncertainty’ has no meaning in the q-deformed case: as
λ approaches the radius of convergence we find

|λ| → 1√
1− q

=⇒ ∆x∆p→ 0.

Thus we can construct states with arbitrarily low uncertainty! This indicates that the pos-
ition and momentum operators are very strongly perturbed by our q-deformation, since the
Heisenberg uncertainty principle can be arbitrarily strongly violated in the q-deformed case. It
is not known whether there is a q-Heisenberg uncertainty principle that does not exhibit this
phenomenon.
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3 Preliminaries

The purpose of this section is to introduce and define the further mathematical concepts and
structures that we will need. An undergraduate level of knowledge about abstract algebra is
assumed.

We introduce the basic objects that are needed for our braided geometry approach to q-
deformation; namely Hopf algebras, braided categories, and braided groups. Of these, the
notion of a Hopf algebra is most important: a braided group is nothing but a generalization of
this structure to arbitrary braided categories.

3.1 Hopf Algebras

In the following, all algebras referred to will be associative and unital. As such, we will present
associativity and existence of a unit as defining axioms of algebras:

Definition 3.1. An algebra over a field k is a vector space (A,+) with an associative, bilinear
product. This product is denoted · : A × A → A, and is assumed to have a unit 1A. The
requirement of compatibility is more compactly expressed by requiring that the map · : A⊗A→
A induced by · is linear. This is equivalent to bilinearity due to the universal property of the
tensor product.

We may express the existence of 1A via a map η : k → A using the following trick: for any
a ∈ A we may define a map

ηa :k → A

λ 7→ λa.

Now let η := η1A . Then the statement that 1A is a two-sided unit with respect to · may be
expressed in equations as:

· ((η ⊗ id)(λ⊗ a)) = λ⊗ a ≡ λa and · ((id⊗ η)(a⊗ λ)) = a⊗ λ ≡ λa.

for λ ∈ k and a ∈ A, noting that k ⊗ A ∼= A under the isomorphism λ⊗ a 7→ λa and similarly
for A⊗ k. Here ‘≡’ denotes correspondence under these isomorphisms.

Most concisely then, we may express an algebra as a vector space with two linear maps (·, η)
such that the following diagrams commute:

A⊗A⊗A

A⊗A A⊗A

A

· ⊗id id⊗·

· ·

A⊗A A⊗A

k ⊗A ∼= A A⊗ k ∼= A

· ·η⊗id id⊗η
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Definition 3.2. An algebra is said to be commutative if · is commutative, which translates to
commutativity of the following diagram:

A⊗A

A⊗A A

·

·

τ

Here τ : A⊗A→ A⊗A is the ‘twist’ map, given by a⊗ b 7→ b⊗ a.

This alternative definition of an algebra in terms of commutative diagrams may appear
inconvenient. However, having defined algebras completely in terms of arrows and diagrams
allows for an intuitive notion of ‘coalgebra’. Namely, a coalgebra is defined precisely as we have
defined an algebra above, but with all the arrows reversed:

Definition 3.3. A coalgebra over a field k is a vector space (C,+) equipped with a linear
comultiplication map ∆ : C → C ⊗ C that is coassiciative, and a counit map ε : C → k. The
relevant axioms are then that the following diagrams commute:

C ⊗ C ⊗ C

C ⊗ C C ⊗ C

C

∆⊗id id⊗∆

∆ ∆

C ⊗ C C ⊗ C

k ⊗ C ∼= C C ⊗ k ∼= C

ε⊗id id⊗ε∆ ∆

The comultiplication can be thought of ‘un-multiplying’ or splitting an element; somewhat like
a probability distribution. In the same vein as before, we say a coalgebra is cocommutative if
the following diagram commutes:

C ⊗ C

C ⊗ C C

τ

∆

∆

To write an element ∆c explicitly we need an expression that looks like:

∆c =
∑
i

c
(i)
(1) ⊗ c

(i)
(2).

As a shorthand, we often write ∆c in Sweedler notation as

∆c =
∑

c(1) ⊗ c(2).

or sometimes just as ∆c = c(1) ⊗ c(2),
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Note that both algebras and coalgebras allow for a tensor multiplication: the tensor product
of two algebras A and B has A⊗B as the underlying vector space, with product (a⊗b)(c⊗d) =
(ac⊗ bd). Similarly, the tensor product of coalgebras C and D has C ⊗D as underlying vector
space, with coproduct ∆(c⊗ d) = ∆(c)⊗∆(d).

We are now in the position to define a Hopf algebra. As a last preliminary, we need the
notion of a bialgebra:

Definition 3.4. A bialgebra over k is a vector space (H,+) equipped with the structures of
both an algebra and a coalgebra. These structures must more-over be compatible. Explicitely:

∆(h · g) = ∆(h) ·∆(g), ∆(1) = 1⊗ 1,

ε(h · g) = ε(h)ε(g), ε(1) = 1.

The multiplication on the right-hand side is done in the tensor product algebra H ⊗H. These
requirements state exactly that ∆ and ε are algebra homomorphisms. One may show that this
is equivalent to the requirement that · and η are coalgebra homomorphisms. Note that since we
are considering k to be a field, the requirement ε(1) = 1 is autometically met. These additional
bialgebra axioms are represented in the following commutative diagrams:

H ⊗H H H ⊗H

H ⊗H ⊗H ⊗H H ⊗H ⊗H ⊗H

·

∆⊗∆

∆

id⊗τ⊗id

·⊗·

H k k H

H ⊗H H ⊗H

ε η

η⊗η ∆· ε⊗ε

Definition 3.5. A Hopf algebra (H,+, ·, η,∆, ε, S) over k is a bialgebra equipped with a linear
antipode S : H → H such that:

·(S ⊗ id) ◦∆ = ·(id⊗ S) ◦∆ = η ◦ ε.

These relations translate to the commutativity of the following diagram:

H ⊗H H ⊗H

H k H

H ⊗H H ⊗H

S⊗id

·

ε

∆

∆

η

id⊗S

·

This antipode may be thought of as a generalized inverse, since the map η ◦ ε : H → H may be
thought of as ‘trivial’ in some sense. However, S need not be invertible.

One characteristic that S shares with the group inverse is that it is an anti-morphism. This
is the content of the following lemma:

Lemma 3.6. The antipode S of a Hopf algebra H is an algebra anti-morphism and a coalgebra
anti-morphism. Explicitly, this means that

S(h · g) = S(g) · S(h) and (S ⊗ S) ◦∆h = τ ◦∆ ◦ Sh.

for all h, g ∈ H.
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Proof. We will give a proof of the analogous statement for braided groups later. Hopf algebras
are a special case of braided groups, so that this lemma follows.

Before continuing with more definitions, we give some basic examples of Hopf algebras:

Example 3.7. Let G be a finite group, and k a field. Let kG consists be the vector space with
basis G, i.e. kG is the vector space consisting of formal sums of the form∑

g∈G
λgg,

with λg ∈ k for all g. We can give this vector space the structure of a Hopf algebra as follows:
on basis elements g, h ∈ G let g · h = gh (group multiplication in G), η(1) = e, ∆g = g ⊗ g,
εg = 1, Sg = g−1. Then extend these operations to linear maps.

Example 3.8. Again let G be a finite group, and k a field. Let k(G) consists of functions
f : G → k. This set forms a vector space in a trivial way. We can again give this vector
space the structure of a Hopf algebra: for x, y ∈ G and f, g ∈ k(G) let (f · g)(x) = f(x)g(x),
∆f(x, y) = f(xy), εf = f(e), (Sf)(x) = f(x−1).
In the definition of ∆ we have identified k(G) ⊗ k(G) ∼= k(G × G). This is done via the
isomorphism

(f(x)⊗ g(y)) 7→ f(x)g(y).

Since G is finite this has the inverse

f(x, y) 7→
∑
g∈G

f(x, g)⊗ δg(y).

Thus we may alternatively write ∆f(x, y) =
∑

g f(xg) ⊗ δg(y). Here δg is a Kronecker delta
function from G to k.

Example 3.9. Let g be a finite-dimensional Lie algebra over a field k. The well-known Universal
enveloping algebra U(g) is the algebra generated by 1 ∈ k and a basis b for g, modulo the
relations [ξ, η] = ξη − ηξ for all ξ, η ∈ b. This algebra becomes a Hopf algebra with

∆ξ = ξ ⊗ 1 + 1⊗ ξ, εξ = 0, Sξ = −ξ,

for ξ ∈ b. These are extended to algebra morphisms for ∆, ε or to an algebra anti-morphism in
the case of S. We also refer to this additive type of coproduct as a coaddition, as opposed to
that of example 3.7 for instance.

Example 3.10. One of the first classes of Hopf algebras that were discovered are the Drinfeld-
Jimbo type Hopf algebras [11]. These are also known as quantum groups. Let g be a semi-simple
Lie algebra over a field k. Then a quantum group is a certain Hopf algebra Uq(g), where q is a
deformation parameter. As q → 1 we recover the universal enveloping algebra U(g). As such,
quantum groups are certain q-deformations of these algebras.

We will not need to discuss the specifics of quantum group theory, but we will see an
application of them to knot theory later on. We also wish to mention the example of Uq(su2):
this Hopf algebra finds applications in molecular physics and mathematical chemistry. For
example, it is a hidden symmetry in the spectrum of certain diatomic molecules [17]. In these
applications, it is more commonplace to refer to the Hopf algebra Uq(su2) as the quantum group
SUq(2) [18].

The quantum group SUq(2) is abstractly given as the complex algebra generated by 1, Jx, Jy, Jz
such that Jx,y,z are self-adjoint and obey the relations [12]

[Jz, J±] = ±J± and [J+, J−] =
q2Jz − q−2Jz

q − q−1
,
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where J± = Jx±iJy. As the notation suggests, these can be though of as q-deformed angular
momentum operators. To recover the usual angular momentum operators in the limit q → 1,
we let q = es (we restrict to q ∈ (0,∞)). We then find

q2Jz − q−2Jz

q − q−1
=

sinh(2sJz)

sinh(s)

s→0−−−→ 2Jz.

Thus indeed in the limit q → 1, s→ 0 we recover the angular momentum operators and the
universal enveloping algebra of su2.

Interestingly (and admittedly, perhaps coincidentally) we can use the q-oscillator from the
previous section to give a realization of SUq(2). This is due to [12]. To this end we postulate
the q-deformed number operator N , which satisfies

N |n〉 = n|n〉.

For q = 1 this operator is simply given by N = a+a−. For q 6= 1 we have, however [12]:

a+a− =
qN − q−N

q − q−1
.

This indeed approaches N as q → 1, via the same trick as before. An explicit description for
N can be found in [12]. Now consider two independent copies of the q-oscillator, generated by
(a1

+, a
1
−) and (a2

+, a
2
−) respectively, with associated number operators N1, N2. Then we define

J+ = a1
+a

2
−,

J− = a2
+a

1
−.

These are clearly self-adjoint, since ai+ = (ai−)∗ for i ∈ {1, 2}. Since a1
+a

1
− = (qN

1 − q−N1
)/(q−

q−1) and a2
+a

2
− = (qN

2 − q−N2
)/(q − q−1), we find that

[J+, J−] =
qN

1−N2 − qN2−N1

q − q−1
.

Hence if we define 2Jz = N1 − N2, we recover the correct commutator for J+, J−. This
definition of Jz also obeys the other commutators, and is self-adjoint [12]. Hence we obtain
realization of SUq(2) using two independent copies of the q-oscillator, as claimed.

3.1.1 Braided Diagrams and Self-Duality

The axioms defining bialgebras and Hopf algebras have a clear symmetry: if we invert all the
arrows and replace (ε, ·) by (η,∆) and vice versa, then we get exactly the same axioms back.

In fact, this is exactly why the dual H∗ := Lin(H, k) of a Hopf algebra H over a field k
is also a Hopf algebra: the algebra structure of H induces a coalgebra structure on H∗, and
the coalgebra structure of H induces a compatible algebra structure (in the finite-dimensional
case). The antipode of H induces an antipode on H∗; for details see [11], [19].

This self-duality of Hopf algebras is best exhibited by a different type of diagram that
exhibits arrow-reversal duality as horizontal reflection.

To construct these diagrams, we represent an element of H by a vertical line, which is to
be though of as a physical ‘strand’. Horizontal juxtaposition of these strands means taking
their tensor product. Later we will see that this is analogous to the knot-theoretic formalism
of tangles. These diagrams are read from top to bottom (i.e. they are oriented downward). We
call them braided diagrams. The reason for this name is two-fold: first, these diagrams are the
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most elegant formalism for developing the theory of braided categories and braided groups in the
next subsection. Second, these diagrams can really be thought of as braided pieces of physical
string: a proof of this assertion is given in section 4. In these diagrams, the white space around
the strands can be thought of as copies of the field k, since horizontal juxtaposition corresponds
to a tensor product, and H ⊗ kI ∼= H for any indexing set I.

We represent multiplication of Hopf algebras by a Y shape: we’re putting two strands to-
gether, so to speak. Co-multiplication is represented by the horizontal mirror image; splitting
a strand in two. The unit is represented by a T; starting a strand from the field k. The counit
is again the mirror image, ending a strand into the field. Finally the antipode is represented by
a circled S. The diagrams are read starting and the top and ending at the bottom.

The procedure is best explained by showing some examples. For instance, the axioms of
associativity and coassociativity respectively translate to the following diagrammatic equalities:

=

Figure 3.1: Associativity axiom.

=

Figure 3.2: Coassociativity axiom.

Intuitively, the requirements of (co)associativity thus tell us that we can swap the order of
branching paths in braided diagrams. The axioms for the unit and counit are represented by
the following equalities:

=

Figure 3.3: Unit axiom.

=

Figure 3.4: Counit axiom.

These axioms tell us that in a braided diagram we can always add new branches, provided
they begin or end in the field k. Finally, the bialgebra and Hopf algebra axioms have the
following associated diagrams:

=

= =

Figure 3.5: Comultiplication is an algebra homomorphism.
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=S

Figure 3.6: Antipode axiom.

Note how this diagrammic notation exhibits the self-duality of the Hopf algebra axioms: if
all the diagrams are flipped horizontally (which corresponds to inverting all the arrows, and
swapping · with ∆, η with ε) we obtain the same axioms.

We will make extensive use of braided diagrams in the next two subsections, which introduce
braided categories and braided groups respectively.
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3.2 Category Theory

For our purposes, it suffices to define a category somewhat informally as follows:

Definition 3.11. A category C consists of the following information:

• A ‘collection’ of objects, denoted ob C.

• For each A,B ∈ ob C a collection Hom(A,B) of morphisms from A to B. These morphisms
are often drawn in diagrams as arrows.

• For each A,B,C ∈ ob C a composition function

◦ : Hom(B,C)×Hom(A,B)→ Hom(A,C) : (g, f) 7→ g ◦ f.

• For each A ∈ ob C an identity element idA ∈ Hom(A,A).

The composition of morphisms must satify the following axioms:

• Associativity : for each f ∈ Hom(A,B), g ∈ Hom(B,C), h ∈ Hom(C,D) we have (h ◦ g) ◦
f = h ◦ (g ◦ f).

• Identity laws: for each f ∈ Hom(A,B), we have

f ◦ idA = f = idB ◦ f.

The collection of objects need not be a set, and can in fact be ‘larger’. Indeed: an example of
a category is that of sets, with functions as morphisms. The collection of all sets does not form
a set; otherwise one could construct a set of all sets that do not contain themselves, which is
an obvious paradox (does this set contain itself?). We will not need the axiomatic mathematics
involved in dealing with this properly, and for our purposes the intuitive idea of a ‘collection’
suffices. For a more formal treatment, see e.g. [20].

Definition 3.12. A morphism f ∈ Hom(A,B) in C is called an isomorphism if there exists
some two-sided inverse g ∈ Hom(B,A) such that g ◦ f = idA and f ◦ g = idB.

Example 3.13. Some examples of categories include:

• Groups form the objects of a category Grp, with group homomorphisms as morphisms.

• Fix a field k. Vector spaces over k form a category Veck, with linear maps as morphisms.
In what follows k will be implicitly fixed, and we will denote this category by Vec.

• The collection of all topological spaces forms a category Top, with continuous functions
as morphisms.

The category concept captures the idea of a class of mathematical structures and their
structure-preserving maps. The former serve the role of objects, and the latter that of morph-
isms. Categories themselves also obey this principle: there is a category of categories, with
certain structure-preserving maps as morphisms. These maps are known as functors:

Definition 3.14. Let C,D be categories. A functor F : C → D consist of a function
ob C → obD written as C 7→ F (C) and for each C,C ′ ∈ ob C a function Hom(C,C ′) →
Hom(F (C),F (C ′)) written as f 7→ F (f). This function must additionally satisfy:

• F (g ◦ f) = F (g) ◦F (f) for all C
f−→ C ′

g−→ C ′′.

• F (idC) = idF (C) for all C ∈ C.
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A functor is also referred to as a covariant functor. In contrast, a contravariant functor is
defined similarly, except that a contravariant functor is defined on morphisms as a function
Hom(C,C ′)→ Hom(F (C ′),F (C)) for each C,C ′ ∈ ob C. This function must satisfy

• F (g ◦ f) = F (f) ◦F (g) for all C
f−→ C ′

g−→ C ′′.

(Note the mnemonic in the termination ‘contra’. A contravariant functor sends morphisms to
ones going in the opposite directions: ‘against’ the flow of the original morphism.) Finally, a
bifunctor is a map C × C → D that is a functor (covariant or contravariant) when either of its
inputs are fixed.

Example 3.15. Many categories allow for the definition of a fiber functor or forgetful functor.
An example is the forgetful functor Grp → Set, that sends a group to its underlying set, and
a group homomorphism to the same map, regarded as a function of sets. This functor simply
‘forgets’ the group structure.

Example 3.16. Let C be a category (such that all Hom collections are sets) and C an object
in C. The covariant Hom functor Hom(C,−) : C → Set is defined by sending an object D of C
to Hom(C,D), and by sending a morphism f : X → Y in C to

Hom(C, f) : Hom(C,X)→ Hom(C, Y ) : g 7→ f ◦ g.

It is immediate that this indeed defines a covariant functor. Similarly, the contravariant Hom
functor Hom(−, C) : C → Set is defined by sending an object D to Hom(D,C), and by sending
a morphism f : X → Y to

Hom(f, C) : Hom(Y,C)→ Hom(X,C) : g 7→ g ◦ f.

Again, it is immediate that this defines a contravariant functor. In total, this defines the Hom
bifunctor Hom(−,−), which is contravariant in the first argument and covariant in the second.

There will be many more concepts or additional structures that we can attach to the concept
of a category. Each new piece of additional structure that we add to a category will come with
axioms in the form of diagrams, and the total picture may be daunting. However, there is an
underlying principle that the definitions of structure on a category roughly adhere to. The idea
is as follows:

1. Machinery: The addition of some structure to a category is often through requiring
the existence of some object, morphism, or transformation. This addition should fulfill a
certain role, in that it should obey some axioms that express its purpose.

2. Coherence: This new machinery will ‘interact’ with the machinery already in place.
This may allow for several sequences of operations (‘diagrammatic paths’) that achieve
the same basic goal. If we wish that our new machinery interacts coherently with the
structure in place, we require that these paths are in fact the same. This will often boil
down to requiring commutativity of certain diagrams.

As a first application of this principle, we introduce the concept of a natural transformation.
We have seen functors, which are maps between categories. Natural transformations are maps
between functors, and are conceptually similar to homotopies between continuous maps.

Definition 3.17. Let C,D be categories and let

C D
F

G
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be functors. A natural transformation α : F → G consists of the information of a morphism
αC : F (C)→ G (C) in D, for each C ∈ ob C. For coherence, we must consider the interaction of
α with morphisms. For any morphism f : C → C ′ in C we naturally obtain a square diagram:

F (C) F (C ′)

G (C) G (C ′)

F (f)

αC αC′

G (f)

For α to be a natural transformation we require all of these squares to commute. We then
alternatively say that the transformation is functorial in C.

Note that the coherence requirement is set up precisely such that for every morphism f : C →
C ′ in C we can construct exactly one morphism F (C) → G (C ′) in D. For any two categories
C,D one can make a category of the functors C → D. The morphisms of this category are
natural transformations. An isomorphism in this category is called a natural isomorphism. It
is immediate to verify that a natural isomorphism is exactly a natural transformation α such
that αC is an isomorphism for all C ∈ C.

The concept of a natural transformation allows us to introduce one more concept regarding
functors: for this, recall the Hom functors of example 3.16.

Definition 3.18. A functor C → D is representable if it is naturally isomorphic to a Hom
functor. In particular, a contravariant functor is representable if it is naturally isomorphic to
Hom(−, C) for some object C in C.

In the upcoming additions of structure to a category, we will see the introduction of several
natural transformations. These will generally have several inputs of objects from the category
at hand. The idea of funtoriality extends to such transformations analogously: varying a single
input individually using morphisms generates square diagrams. For functoriality in this input we
require that all these squares commute. Thus the coherence condition of these transformations
when interacting with morphisms is expressed by requiring that they are functorial in all of
their inputs.

The next structure we add to a category is a ‘product’ of objects, denoted by ⊗. This need
not be related to the tensor product of vector spaces, but it is modelled precisely so that Vec

equipped with the usual tensor product is an example of such a ‘product’ category.

Definition 3.19. A monoidal category consists of:

• A category C.

• The information (⊗,Φ) of a product : Here − ⊗ − : C × C → C (also denoted ⊗) is
a bifunctor which is associative in the sense that there exists a natural isomorphism
Φ : (−⊗−)⊗− → −⊗ (−⊗−), i.e. there are isomorphisms

ΦV,W,Z : (V ⊗W )⊗ Z → V ⊗ (W ⊗ Z),

for each V,W,Z ∈ ob C, and these are functorial in V,W,Z.

• The information (1, l, r) of a unit with respect to this product: Here 1 is an object of C
such that there are natural isomorphisms l : idC → −⊗ 1 and r : idC → 1⊗−, where idC
is the identity functor.

These new transformations (Φ, l, r) are moreover subject to the following coherence conditions:
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• A condition on the interaction of Φ with itself, called the pentagon condition:

(V ⊗W )⊗ (Z ⊗ U)

((V ⊗W )⊗ Z)⊗ U V ⊗ (W ⊗ (Z ⊗ U))

(V ⊗ (W ⊗ Z))⊗ U V ⊗ ((W ⊗ Z)⊗ U)

Φ

Φ⊗id

Φ

Φ

id⊗Φ

must commute for all V,W,Z, U ∈ ob C.

• A condition on Φ interacting with l, r, called the triangle condition:

(V ⊗ 1)⊗W V ⊗ (1⊗W )

V ⊗W

Φ

id⊗rl⊗id

must commute for all V,W ∈ ob C. (Note: all subscripts on Φ, l, r, id have been sup-
pressed.)

As with categories, monoidal categories form a category of their own, with the corresponding
notion of a structure-preserving map as morphisms. These maps between monoidal categories
that preserve the monoidal structure are called monoidal functors:

Definition 3.20. Let C,D be monoidal categories. Let ⊗, 1,Φ, l, r be denoted the same in both
C and D; there should be no confusion as to which product ⊗ refers to at any given instance.
A monoidal functor F : C → D is a functor such that the bifunctors F 2, F ◦ ⊗ : C × C → D are
naturally isomorphic. Here F 2(V,W ) = F (V )⊗ F (W ) and (F ◦ ⊗)(V,W ) = F (V ⊗W ). Thus
a monoidal functor is a functor together with isomorphisms cV,W : F (V )⊗ F (W ) ∼= F (V ⊗W )
that are functorial in V and W .
The natural transformation c is subject to the following coherence conditions: the diagram

(F (V )⊗ F (W ))⊗ F (Z) F (V ⊗W )⊗ F (Z) F ((V ⊗W )⊗ Z)

F (V )⊗ (F (W )⊗ F (W )) F (V )⊗ F (W ⊗ Z) F (V ⊗ (W ⊗ Z))

Φ

c⊗id c

F (Φ)

id⊗c c

must commute for all V,W,Z ∈ ob C. This is a coherence condition on the interaction of c with
Φ. For coherence of the interaction of c with (1, l, r) we require that F (1) = 1 and that the
following diagrams commute for all V ∈ ob C:

F (V ) F (V )⊗ 1 = F (V )⊗ F (1) F (V ) 1⊗ F (V ) = F (1)⊗ F (V )

F (V ⊗ 1) F (1⊗ V )

lF (V )

F (lV )
cV,1

rF (V )

F (rV )
c1,V

In Vec, together with the tensor product functor ⊗ : (V,W ) 7→ V ⊗W there is also a functor
⊗op : (V,W ) 7→W ⊗ V . These functors are naturally isomorphic in a trivial way, namely via

V ⊗W ∼= W ⊗ V :
∑

v ⊗ w 7→
∑

w ⊗ v.

It is trivial that this latter assignment is linear and invertible (namely self-inverse). For general
monoidal categories this is no longer the case. To emulate this isomorphism ⊗ ∼= ⊗op in a
monoidal category, we introduce a braiding Ψ, which is not necessarily self-inverse.
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Definition 3.21. A braided monoidal category or quasitensor category consists of:

• A monoidal category (C,⊗,Φ).

• A braiding Ψ that communicates commutativity of⊗: the braiding is a natural ismorphism
Ψ : −⊗− → −⊗op−, i.e. a collection of isomorphisms ΨV,W : V ⊗W →W ⊗ V that are
functorial in V,W .

The transformation Ψ is more-over subject to the coherence conditions called the hexagon
conditions: the diagrams

V ⊗ (W ⊗ Z)

V ⊗ (Z ⊗W ) (V ⊗W )⊗ Z

(V ⊗ Z)⊗W Z ⊗ (V ⊗W )

(Z ⊗ V )⊗W

id⊗Ψ Φ−1

Φ−1 Ψ

Ψ⊗id Φ−1

and
(V ⊗W )⊗ Z

V ⊗ (W ⊗ Z) (W ⊗ V )⊗ Z

(W ⊗ Z)⊗ V W ⊗ (V ⊗ Z)

W ⊗ (Z ⊗ V )

Φ Ψ⊗id

Ψ Φ

Φ id⊗Ψ

must commute for all V,W,Z, U ∈ ob C.

Again, Ψ need not be self-inverse. In the case that Ψ2 = id we say that (C,⊗,Ψ) is a
symmetric category. The hexagon conditions simply say that transposing V ⊗W past Z is the
same as transposing W past Z and then V past Z, and similarly for transposing V past W ⊗Z.
Using the hexagon conditions one may derive various other identities that one would expect Ψ
to obey; for instance that Ψ is trivial on 1:

ΨV,1 = id = Ψ1,V .

Instead of using commutative diagrams (which are generally hard to read) we can also use the
braided diagrams from 3.1.1. To do so we let Ψ be represented by a right-handed crossing and
Ψ−1 by a left-handed crossing as follows:

= =
Recall that these diagrams are read from top to bottom (hence the left crossing is indeed

right-handed), and that horizontal juxtaposition of strands indicates a tensor product. In this
notation, the hexagon identities become
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V W Z

V WZ

=

V W Z

V WZ

V W Z

VW Z

=

V W Z

VW Z

Here the close horizontal juxtapositions on the left-hand sides signify that we pass (V ⊗W )
or (W ⊗ Z) over or under a crossing as a whole. These diagrammatic identities essentially
convey that the depiction of the tensor product as a horizontal juxtaposition is well-defined
with respect to Ψ. Similarly we can express functoriality of Ψ in braided diagrams as follows:

V W

ZW

=

V W

ZW

V W

W

=

W

W

V

V V

V V

Here the left diagram displays functoriality of the crossing Ψ, and the right diagram depicts
the special case where Ψ is the multiplication of an algebra object in a braided category, which
we will define properly in the next subsection. In this same vein, the hexagon identities and
functoriality can be combined to derive that Ψ obeys the braid relation, depicted below [19].
This is the relation used to define the well-known braid group.

This relation is in fact why Ψ is called a braiding in the first place.
Functoriality of operations like multiplication, together with the braid relation, allow us to

treat the above diagrams as physical strings sitting in three-dimensional space. (Again, a formal
proof of this assertion is given in section 4; the argument indeed hinges on functoriality and
the braid relation.) In the next subsection we will see that this remarkable fact allows us to do
diagrammatic mathematics that lies on the border between category theory and knot theory.

An interesting example of a braided category is that of the super vector spaces. This category
is of great interest to the study of supersymmetry [21].

Example 3.22. A vector space V is graded over a group G if it has a decomposition of the
form

V =
⊕
g∈G

Vg.

If v ∈ Vg we say that v is of degree g, i.e. |v| = g. A super vector space is a Z2-graded vector
space, where Z2 is the group of order 2, taken to be {0, 1} ⊆ k so that Z2 is also a ring over
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k. Thus a super vector space decomposes as V = V0 ⊕ V1. A map f : V → W of super vector
spaces is grade preserving if f(Vi) ⊆Wi for all i ∈ Z2.
The category SuperVec is defined as the subcategory of Vec that has super vector spaces as
objects and grade preserving linear maps as morphisms. This definition is justified because the
composition of two grade preserving maps is clearly again grade preserving. Note that SuperVec
is a subcategory of Vec simply because a super vector space is in particular a vector space.
If V,W are super vector spaces, then we have a natural grading on their tensor product as
follows:

(V ⊗W )i =
⊕

j+k=i∈Z2

Vj ⊗Wk.

Thus for instance, (V ⊗W )1 = (V0 ⊗W1) ⊕ (V1 ⊗W0). With this tensor product, SuperVec
forms a monoidal category. Finally, SuperVec becomes a braided category with

ΨV,W (x⊗ y) = (−1)|x|·|y|y ⊗ x.

Clearly Ψ2 = id which means that SuperVec is in fact a symmetric category.

Another construction that we can carry out in Vec is that of dualization: the construction of
a vector space V ∗ from V ∈ ob Vec. For a vector space V (over k), V ∗ = Hom(V, k) where k is
regarded as a vector space over itself. This dual construction generates the canonical evaluation
map

ev : V ⊗ V ∗ → k : (v, f) 7→ f(v).

If V is finite-dimensional, there is also a canonical coevaluation map in the other direction:

coev : k → V ⊗ V ∗ : λ 7→
∑
i

λvi ⊗ v∗i .

Here {vi} is a finite basis for V , and {v∗i } is the dual basis. It is not difficult to show that
this map is independent of the chosen basis. The next construction generalized these aspects
of dualization to monoidal categories.

Definition 3.23. Let C be a monoidal category. An object V of C has a left dual or is rigid if
there exists an object V ∗ of C and maps evV : V ∗ ⊗ V → 1, coevV : 1→ V ⊗ V ∗ such that the
following diagrams commute:

V ⊗ 1 V ⊗ (V ∗ ⊗ V ) V ∗ ⊗ (V ⊗ V ∗) V ∗ ⊗ 1

V V ∗

1⊗ V (V ⊗ V ∗)⊗ V (V ∗ ⊗ V )⊗ V ∗ 1⊗ V ∗

l−1

id⊗ev

Φ

id⊗coev

id

r

l

id

coev⊗id

Φ

id⊗ev

r−1

In these diagrams, the subscripts are suppressed as before. Further suppressing 1,Φ, l, r these
diagrams convey the identities

(id⊗ evV ) ◦ (coevV ⊗ id) = idV , (3.1)

(evV ⊗ id) ◦ (id⊗ coevV ) = idV ∗ . (3.2)

If every object of C is rigid, then we say that C is rigid.

Lemma 3.24. Let C be a monoidal category. If an object V of C has a left dual (V ∗, ev, coev)
then it is unique up to isomorphism in C.
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Proof. As with equations (3.1) and (3.2), this proof suppresses 1, l, r. This proof is based on
[22]. Suppose that (V ∗1 , ev1, coev1) and (V ∗2 , ev2, coev2) are left duals of V . Then we have a
morphism θ : V ∗1 → V ∗2 given by the composition

V ∗1 V ∗1 ⊗ (V ⊗ V ∗2 ) (V ∗1 ⊗ V )⊗ V ∗2 V ∗2 .
id⊗coev2 Φ−1 ev1⊗id

Similarly we have a morphism θ−1 : V ∗2 → V ∗1 given by the composition

V ∗2 V ∗2 ⊗ (V ⊗ V ∗1 ) (V ∗2 ⊗ V )⊗ V ∗1 V ∗1 .
id⊗coev1 Φ−1 ev2⊗id

As suggested by the notation, we claim that θ and θ−1 are mutually inverse. Indeed, consider
the following diagram (in which we have further suppressed Φ):

V ∗1 V ∗1 ⊗ V ⊗ V ∗1

V ∗1 ⊗ V ⊗ V ∗2 V ∗1 ⊗ V ⊗ V ∗2 ⊗ V ⊗ V ∗1 V ∗1 ⊗ V ⊗ V ∗1

V ∗2 V ∗2 ⊗ V ⊗ V ∗1 V ∗1

id⊗coev1

id⊗coev2
id

id⊗coev2⊗id

ev1⊗id

id⊗coev1

ev1⊗id

id⊗ev2⊗id

ev1⊗id

id⊗coev1 ev2⊗id

We claim that this diagram commutes. It is clear that the squares in the diagram commute:
consider for instance the top left square. Written out explicitly, this square expresses the
following identity of maps from V ∗1 ⊗ 1⊗ 1 to V ∗1 ⊗ V ⊗ V ∗2 ⊗ V ⊗ V ∗1 :

(id⊗ id⊗ coev1) ◦ (id⊗ coev2 ⊗ id) = (id⊗ coev2 ⊗ id) ◦ (id⊗ id⊗ coev1).

This equality trivially holds: since ⊗ is a bifunctor, both sides are equal to id⊗ coev2 ⊗ coev1.
The other squares commute similarly. The commutativity of the triangle follows from equation
(3.1). Thus, the whole diagram commutes. Now, by equation (3.2) the path from V ∗1 to itself
along the top and right of the diagram is equal to idV ∗1 . Meanwhile the path along the left and
bottom is equal to θ−1 ◦ θ. Thus by commutativity, θ−1 ◦ θ = idV ∗1 . An analogous diagram
shows that θ ◦ θ−1 = idV ∗2 . Thus by definition θ : V ∗1 → V ∗2 is an isomorphism.
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3.3 Braided Groups

Since we have already introduced braided monoidal categories and Hopf algebras, most of the
work needed for introducing braided groups is already done! Essentially, a braided group is the
analogue of a Hopf algebra in a braided category. Since we have introduced Hopf algebras in a
completely element-free (i.e. diagrammatic) way, this generalization is immediate:

Definition 3.25. Let (C,⊗) be a monoidal category. An algebra object B in the category C
consists of

• An object B of C.

• A product morphism m : B⊗B → B (also denoted ·) obeying the associativity condition
of figure 3.1.

• A unit morphism η : 1→ B obeying the diagrammatic condition of figure 3.3.

Lemma 3.26. Let B,C be algebras in a braided monoidal category (C,⊗,Ψ). Then B ⊗ C is
also an algebra in C, denoted B⊗C, with multiplication

mB⊗C = (mB ⊗mC) ◦ (id⊗ΨC⊗B,⊗id),

and unit morphism ηB ⊗ ηC .

Proof. The associativity is proven by the diagrammatic equalities in figure 3.7. The first and
third equality are by functoriality of Ψ in mC and mB respectively. The second equality is by
associativity of mB and mC .

B C B C B C

B C

B C B C B C

B C

B C B C B C

B C

B C B C B C

B C

= = =

Figure 3.7: Proof of lemma 3.26.

The proof that ηB⊗ηC satisfies the unit axiom is omitted; it is similar, but more trivial.

The tensor product ⊗ is also called the braided tensor product, and will be important in our
applications of braided groups.

Recall that in defining a Hopf algebra, we needed the map τ : x⊗y → y⊗x in Vec in several
places. Thus to define a Hopf algebra in a monoidal category we indeed need a braiding Ψ on
the category. The braiding Ψ plays the role of τ :

Definition 3.27. Let (C,⊗,Ψ) be a braided monoidal category. A braided group or Hopf
algebra object (B,m, η,∆, η, S) in the category C consists of

• An algebra (B,m, η) in C.

• Morphisms ∆ : B → B⊗B, ε : B → 1 forming a coalgebra (B,∆, ε) in C. (I.e. ∆, ε obey
the conditions of figures 3.2 and 3.4 respectively.) We also require that ∆, ε are algebra
morphisms, i.e. that the conditions of figure 3.5 are satisfied. Note the appearance of Ψ
in this figure, which was immaterial for the case of Hopf algebras in Vec, where Ψ = τ .

• A morphism S : B → B obeying the condition of figure 3.6.
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Note that the braiding Ψ is implicitly included in the data of a braided group: to specify B
we must specify the category C of which it is an object, and for that we must specify Ψ.

For Hopf algebras, S is an algebra anti-morphism as well as a coalgebra anti-morphism. We
deferred the proof of this fact to the more general case for braided groups. Note that Hopf
algebras are braided groups in Vec with Ψ = τ . The statement that the antipode of a braided
group is also an anti-morphism is the content of the following lemma:

Lemma 3.28. The antipode S of a braided group B satisfies

S ◦ · = · ◦ΨB,B ◦ (S ⊗ S) and ∆ ◦ S = (S ⊗ S) ◦ΨB,B ◦∆.

Proof. As an equality of braided diagrams, the first statement is:

S S

S =

In accordance with the self-dual nature of Hopf algebras that these diagrams exhibit, the
second statement is represented by the same diagrams, but reflected in the horizontal axis.
The braided-diagrammatic proof of this identity is shown in figure 3.8. The procedure is quite
complicated, but the idea is the same as for the inverse of a group: to show that (gh)−1 = h−1g−1

for g, h in a group G, we sneak in terms h−1h and g−1g to find

(gh)−1 = h−1h(gh)−1 = h−1g−1gh(gh)−1 = (h−1g−1)(gh)(gh)−1 = h−1g−1.

Note that this proof implicitly uses associativity.
The proof in figure 3.8 is exactly the same: we graft on two nested antipode loops, knowing
that they disappear via the axioms of figures 3.3, 3.4, and 3.6. We then move string around
using associativity and coassociativity, and subsequently cancel out added loops to obtain the
desired result. In the proof, we frequently need to pull the Hopf algebra operations ·,∆, η, ε, S
over a crossing Ψ. The fact that this is always allowed is precisely the statement of functoriality
of Ψ! As stated before, this is exactly what allows us to handle these diagrams as if they were
braids of physical string.
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S S

Figure 3.8: Proof of lemma 3.28.
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In detail: the first and second equalities graft on a loop, first using the unit and counit
axioms, and then using the antipode axioms. The third and fourth equalities do the same,
grafting on a second loop inside the first. Equalities 5 and 6 use associativity to rearrange the
diagram. Equality 7 pulls the inner antipode over the outer one, creating the application of
Ψ that remains in the final result. Equalities 8 and 9 use coassiciativity to further rearrange
the diagram. Equality 10 uses the first axiom of figure 3.5 to rearrange the indicated seqment,
followed by an application of associativity to create the antipode loop on the right. Equalities
11, 12, and 13 cancel this loop using the axioms of figures 3.6, 3.5, and 3.4 respectively, to give
the desired result.

The proof of the second statement is given by the same diagrammatic equalities, but reflected
horizontally.
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4 Hopf Algebras and Knots

In this section we consider applications of the basic theory of Hopf algebras (in the category
Vec) to the theory of knots. Namely, we will derive a class of knot invariants related to the Hopf
algebra kG from example 3.7, and we will formally show that braided diagrams can indeed
be treated like physical tangles of string, as we have claimed earlier. We also return to the
‘quantum groups’ of Drinfeld and Jimbo, seen in the last section. We show how they can be
used to construct ‘quantum knot invariants’; in particular we consider the case of Uq(sl2).

In the first subsection we introduce important concepts like quasi-triangular structures and
the quantum Yang-Baxter equation. These are paramount for applications in knot theory, and
provide the first indication of a deep relationship between Hopf algebras and braids. We will
also need these notions in later sections.

4.1 Quasitriangularity and the Drinfeld Double

Definition 4.1. Two Hopf algebras H,H ′ are dually paired if there is a linear map 〈 , 〉 :
H ′ ⊗H → k called a dual pairing such that

〈φψ, h〉 = 〈φ⊗ ψ,∆h〉, 〈, , 1, h〉 = ε(h),

〈φ, gh〉 = 〈∆φ, h⊗ g〉, 〈φ, 1〉 = ε(φ),

〈Sφ, h〉 = 〈φ, Sh〉,

for all φ, ψ ∈ H ′, h, g ∈ H. Here we use the convention 〈φ⊗ ψ, h⊗ g〉 = 〈φ, h〉〈ψ, g〉.

Note that a Hopf algebra H and its dual H∗ are clearly dually paired by the evaluation map
(provided that H∗ forms a Hopf algebra, which is canonically the case if H is finite-dimensional).
As an example, we have the following result:

Lemma 4.2. There is a dual pairing between kG and k(G). In fact k(G)∗ = kG.

Proof. Consider the map kG→ k(G)∗ :
∑
kg →

∑
kEg where Eg is evaluation in g. This map

is clearly linear and injective. Surjectivity then follows since k(G) and kG are finite-dimensional;
namely of equal dimension |G|.
In other words, the explicit dual pairing here is given by evaluation as〈

φ,
∑

kg
〉

=
∑

kφ(g);

one easily check that this is indeed a dual pairing.

The notion of a dual pairing allows us to construct a novel example of a Hopf algebra, called
the Drinfeld double:

Example 4.3. Let H,H ′ be dually paired Hopf algebras with a dual pairing 〈·, ·〉. Then we can
give the vector space H ′ ⊗H the structure of a Hopf algebra as follows: for (φ⊗ h), (ψ ⊗ g) ∈
H ′ ⊗H we define:

(φ⊗ h)(ψ ⊗ g) =
∑

ψ(2)φ⊗ h(2)g〈Sh(1), ψ(1)〉〈h(3), ψ(3)〉,

∆(φ⊗ h) =
∑

(φ(1) ⊗ h(1))⊗ (φ(2) ⊗ h(2)),

ε(φ⊗ h) = ε(φ)ε(h),

S(φ⊗ h) = (1⊗ Sh)(S−1φ⊗ 1).

Recall here the Sweedler notation for ∆. These Hopf algebra operations are extended linearly
to arbitrary elements of H ′ ⊗ H. This Hopf algebra is called the Drinfeld double of H and
denoted D(H). (The Hopf algebra H ′ is not reflected in the notation since we usually take H
finite-dimensional and H ′ = H∗.) For a proof that this is indeed a valid Hopf algebra structure,
see [19].
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Definition 4.4. A bialgebra or Hopf algebra H is quasitriangular if there exists an element
R ∈ H ⊗H such that

• R is invertible and obeys
τ ◦∆h = R(∆h)R−1, (4.1)

for all h ∈ H.

• The following identities hold for R:

(∆⊗ id)R = R13R23, (id⊗∆)R = R13R12. (4.2)

Here both sides of the equalities are in H⊗H⊗H. The suffixes onR denote the embedding
ofR into higher tensor powers of H. For instance, writingR =

∑
R(1)⊗R(2), the notation

R13 ∈ H ⊗H ⊗H means
∑
R(1) ⊗ 1⊗R(2)

We then say that (H,R) forms a quasitriangular bialgebra / Hopf algebra.

Lemma 4.5. If (H,R) is a quasitriangular bialgebra. Then R obeys the so-called Quantum
Yang-Baxter equation:

R12R13R23 = R23R13R12.

We will see more of this equation later on, in section 6. For now it suffices to say that this
equation algebraically encodes the braid relation (i.e. the third Reidemeister relation).

Proof. We can prove this by computing (id◦τ ◦∆)R in two ways. On the one hand, by equation
(3.2) we have

(id ◦ τ ◦∆)R = (id⊗ τ)(id⊗∆)R = (id⊗ τ)(R13R12) = R12R13.

On the other hand, first using equation (4.1) and then equation (4.2) gives

(id ◦ τ ◦∆)R = R23((id⊗∆)R)R−1
23 = R23R13R12R−1

23 .

Hence we conclude

R12R13 = R23R13R12R−1
23 =⇒ R12R13R23 = R23R13R12,

as required.

Example 4.6. If H is a finite-dimensional Hopf algebra, then the Drinfeld double D(H) of H
paired with H∗ is quasitriangular, with

R =
∑
a

(fa ⊗ 1)⊗ (1⊗ ea),

where {ea} is a basis for H and {fa} is the corresponding dual basis of H∗.

A proof of this statement can be found in [19, p.45]. For our purposes it is only important
to note that R is indeed invertible, with

R−1 =
∑
a

(S−1fa ⊗ 1)⊗ (1⊗ ea), (4.3)

where S−1 is the inverse antipode of H∗.
As an example and application of the above theory, we’ll explicitly compute the structure of

the Drinfeld double D(kG), and explain how it can be used to generate a class of knot invariants
related to the Wirtinger presentation of a knot.
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Lemma 4.7. The Drinfeld double D(kG) is given by the vector space k(G)⊗kG endowed with
the structure of a Hopf algebra as follows:

(φ⊗ h)(ψ ⊗ g)(x) = ψ(h−1xh)φ(x)⊗ hg,

∆(φ⊗ h)(x, y) =
∑
g

(φ(xg)⊗ h)⊗ (δgy ⊗ h) ,

with counit ε(φ ⊗ h) = φ(e). Under the identification k(G) ⊗ kG ⊗ k(G) ⊗ kG ∼= k(G × G) ⊗
k(G)⊗ k(G) this becomes

∆(φ⊗ h)(x, y) = φ(xy)⊗ h⊗ h.

The antipode is given by

S(φ⊗ h)(x) = (1⊗ h−1)(φ⊗ e)(x) = φ(hxh−1)⊗ h−1.

Proof. For the dual pairing, we use H ′ = k(G), since k(G) = kG∗ as shown in lemma 4.2.
The only non-trivial component of the given structure is the computation of the product: the
coproduct structure follows immediately from the definition of the Drinfeld double and the
alternative form of ∆f given in example 3.8. The antipode structure is immediate using the
product structure.

To arrive at the given structure for the product, first note that the product of the Drinfeld
double is by definition given by

(φ⊗ h)(ψ ⊗ g) =
∑

ψ(2)φ⊗ h(2)g〈Sh(1), ψ(1)〉〈h(3), ψ(3)〉.

To reduce this to a manageable form first note that(∑
ψ(1) ⊗ ψ(2) ⊗ ψ(3)

)
(x, y, z) = ψ(xyz),

in k(G×G×G). This corresponds in k(G)⊗ k(G)⊗ k(G) to∑
α∈G

∑
β∈G

δα(x)ψ(αyβ)δβ(z)

(among other equivalent possible forms). Furthermore using that ∆h = h ⊗ h and Sh = h−1

we thus evaluate

(φ⊗ h)(ψ ⊗ g)(x) =
∑
α∈G

∑
β∈G

ψ(αxβ)φ(x)⊗ hg〈h−1, δα(x)〉〈h, δβ(x)〉

=
∑
α∈G

∑
β∈G

ψ(αxβ)φ(x)⊗ hgδα(h−1)δβ(h)

= ψ(h−1xh)φ(x)⊗ hg.

From the above we see immediately that the product of D(kG) on basis elements δa, δb, h, g
is

(δa ⊗ h)(δb ⊗ g)(x) = δaδhbh−1 ⊗ hg.

Since kG is finite-dimensional, example 4.6 tells us that D(kG) is a quasitriangular Hopf
algebra with

R =
∑
g∈G

(δg ⊗ e)⊗ (1⊗ g).

40



4.2 The knot invariant IG

In this subsection we will derive a class of knot invariants from D(kG). To this end we first give
a brief description of knots and knot diagrams. This will mostly be an informal introduction;
for a formal dicussion see e.g. [23].

Definition 4.8. A parametrized knot is the image of a smooth embedding (injective smooth
map) of S1 into R3. An oriented parametrized knot is a smooth embedding of S1 with a coun-
terclockwise orientation into R3. The orientation of an oriented parametrized knot is indicated
in pictures by an arrow that is the image of a counterclockwise-pointing arrow along S1.

A knot is almost the same as a parametrized knot, except that we wish to consider para-
metrized knots up to an equivalence: we essentially consider two parametrized knots to be
equivalent if we can continuously deform one into the other with crossing any strands. This is
encoded mathematically by an ambient isotopy :

Definition 4.9. We impose an equivalence on the parametrized knots by saying that two
parametrized knots a, b : S1 → R3 are equivalent if there is a continuous function F : R3 ⊗
[0, 1]→ R3 such that:

1. F0 = idR3 , so that F0 ◦ a = a,

2. Ft is a homeomorphism for all t ∈ [0, 1],

3. F1 ◦ a = b.

Here Ft means F with the input from [0, 1] fixed at t.
A knot is an equivalence class of parametrized knots under this equivalence.

The map F is to be thought of as a family of continuous deformations of R3 indexed by t,
and is called an ambient isotopy. It should eventually deform a to b, and the requirement that
all Ft are isomorphisms encodes that no strands of the oriented strings are ever crossed in the
deformation.

Knots are usually depicted using knot diagrams. These are projections of a parametrized
knot onto the plane, such that each intersection of the projection only consists of two intersecting
strands, and at every such intersection there is an indication which each strand went ‘over’ and
which went ‘under’ in the original knot. An example of a knot is depicted in a knot diagram
below, in figure 4.1.

Figure 4.1: Knot diagram of the knot 10132.

It is paramount to discuss how the ambient isotopy equivalence of oriented knot translates
to their knot diagrams. This is detailed by the famous Reidemeister theorem:

Theorem 4.10. (Reidemeister): Two parametrized knots are equivalent if and only their
knot diagrams can be related by a sequence of Reidemeister moves. The Reidemeister moves
are depicted below:
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Figure 4.2: The three Reidemeister moves.

These are referred to as the Reidemeister-1,2,3 moves respectively. It is of note that the
Reidemeister-3 move is equivalent to the braid relation.

In the case of oriented knot the same statement holds, but now with the oriented Re-
idemeister moves. The oriented Reidemeister moves are exactly the usual ones, but with all
the possible orientations of the involved strands. Thus, for example the second Reidemeister-2
move gives rise to four oriented Reidemeister-2 moves.

It is a nontrivial matter to distinguish whether or not two knots are identical. The tool for
doing so is the concept of a knot invariant :

Definition 4.11. A knot invariant is a map that assigns to each parametrized knot (or knot
diagram) some object. This can be a group, a number, a polynomial, etc. The assigned object
must be invariant under equivalence of parametrized knots.

There is a wide array of knot invariants, and we will use Hopf algebras to construct one class
of such invariants below. To show that the assignment of an object to a knot indeed gives rise to
a knot invariant, one only needs to show invariance of this assignment under the Reidemeister
moves.

Let G be a finite group. We use the quasitriangular pair (D(kG),R) to construct knot
invariants as follows: say that we are given an oriented knot diagram K. We can open this
diagram at one point by cutting one of its line segments. This creates a ‘tangle’ diagram with
begin- and end-points. An example for the trefoil knot is shown below:

Figure 4.3: Opening a knot diagram.

Now, to construct a knot invariant from D(kG) we place at each right-handed crossing a
copy of R, and at each left-handed crossing a copy of R−1. These copies are taken to be
distinct: the sum over G should be in a different variable for each copy. Since R is an element
of D(kG)⊗D(kG), it has a left and a right component in the tensor product: δg ⊗ e and 1⊗ g
respectively. Similarly for R−1. At each crossing (where we have now placed a copy of R or
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R−1) we place the left component on the strand going under, and the right component on the
strand going over. For our trefoil knot example this is shown below:

Figure 4.4: Construction of IG.

To finally construct a knot invariant IG, we move along the knot from beginning to end,
multiplying the elements of D(kG) we have placed in the order we encounter them. For the
example of the trefoil knot this gives

IG =
∑
g,h,i

(δg ⊗ e)(1⊗ h)(δi ⊗ e)(1⊗ g)(δh ⊗ e)(1⊗ i)

=
∑
g,h,i

δgδhih−1δhghg−1h−1 ⊗ hgi.

This construction is taken from [24].
To be exact, this does not actually yield an invariant of knots, but of framed knots. These

are knots which have a certain ‘thickness’, like a thin strip of paper. For framed knots we do
not require the first Reidemeister condition, but a weaker version:

=

To verify that IG is indeed an invariant of framed knots, we must verify that it is invariant
under the weakened first Reidemeister move, and the second and third Reidemeister moves.
Invariance under the weakened first Reidemeister move is trivial: on the both sides of the
corresponding condition we have a single right-handed crossing. The only difference is that on
the left-hand side we first go under the crossing and then over, while on the right-hand side we
first go over and then under. Invariance of IG then follows from

(δg ⊗ e)(1⊗ g) = δg ⊗ g = (1⊗ g)(δg ⊗ e).

Invariance of IG under type 2 Reidemeister moves is similarly trivial, since we place R on right-
handed crossings and its inverse on left-handed crossing. Note here that we are considering
oriented knots, for which there are four Reidemeister-2 moves depending on the orientations.
However, all four indeed consist of one positive- and one negative crossing. Invariance under type
3 Reidemeister moves follows from the fact that R obeys the quantum Yang-Baxter equation:
see remark 6.8 for the explicit connection between the Yang-Baxter equation and the braid
relation.

Finally, we can give an interpretation of IG using the Wirtinger presentation: for a knot
(or knot diagram) K we define the knot group as π1(R3 − K), the fundamental group of the
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knot complement. The knot group is clearly a knot invariant. The Wirtinger presentation of K
provides a presentation of this group. That is, it describes π1(R3 −K) as a free group modulo
a number of relations on the generators of this free group. For a concise and self-contained
exposition on the knot group and Wirtinger presentation, see [25]. Here it suffices to say that
the relations are all of the form g = hih−1.

Meanwhile, note that the k(G) component of IG consists of a number of δ functions mul-
tiplied with eachother: δgδhih−1δhghg−1h−1 for the trefoil knot, for instance. This element of
k(G) must vanish, unless all the subscripts are equal. Thus (for the trefoil) the only choices of
g, h, i ∈ G that yield a nonzero contribution to IG are those such that

g = hih−1 = hghg−1h−1.

These are precisely the relations for the Wirtinger presentation of the trefoil knot. This is no
coincidence: the multiplication in D(kG)

(δa ⊗ h)(δb ⊗ g)(x) = δaδhbh−1 ⊗ hg.

acts on the δ’s in a way that precisely emulates the construction of the Wirtinger presentation
seen in [25]. Upon close comparison with the construction of IG, this is an easy exercise to
verify. In conclusion, a choice (g, h, i) yields a nonzero term in IG if and only if this choice gives
a representation of the knot group into G. Thus IG contains the information of

#Hom(π1(R3 −K), G),

which is evidently a knot invariant.
Interestingly, the kG-component of IG can be interpreted to contain the information of the

framed longitude ` of our knot [24]. This is one of the generators for the peripheral subgroup
of the space-subspace system K ⊂ R3. For an introduction of this topic, see [26]. In [27]
it was shown that the peripheral subgroup generates a complete knot invariant when used in
conjunction with the knot group. That is, it provides an invariant that identifies knot perfectly.
By varying G the collection of invariants IG thus contains the information of all representations
of π1(R3 −K) and ` into finite groups.

From the above discussion it is clear why (D(kG),R) is a natural choice to construct knot
invariants: the quasitriangular structure of R ensures that we can maintain invariance under
type 3 Reidemeister moves, and the group conjugation character of multiplication in D(kG)
allows us to relate our construction to the well-known construction of the Wirtinger presentation.

4.3 Braided Diagrams and Tangles

As already stated before in subsection 3.2, for a braided group with braiding Ψ the braid
relation and functoriality of Ψ allow us to treat the ‘strings’ of braided groups as physical pieces
of string. We now give a knot-theoretical formulation and proof of this statement. This required
the introduction of a generalization of knots, called tangles. To introduce tangles we follow [23].

Definition 4.12. A parametrized tangle is a smooth embedding of a one-dimensional compact
smooth manifold X into a box

{(x, y, z) |x ∈ [w0, w1], y ∈ [−1, 1], z ∈ [h0, h1]}.

Here [w0, w1] and [h0, h1] describe the width and height of the box, respectively. Rougly speaking
a tangle is a knot with beginning- and end-points, such that all the end-points lie in one
rectangle, and all beginning-points lie in an opposing, congruent rectangle. Two parametrized
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tangles are equivalent if one can be mapped onto the other by an ambient isotropy of boxes,
followed by a re-scaling of the form

(x, y, z) 7→ (f(x), y, g(z)),

where f, g : R → R are strictly increasing. A tangle is an equivalence class of parametrized
tangles. In analogy with oriented knots, an oriented tangle is a tangle such that X is oriented.

Intuitively, a tangle consists of a set of strings or loops that run from the bottom of the box
to the top. In analogy with knots, we can consider tangle diagrams as projections of a tangle
with crossings that the indicate ‘over’- and ‘under’-going strands. This immediately raises the
question whether there is a counterpart of the Reidemeister theorem for tangles. There is, and
we will call it the Turaev theorem. Before discussing it, we introduce the decomposition of
tangles into simple tangles and elementary tangles.

Definition 4.13. Suppose that T1 and T2 are parametrized tangles whose boxes are of equal
height and width. If the beginning-points of T2 coincide with the end-points of T1 on the faces
of their respective boxes, then we define the product T1 · T2 as putting T1 on top of T2. We
define the tensor product T1 ⊗ T2 as a horizontal juxtaposition of T1 and T2. These operations
extend to well-defined operations on the equivalence classes of parametrized tangles, so that we
obtain operations (·,⊗) on tangles.

Example 4.14. Let T1 and T2 be given by

Then T1 · T2 and T1 ⊗ T2 are given by

Definition 4.15. An elementary tangle is a tangle represented by one of the following five
minimal tangle diagram ‘elements’:

Figure 4.5: The elementary tangles.

We define a simple tangle as a finite tensor product of elementary tangles.

It is a fact that every tangle diagram can be decomposed into a product of simple tangle
diagrams.

From example 4.14, the similarities between tangle diagrams and braided diagrams should be
clear. We already know from the definition of ambient isotopies that we can treat the strings of
tangles and tangle diagrams as pieces of physical string, just as with knots. This is precisely the
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property we now wish to show for braided diagrams. To this end we can just show that braided
diagrams behave the same as tangle diagrams, i.e. that they obey the same Reidemeister-like
relations as tangle diagrams. For this we need a tangle-analogue of Reidemeister moves, which
is given by the Turaev moves. Since braided diagrams are oriented (downward), we consider
the oriented case here. For the unoriented case see [23].

Theorem 4.16. (Turaev): Two oriented parametrized tangles are equivalent if and only if
their tangle diagrams are related by a sequence of Turaev moves. The Turaev moves are depicted
below, in terms of products of simple tangles:

= = =

= = =

= = =

=

Figure 4.9: The seven Turaev moves.

Here the boxes labelled T1, T2 represent arbitrary tangles with two beginning- and two end-
points. The first Turaev move must hold for arbirary orientations of the strings. Moves 5,6,
and 7 must also hold with reversed orientations.

To relate the Turaev theorem to braided diagrams, we still need incarnations of the ele-
mentary tangles ∪ and ∩ for braided diagrams. To this end, recall that the empty space in a
braided diagram corresponds to copies of the field k, while a down-ward flowing string is a copy
of a braided group B. Now suppose that we are working in a rigid braided category C. Then
we declare that an upward-flowing string corresponds to the dual object B∗ of a braided group.
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With this, the need for ∪ and ∩ is translated to the need for maps B∗⊗B → k and k → B⊗B∗
respectively. These are provided by the rigidity of C: we let

∪ := evB and ∩ := coevB.

Functoriality of Ψ in the morphisms evB and coevB tells us that we can pull them over and
under crossings. (The addition of ∩ and ∪ to braided diagrams is not just to complete the
analogy with tangles; we’ll need them in section 6.) Since braided diagrams represent oriented
tangles, we have to prescribe ∩ and ∪ with both possible orientations. The definitions above
give one of these orientations. The other orientations must be given by maps B ⊗B∗ → k and
k → B∗ ⊗B, so they are naturally given by evB∗ , coevB∗ . (Here we take for granted a natural
identification B∗∗ ∼= B; see [19] for such an isomorphism.) By the uniqueness of duals from
lemma 3.24, it turns out we can express evB∗ , coevB∗ in terms of evB, coevB very easily; this is
shown in figure 4.10 below.

Figure 4.10: Dual evaluations and coevalutaions expressen in terms of evV , coevV .

For a neat categorical proof of this, see [28]. Equipped with oriented braid diagram versions
of ∩ and ∪, we can now prove that the braided group diagrams can indeed be treated as tangles,
and hence as physical pieces of string:

Corollary 4.17. Braided diagrams obey the Turaev relations. They can hence be thought of
as tangle diagrams, albeit equipped with extra operations like S.

Proof. The third Turaev relation holds trivially since ΨV,W ◦ Ψ−1
V,W = id = Ψ−1

V,W ◦ ΨV,W . The
fourth Turaev move is exactly the braid relation, which we know to hold for braided diagrams.
The fifth ‘bend-straightening’ Turaev moves are satisfied by the definition of a rigid category.
Indeed, they represent the equations

(id⊗ evV ) ◦ (coevV ⊗ id) = idV ,

(evV ⊗ id) ◦ (id⊗ coevV ) = idV ∗ .

which are precisely the requirements of equations (3.1) and (3.2). The first and sixth turaev
move hold trivially using functoriality, as well as the fifth Turaev move in the case of the sixth
move. The seventh move also clearly holds by functoriality, after an application of the equations
in figure 4.10.

Finally, for the second Turaev relation we also use the equalities from figure 4.10. Using the
fifth Turaev move we compute for example:

= = = =

This shows one of the Turaev-2 moves, the other is proven analogously.
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4.4 Quantum Knot Invariants

As a final application of Hopf algebras to knot theory, we consider the construction of quantum
knot invariants. This will use everything we’ve discussed so far: knots, tangles, braided dia-
grams, and Hopf algebras. This discussion is based on [23]. Quantum knot invariant can be
derived for any Drinfeld-Jimbo Hopf algebra (i.e. quantum group) Uq(g), where g is a semisimple
Lie algebra. In fact this was one of the first applications of quantum groups. Following [23],
here we will only consider the case of Uq(sl2). We have already seen a Drinfeld-Jimbo Hopf
algebra in the last section, namely SUq(2); now we see a concrete application of this type of
Hopf algebra. The main idea for the construction of knot invariants from general Uq(g) should
be clear from the example of Uq(sl2); only considering this single example will allow us to detail
the construction without having to discuss almost any of the theory of Drinfeld-Jimbo Hopf
algebras [23].

The only non-trivial statement from the theory of quantum groups that we will need is this:
Let g be a semisimple Lie algebra, and V a finite-dimensional Lie algebra representation of g.
(Here we take for granted the notion of a Lie algebra- and group representations. See the next
section for a formal introdcution to representations of Hopf algebras; they are quite similar
to those of groups.) Then V is also a representation of Uq(g), and it always gives rise to an
inverstible n-dimensional solution R : V ⊗ V → V ⊗ V of the Yang-Baxter equation (YBE):

(R⊗ id) ◦ (id⊗R) ◦ (R⊗ id) = (id⊗R) ◦ (R⊗ id) ◦ (id⊗R).

The relation between the YBE and the quantum YBE from subsection 4.1 is explored in section
6. Instead of proving these statements in general, we content ourselves with the line taken in
[23] and simply give (V,R) for g = sl2.

Example 4.18. Let g = sl2. It is well-known [29] that we can represent sl2 as 2 × 2 matrices
using the generators

H =

[
1 0
0 −1

]
, E =

[
0 1
0 0

]
, F =

[
0 0
1 0

]
.

This gives us a two-dimensional representation of sl2, i.e. with V = C2. Namely, for an element
X ∈ sl2 we represent it as a matrix, and then send v ∈ V to Xv ∈ V . This is known as
the standard representation of sl2. (Again, for a full introduction of representations of Hopf
algebras, see the next section.) The map R : V ⊗ V → V ⊗ V associated to V by the theory of
Uq(g) is then given by

R :


e1 ⊗ e1 7→ q1/4e1 ⊗ e1,

e1 ⊗ e2 7→ q−1/4e2 ⊗ e1,

e2 ⊗ e1 7→ q−1/4e1 ⊗ e2 + (q1/4 − q3/4)e2 ⊗ e1,

e2 ⊗ e2 7→ q1/4e2 ⊗ e2,

where {e1, e2} is the standard basis for V .

Armed with this information we are ready to construct our quantum knot invariants. This
is facilitated by tangles: consider an oriented knot diagram K. This is in particular a tangle
diagram, where the box of this tangle is some sufficiently large box that contains the knot.
We now draw any generic horizontal line through K (that does not cross any crossings of the
diagram at their precise intersection point). To every intersection of this line with K we either
assign a copy of V or V ∗. Here V ∗ is the dual representation of V . We shall prove in the next
section that for a Hopf algebra, the dual vector space V ∗ of any representation V is indeed
again a representation. If the knot diagram is directed up at the point of intersection with our
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line, we place a copy of V there. If it is directed down then we place a copy of V ∗. If our line
does not intersect the knot diagram at all, then we associate a copy of the ground field C to it.

Now, regarding our knot diagram K as a tangle diagram, use a finite amount of horizontal
lines to decompose it into a product of simple tangles. Attach copies of V, V ∗,C to these lines
according to the above prescription. A part of K between our two adjacent lines then represents
a simple tangle. We now assign a linear transformation θ(K) : C→ C to K as follows:

• To each horizontal line, associate the vector space given by the ordered tensor product
of copies of V, V ∗ we have attached. Say that this associates the space Wi to the i-th
horizontal line.

• To each simple tangle Ti between the i − th and (i + 1)-th line, associate a linear map
θ(Ti) : Wi →Wi+1.

• Let θ distribute over products and tensor products of tangles via the rules

θ(T1 · T2) = θ(T1) ◦ θ(T2) and θ(T1 ⊗ T2) = θ(T1)⊗ θ(T2).

• We then obtain θ(K) as θ(T1 · T2 · · · · · Tn) = θ(T1) ◦ · · · ◦ θ(Tn).

This procedure is depicted in figure 4.11 below, for the tangle T = T1 · T2 from example
4.14.

Figure 4.11: The construction of the linear map θ(T ).

Since we declare that θ distributes over products, we only need to define θ on simple tangles.
Since it also distributes over tensor products of tangles, we really only need to define it on the
elementary tangles. In the oriented case there are eight of these. We essentially design θ on
these elementary tangles to eventually yield a knot invariant, and this is where the structures
of (Uq(sl2), V,R) come in: it is particularly important that R satisfies the YBE. Especially
the values on ∩ and ∪ depend non-trivially on these structures. The values of θ on the eight
elementary tangles are given below in figure 4.12: the first four are defined similarly for all
Uq(g), the last four mimic ev and coev as maps C→ V ∗⊗ V etc. They depend non-trivially on
the specifics of Uq(g), but can be constructed generally [23].

Note that, in principle, we can construct a map θ(T ) for any tangle T in this way. For a
knot, i.e. a closed tangle, we end up with a map θ(K) : C→ C. This map is associated to the
number (θ(K))(1). By linearity this is a unique association. Hence the procedure above leaves
us with a complex number associated to each knot diagram K. We claim that this function /
number θ(K) is an invariant of framed knots.

To show that θ(K) is a framed knot-invariant, we only need to show its invariance un-
der the weakened Reidemeister-1 move and the Reidemeister-2,3 moves. For the weakened
Reidemeister-1 relation, applying θ to both sides of the equation results in

(id⊗ θ(∩)) ◦ (R−1 ⊗ id) ◦ (id⊗ θ(∪)),
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Figure 4.12: The values of θ on the oriented elementary tangles. Here {f i} is the basis of V ∗

dual to {ei}.
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and
(θ(∩)⊗ id) ◦ (id⊗R−1) ◦ (θ(∪)⊗ id),

respectively; both of these are maps V → V . Noting that θ(∩) is a map into C, these expressions
are certainly equal (up to the isomorphism C ⊗ V ∼= V ∼= V ⊗ C). As for the Reidemeister-2
relation; applying θ to both sides results in the requirement that

R ◦R−1 = id⊗ id = R−1 ◦R.

Clearly this holds, by the definition of an inverse. Finally, applying θ to both sides of the
Reidemeister-3 relation yields the requirement

(R⊗ id) ◦ (id⊗R) ◦ (R⊗ id) = (id⊗R) ◦ (R⊗ id) ◦ (id⊗R).

This is exactly the YBE, which we know to hold for R. Hence θ(K) is indeed an invariant of
framed knots, as claimed.

Now that we have a complete description of θ and a proof that it provides a knot invariant,
we are ready to consider some examples. The simplest example to consider is the unknot O,
oriented counter-clockwise as a knot diagram. As a tangle diagram, this is simply a product of
∪ and ∩. Thus using figure 4.12 we immediately find

θ(O) : C→ V ∗ ⊗ V → C

1 7→ q−1/2f1 ⊗ e1 + q1/2f2 ⊗ e2 7→ q−1/2 + q1/2.

Thus as a number, θ(O) = q−1/2 + q1/2. If we wish to obtain a normalized invariant of framed
knots (i.e. an invariant that equals 1 on the unknot), then we can consider

θ̃ :=
θ

q1/2 + q−1/2
.

As a final example we give θ on the trefoil knot K. The relevant tangle diagram is depicted in
figure 4.13 below.

Figure 4.13: Computation of θ(K) for the trefoil knot.

Using figures 4.12 and 4.13 we can compute that

θ(K) = q−7/4 + q−3/4 + q1/4 − q9/4,

and
θ̃(K) = q−5/4 + q3/4 − q7/4.

For this computation, see [23].
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5 Actions and Representations

In this section we will construct an important class of braided categories: representation cat-
egories. These are subcategories of Vec equipped with a nontrivial braiding. Before we can
define these categories and discuss their properties, we must first discuss what is meant by a
representation of a (Hopf) algebra, or equivalently an action of that algebra.

After discussing the construction of braided categories from representations of Hopf algebras,
which is one of the main applications of Hopf algebras to braided geometry, we show that a
Hopf algebra can be uniquely reconstructed from its representations. We have already argued in
subsection 3.1.1 that the dual of a Hopf algebra is again a Hopf algebra. Thus this reconstruction
proves our claims of representation-theoretic self-duality from subsection 1.3.

5.1 Actions

Definition 5.1. Let H be an algebra over a field k. An action of H on a vector space consists
of a pair (α, V ), where V is a vector space over k and α : H ⊗ V → V is a linear map. We
can write α(h ⊗ v) := αh(v), which makes αh : V → V a linear map. For α we require that
αhg = αh ◦ αg and α1 = id. These axioms are shown as commutative diagrams below:

H ⊗H ⊗ V

H ⊗ V H ⊗ V H ⊗ V

V k ⊗ V V

id⊗α·⊗α

α α
αη⊗id

∼=

Instead of writing α explicitly, we can denote an action by .. The definitions then become:

α(h⊗ v) := h . v, (hg) . v = h . (g . v)), 1 . v = v,

for h, g ∈ H, v ∈ V .

A representation of a group G is nothing but an action of G on a vector space. Indeed, an
action of G on V gives a set of automorphisms αg : V → V for all g ∈ G, such that αgh = αgαh.
In other words, the action gives a homomorphism

α : G→ Aut(V ) : g 7→ αg.

This is precisely what we know as a group representation. Similarly, a representation of an
algebra H is the same as an action of H on a vector space. From now on, an action of an algebra
will always mean an action on some vector space, and the terms ‘action’ and ‘representation’
will be used interchangeably.

Remark 5.2. Analagously to an action, there is also the concept of a coaction or corepres-
entation of an algebra. This is just the arrow-reversed dual of an action, i.e. a pair (β, V )
where V is a vector space and β : V → H ⊗ V a linear map. This map β must then satisfy
the same commutative diagrams as α, but with all the arrows reversed and (·, η) interchanged
with (∆, ε). We will make extensive use of coactions in subsection 6.2, but in this section we
will only discuss actions since they are a more familiar notion. It will suffice to keep in mind
that any result about actions has an equally valid arrow-reversed dual statement. The proof of
such a dual statement can be obtained via arrow-reversal of the proof for the statement about
actions.
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If H is a bialgebra or Hopf algebra, we can also have actions of H on an algebra; not just a
vector space. To define an action on an algebra, we naturally wish that the action respects the
algebra structure in some way. For this we need H to be a bialgebra or Hopf algebra, and not
just a regular algebra:

Definition 5.3. Let H be a bialgebra or Hopf algebra. Then H acts on an algebra A if:

• H acts on A as a vector space via an action α : H ⊗A→ A.

• The product · of A commutes with α in the sense that

h . (ab) =
∑

(h(1) . a)(h(2) . b).

(Recall here the Sweedler notation for ∆.)

• The unit η of A commutes with α in the sense that

h . 1 = ε(h) · 1 ∈ A.

These additional axioms are shown as commutative diagrams below:

H ⊗A⊗A H ⊗A A A⊗A

H ⊗H ⊗A⊗A H ⊗A⊗H ⊗A

id⊗·

∆⊗id⊗id

α ·

id⊗τ⊗id

α⊗α

H k A

H ⊗A
id⊗η

ε η

α

Again note that we need the bialgebra structure (∆, ε) of H in these axioms. If H acts on an
algebra A, we also refer to A as an H-module algebra.

We can also consider linear maps between different representations of the same algebra H,
that commute with the action. These are also known as intertwiners. For our purposes it will
suffice to only consider intertwiners of vector space representations:

Definition 5.4. Let (V, .V ) and (W, .W ) be representations of an algebra H. Suppose f : V →
W is a linear map. Then f is said to be an intertwiner if it commutes with the actions on V,W
in the sense that

h .W f(v) = f(h .V v),

for all h ∈ H, v ∈ V .

It is trivial to see that the composition of two intertwiners is again an intertwiner. This (along
with other similarly trivial considerations) allows us to define a category of representations over
an algebra H:

Definition 5.5. Fix an algebra H. We define the representation category HM as the category
whose objects are representations (V, .V ) of H, and whose morphisms are intertwiners of these
representations. Clearly HM is a subcategory of Vec, since a representation is in particular a
vector space and an intertwiner is a linear map.

We now present some concrete examples of algebra- and Hopf algebra representations.
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Example 5.6. Let H be a bialgebra or Hopf algebra. Then H acts on itself as a vector space
via the left regular action L given by

Lh(g) = hg,

for h, g ∈ H; i.e. h . g = hg.

Lemma 5.7. Let H be any Hopf algebra. Then H acts on itself as an algebra, i.e. H is an
H-module algebra, via the adjoint action

Ad : Adh(g) =
∑

h(1)gSh(2),

for h, g ∈ H.

Proof. First we verify that Ad indeed defines an action. Using lemma 3.6 we compute that

h . (g . a) = h . (g(1)aSg(2))

= h(1)g(1)aSg(2)Sh(2)

= (hg)(1)aS(hg)(2)

= (hg) . a,

for any h, g, a ∈ H. Here the third equality uses that ∆ distributes over multiplication by
definition. Next note that for the antipode S of any Hopf algebra we have

S(1) = 1 · S(1) = 1(1) · S(1(2)) = ε(1) = 1,

using that ∆(1) = 1⊗ 1 by definition. Hence we also have 1 . g = 1 · g · S(1) = g. Hence Ad is
indeed an action. Next we verify that Ad indeed turns H into an H-module algebra. To this
end we compute for h, a, b ∈ H:

h . (ab) = h(1)abSh(2)

= h(1)aε(h(2))bSh(3)

= h(1)a(Sh(2))h(3)bSh(4)

= (h(1) . a)(h(2) . b).

In this computation we use the Sweedler notation h(1), . . . , h(4), which is unambiguous by virtue
of cocommutativity. The second equality uses the counit axiom to sneak in a factor ε(h(2)) that
commutes with a (since it is simply a multiple of 1 ∈ H). This factor is expanded into (Sh(2))h(3)

in the third equality, using the antipode axiom. To complete the proof, we finally compute using
the antipode axiom that

h . 1 = h(1)1Sh(2) = h(1)Sh(2) = ε(h) · 1,

as required.

A particularly interesting example for Physics is that of H = kZ2; the Hopf algebra kG
from example 3.7 with G = Z2:

Example 5.8. Suppose H = kZ2 with Char(k) 6= 2, where Z2 is the cyclic group of order 2
with generator g such that g2 = 1. Then we claim that an action of H on a vector space V is
nothing but a Z2-grading of V . (Recall the definition of a grading from example 3.22.)
Indeed, suppose that H acts on a vector space V and consider the element p = 1−g

2 of H. We
find

p2 =

(
1− g

2

)2

=
1− 2g + g2

4
=

2− 2g

4
= p,
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so that p acts as a projection on V . By [30, Thm. 6.18], this decomposes V into

V = Ker(p)⊕ Im(p) := V0 ⊕ V1,

i.e. V decomposes as a Z2-graded vector space with the grading given by the eigenvalue of
p acting on v (which is 0 if v ∈ Ker(p) and 1 if v ∈ Im(p)). Conversely, a Z2-grading on a
vector space V gives rise to a projection operator p onto V1. Interpreting p = 1−g

2 this grading
then determines the action of p, which uniquely determines the action of g. Since g is the only
nontrivial generator of kZ2 this uniquely determines an action of kZ2 on V .

In conclusion, a representation of kZ2 is equivalent to a Z2-graded vector space, i.e. a super
vector space. Thus there is a relation between kZ2M and SuperVec. We will discuss this in
more detail in subsection 8.3.

5.2 Actions of Braided Groups

The axioms for algebra actions extend naturally to braided categories using braided diagrams,
in the same way that the axioms of a Hopf algebra extend to braided groups:

Definition 5.9. Let B be an algebra object in a braided category C. Then an action of B on
an object V of C consist of a morphism α : B ⊗ V → V . In a braided diagram we depict this
α as a multiplication between B and C, labelled with an α for clarity. We require α to obey
the following braided diagram equalities, that are analogous to the commutative diagrams from
definition 5.1:

= =

The generalization of actions on algebras to braided categories is similar, but slightly less
straight-forward. As in the case of Vec, to define actions on an algebra it does not suffice for B
to be an algebra object. Instead B needs to have the additional structure of a braided group
(i.e. Hopf algebra object in C).

Definition 5.10. Let B be a braided group in a braided category C. Then B acts on an
algebra object C of C if B acts on C as a regular object of C. This action α : B ⊗C → C must
moreover commute with the multiplication and unit of C. These requirements are depicted in
the following braided diagram equalities:

= =

Again, these are analogous to the commutative diagrams of the C = Vec case. If these
requirements are fulfilled, we also refer to C as a braided B-module algebra.
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Remark 5.11. As stated earlier, the above definition is not an entirely straight-forward gen-
eralization. Namely, the τ that switches B and C in the case of Vec is replaced by ΨB,C .
However, in principle we could also choose to define braided actions on an algebra using the
reversed braiding Ψ−1

B,C . This yields an equally valid definition of a braided module algebra. If
this definition with reversed braiding is used, we will indicate this for clarity.

As a concrete example, we can naturally extend the adjoint action Ad of a Hopf algebra on
itself to braided groups. This generalization is due to [31].

Example 5.12. Let B be a braided group in a braided category C with antipode S. Then we
define the adjoint action Ad : B ⊗B → B as follows:

=
S

Figure 5.1: The adjoint action of a braided group B on itself.

(This picture includes a multiplication of three elements, which is justified by commutativ-
ity.) This action turns B into a braided B-module algebra. Clearly, in the case of C = Vec this
reduces to the action from lemma 5.7.

Proof. We only prove the property (hg) . a = h . (g . a). This proof is depicted in figure 5.2
below. The other properties can be proven similarly with the formalism of braided diagrams.

=

S

S

S S

= S =
S

Figure 5.2: Proof that Ad defines an action.

The first equality extends the Ad loops, using functoriality to pull the multiplications,
comultiplications, and antipodes under the braidings Ψ as necessary. The second equality
follows immediately from lemma 3.28 (and another application of functoriality to rearrange).
The final equality follows by using the braided group axiom that ∆ is an algebra morphism,
depicted in figure 3.5.

5.3 Construction of Braided Categories

Recall the representation category HM of an algebra H from definition 5.5. It turns out that
these categories give us large classes of monoidal, braided, or rigid categories, provided that the
algebra H has certain additional structure.
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Proposition 5.13. If H is a bialgebra, then HM is a monoidal category with − ⊗ − defined
by

h . (v ⊗ w) =
∑

h(1) . v ⊗ h(2) . w,

for V,W ∈ obHM, h ∈ H, v ∈ V , w ∈ W ; extended linearly to arbitrary elements of V ⊗W .
The unit object 1 is given by the trivial module k, with

h . λ = ε(h)λ for h ∈ H, λ ∈ k.

Since HM is a subcategory of Vec, we can simply let Φ, l, r be the corresponding canonical
transformations in Vec.
Moreover, the forgetful functor F : HM→ Vec is a monoidal functor.

Proof. We only need to show that h . (v ⊗ w) as prescribed indeed defines a valid action of H
on V ⊗W . By the counit axiom it is then trivial that k provides a two-sided unit object. To
see that we indeed have a valid action, we compute

(hg) . (v ⊗ w) = (hg)(1) . v ⊗ (hg)(2) . w

= (h(1)g(1)) . v ⊗ (h(2)g(2)) . w

= h(1) . (g(1) . v)⊗ h(2) . (g(2) . w)

= h . (g(1) . v ⊗ g(2) . w)

= h . (g . (v ⊗ w)).

Here the second equality uses that ∆ distributes over multiplication, and the third equality uses
that . is an action on V and W separately. We also have

1 . (v ⊗ w) = 1(1)v ⊗ 1(2)w = v ⊗ w.

Recall here that ∆(1) = 1⊗ 1 since ∆ is an algebra morphism. Thus the definition of an action
is indeed satisfied, as required.

Finally, we must show that F is a monoidal functor. This requires functorial isomorphisms

cV,W : F (V )⊗ F (W )→ F (V ⊗W ),

for all objects V,W of HM. Since F (V ) ⊗ F (W ) = V ⊗W = F (V ⊗W ) as vector spaces,
cV,W := idV⊗W suffices. Since k is the identity object in both HM and Vec we have that
F (1) = 1. With this the other defining properties of a monoidal functor are trivial, since cV,W
is an identity map.

Recall the definition of a quasitriangular structure from definition 4.4. We have already seen
in lemma 4.5 that if a bialgebra or Hopf algebra is equipped with a quasitriangular structure R,
then R obeys the quantum Yang-Baxter equation. This allowed us to conclude invariance of IG
under the Reidermeister-3 relation, i.e. the braid relation (see remark 6.8 for details). We have
also seen in section 3.2 that the braiding Ψ of a braided category satisfies this same relation.
This link between the braid relation, quasitriangular Hopf algebras, and braided categories is
completed by the following proposition:

Proposition 5.14. If H is a quasitriangular bialgebra, then HM is braided, with

ΨV,W (v ⊗ w) =
∑
R(2) . w ⊗R(1) . v,

for v ∈ V , w ∈ W extended linearly to arbitrary elements of V ⊗W . Here the superscripts
(1), (2) indicate that we take one of the tensor components of R ∈ H ⊗ H, i.e. we write
R =

∑
R(1) ⊗R(2).
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Proof. We must show three things: that ΨV,W is indeed a morphism in HM, that Ψ obeys the
hexagon conditions, and that ΨV,W is functorial in V,W .
To show that ΨV,W is a morphism we must verify it is an intertwiner of the action of H on
V ⊗W . If we use . to denote the action of H ⊗H on V ⊗W built naturally from the actions
of H on V,W then Ψ becomes

ΨV,W (v ⊗ w) = τ(R . (v ⊗ w)),

where τ is the transposition map v ⊗ w 7→ w ⊗ v. Now let h ∈ H. In the above notation we
then have

Ψ(h . (v ⊗ w)) = Ψ(∆h . (v ⊗ w)) = τ(R(∆h) . (v ⊗ w)).

Now recall the quasitriangularity axiom of equation 4.1: from it we find thatR(∆h) = (τ◦∆h)R.
Applying this to the above we find

Ψ(h . (v ⊗ w)) = τ((τ ◦∆h)R . (v ⊗ w))

= τ
(∑

(h(2)R(1)) . v ⊗ (h(1)R(2)) . w
)

=
∑

(h(1)R(2)) . w ⊗ (h(2)R(1)) . v

=
∑

h(1) . (R(2) . w)⊗ h(2) . (R(1) . v)

= h .
(∑

R(2) . w ⊗R(1) . v
)

= h .ΨV,W (v ⊗ w).

Here the fourth equality uses that . is an action. This shows that Ψ is an intertwiner, as
required.

Next we show that Ψ obeys the hexagon conditions. The first hexagon condition amounts
to ΨV⊗W,Z = (ΨV,Z ⊗ id) ◦ (id ⊗ ΨW,Z). To verify this, let v ⊗ w ⊗ z ∈ V ⊗W ⊗ Z. Then we
find

ΨV⊗W,Z(v ⊗ w ⊗ z) = R(2) . z ⊗R(1) . (v ⊗ w) = R(2) . z ⊗R(1)
(1) . v ⊗R(1)

(2) . w.

Here the summations are left implicit. Using . in the same way as before for the action of
H ⊗H ⊗H on V ⊗W ⊗ Z, we thus have

ΨV⊗W,Z(v ⊗ w ⊗ z) = τ12τ23((∆⊗ id)R . (v ⊗ w ⊗ z)).

Here the indices on τ denote on which tensor powers it is acting; see definition 4.4. We can
then use the first quasitriangularity axiom from 4.2 to find

ΨV⊗W,Z(v ⊗ w ⊗ z) = τ12τ23(R13R23 . (v ⊗ w ⊗ z))
= τ12τ23((R(1) ⊗R′(1) ⊗R(2)R′(2)) . (v ⊗ w ⊗ z))
= R(2)R′(2) . z ⊗R(1) . v ⊗R′(1) . w

= (ΨV,Z ⊗ id)(v ⊗R′(2) . z ⊗R′(1) . w)

= (ΨV,Z ⊗ id) ◦ (id⊗ΨW,Z)(v ⊗ w ⊗ z),

where R′ denotes a second copy of R. This extends to arbitrary elements of V ⊗W ⊗ Z by
linearity. Thus the first hexagon condition holds. The second hexagon condition is verified
analogously, now using the second axiom from 4.2.

Finally, we show functoriality of ΨV,W . We only show functoriality in V ; the proof of
functoriality in W is entirely analogous. To this end, let f : V1 → V2 be a morphism in HM,
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i.e. an intertwiner. Then for v ⊗ w ∈ V1 ⊗W we have

ΨV2,W (f(v)⊗ w) =
∑
R(2) . w ⊗R(1) . f(v)

=
∑
R(2) . w ⊗ f(R(1) . v)

= (id⊗ f)
(∑

R(2) . w ⊗R(1) . v
)

= (id⊗ f) ◦ΨV1,W (v ⊗ w),

using that f is an intertwiner. This extends to arbitrary elements of V1⊗W by linearity, hence
we conclude that the following diagram commutes:

V1 ⊗W W ⊗ V1

V2 ⊗W W ⊗ V2

ΨV1,W

f⊗id id⊗f

ΨV2,W

Thus ΨV,W is functorial in V by definition, completing the proof.

In this proof we see that the definitions of a quasitriangular structure are precisely enough
to ensure that Ψ is a braiding: equation 4.1 ensures that Ψ is an intertwiner, and the equations
in 4.2 lead to the hexagon conditions.

So far we have only considered the case where H is a bialgebra. If H is a Hopf algebra we can
deduce even more structure on HM, as long as we restrict our attention to finite-dimensional
representations:

Proposition 5.15. If H is a Hopf algebra then HMF , the monoidal subcategory of HM
consisting of finite-dimensional representations of H, is rigid. The dual object (V ∗, evV , coevV )
is the same as in the category of finite-dimensional vector spaces. The dual V ∗ (consisting of
all linear maps f : V → k) is a representation via the action

(h . φ)(v) = φ((Sh) . v),

for h ∈ H, φ ∈ V ∗, v ∈ V .

Proof. We only need to show that . as prescribed is a valid action, and that evV , coevV are
morphisms in HMF (as well as in Vec).

To verify that . is an action, we compute for h, g ∈ H, φ ∈ V ∗:

(h . (g . φ))(v) = (g . φ)((Sh) . v)

= φ(Sg . (Sh . v))

= φ((Sg)(Sh) . v)

= φ(Shg . v) = (hg . φ)(v).

Here the third equality uses the definition of an action and the fourth equality uses lemma 3.6.
Since S(1) = 1 as seen in the proof of lemma 5.7, we also have

(1 . φ) = φ(S(1) . v) = φ(1 . v) = φ(v).

Thus . indeed defines an action on V ∗, as required. Next we show that evV , coevV are in-
tertwiners. First, recall that for f ∈ V ∗, v ∈ V we have evV (f ⊗ v) = f(v) ∈ k. Also
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recall that the action of H on k is h . λ = ε(h)λ for λ ∈ k. Thus we must show that
evV (h . (f ⊗ v)) = ε(h)evV (f ⊗ v). To this end we compute:

evV (h . (f ⊗ v)) = evV (h(1) . f ⊗ h(2) . v)

= (h(1) . f)(h(2) . v)

= f((Sh(1))h(2) . v)

= ε(h)f(v) = ε(h)evV (f ⊗ v).

Here the final equality uses the antipode axioms, as well as linearity of f . Next, recall that
coevV is defined by coevV (1) =

∑
ea ⊗ fa, extended linearly, where {ea} is any basis of V and

{fa} is the corresponding dual basis of V ∗. Using this we compute:

h . coevV (1) = h .
(∑

ea ⊗ fa(. . . )
)

=
∑

h(1) . ea ⊗ (h(2) . f
a)(. . . )

=
∑

h(1) . ea ⊗ fa(Sh(2) . (. . . ))

= h(1)(Sh(2)) .
∑

ea ⊗ fa(. . . )

= ε(h)
∑

ea ⊗ fa(. . . )

= ε(h)coevV (1) = coevV (h . 1).

Here the (. . . ) acts as a placeholder for a function input. (Essentially, we verify that the
involved functions are equal by checking that they agree on all inputs.) Also see [11]. The
above computation extends to arbitrary elements of k by linearity. Thus evV and coevV are
intertwiners by definition, completing the proof.

Proposition 5.15 highlights an important role of the antipode S, and a way in which S is like
a generalized inverse: for a representation V of a Hopf algebra H the antipode structure endows
the dual V ∗ with the structure of a representation. This same role is fulfilled by the inverse of
a group, in the case of group representations. To enforce this remark, note that the definition
of an antipode is precisely what is needed for the proof of proposition 5.15 to work: we need
both the left- and right-sided antipode axioms to ensure that evV , coevV are intertwiners.

5.4 Reconstructions

We have now proven that the representation category of a Hopf algebra H is monoidal and
rigid, has a monoidal forgetful functor, and is more-over braided if H is quasitriangular. Recall
that the axioms of monoidal, braided, and rigid categories essentially serve to emulate certain
characteristics of Vec. This immediately raises the question: why do we model these character-
istics? Why not others, and why do we consider braided categories instead of e.g. symmetric
categories? Is there even more Vec-like structure that we can derive for HM?

The answer to these questions is provided by the theory of representation-theoretic recon-
structions. As it turns out, we cannot just create rigid monoidal categories from Hopf algebras;
we can also build a Hopf algebra from any rigid monoidal category with a monoidal forgetful
functor! The reconstruction theorem states that the latter process is inverse to the first: if we
construct a Hopf algebra H ′ from the category HM, then H ′ ∼= H (also in the quasitriangular /
braided case). This means that a (braided) rigid monoidal strucutre is all we can hope to have
on the representation category of a (quasitriangular) Hopf algebra. In fact, this duality between
rigid monoidal categories and Hopf algebras is an example of Tannaka-Krein duality, named
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after the first instance of such a duality which was for noncommutative compact topological
groups [32].

We begin by stating the reconstruction theorem for algebras. Recall that in this text, we
assume all algebras to be unital and associative. As a first taste of reconstruction, we show
that the underlying set of an algebra can be reconstructed from its representations. We then
discuss how to make an algebra from any monoidal category equipped with a suitable notion of
a forgetful functor.

Lemma 5.16. Let A be an algebra, and AM its representation category. Consider the forgetful
functor F : AM→ Vec. Denote the set of natural transformations from F to itself by Nat(F, F ).
Then Nat(F, F ) is in one-to-one correspondence with with elements of (the underlying set of)
A. That is, Nat(F, F ) ∼= A as sets.

Proof. We prove this by explicitly giving a bijection θ : A → Nat(F, F ). For a ∈ A define the
natural tranformation Φ by

ΦV (v) := a . v. (5.1)

It is easy to check that this indeed defines a natural transformation, i.e. that ΦV is functorial
in V : the requirement of functoriality becomes commutativity of the diagram

V1 V1

V2 V2

f

.

f

.

for some morphism f ∈ Hom(V1, V2) in the category AM. This diagram amounts to the require-
ment that f is an intertwiner, which is indeed the case since f is a morphism in AM. Thus, we
let θ(a) = Φ.
Coversely, suppose Φ ∈ Nat(F, F ). Consider A as an object of AM via the left regular rep-
resentation (i.e. multiplication). Then we obtain a linear map ΦA : A → A. We then define
θ−1(Φ) = ΦA(1).

The notation suggests that θ and θ−1 are mutually inverse. We now show that this is indeed
the case: first we compute that

θ−1(θ(a)) = ΦA(1) = a . 1 = a · 1 = a,

where Φ is as given by equation 5.1. We thus conclude θ−1 ◦ θ = idA. Converesly, suppose Φ ∈
Nat(F, F ) and let a := θ−1(Φ) = ΦA(1). Then we find that θ(a) is the natural transformation
Φ′ given by

Φ′V (v) = a . v = ΦA(1) . v.

If we let φv : A → V be the morphism a 7→ a . v in AM (it is trivial that φv is indeed an
intertwiner), then the above becomes

Φ′V (v) = (F (φv) ◦ ΦA)(1).

Note here that we really need to apply F to φv, since we need it to be a morphism of vector
spaces. Now, since Φ is a natural transformation, we obtain by functoriality in A that

F (φv) ◦ ΦA = ΦV ◦ F (φv), (5.2)

since φv is a morphism in AM. Using this we find

Φ′V (v) = (ΦV ◦ F (φv))(1) = ΦV (1 . v) = ΦV (v).

Hence Φ′ = Φ. This allows us to conclude that θ ◦ θ−1 = idNat(F,F ). Thus θ is a bijection,
finishing the proof.
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We now want to recover the algebra structure on A. For this we have to able to recover an
algebra from any monoidal category C with an analogue of the forgetful functor F . We first
describe the kind of forgetful functor analogue that is required on C.

Lemma 5.17. Let C be a category, and let F : C → Vec be a functor. Then we also have a
functor V ⊗ F : C → Vec that acts on objects as (V ⊗ F )(X) = V ⊗ F (X) and on morphisms
as (V ⊗ F )(f) = id⊗ F (f). This allows us to define a functor

G : Vec→ Set : V 7→ Nat(V ⊗ F, F ).

This functor is contravariant.

Proof. To begin we must specify G on morphisms. This is done similarly to the contravariant
Hom functor: recall that h ∈ Nat(V⊗F, F ) is equivalent to a family hX ∈ Hom(V⊗F (X), F (X))
functorial in X. Thus for a morphism f : V →W in Vec we define

G(f) : Nat(W ⊗ F, F )→ Nat(V ⊗ F, F ) : h 7→ h ◦ (f ⊗ id).

Here (h ◦ (f ⊗ id))X := hX ◦ (f ⊗ id). It is trivial that this indeed gives a contravariant functor
G, with one caveat: we must check that h ◦ (f ⊗ id) is indeed an element of Nat(V ⊗ F, F ). In
other words we must verify functoriality of hX ◦ (f ⊗ id) in X. To this end let g : X → Y be a
morphism in Vec. Then we must check that

V ⊗ F (X) F (X)

V ⊗ F (Y ) F (Y )

hX◦(f⊗id)

id⊗F (g) F (g)

hY ◦(f⊗id)

commutes. Thus let
∑
v ⊗ x be an arbitrary element of V ⊗ F (X). Then the path of this

element along the bottom of the diagram reads:∑
v ⊗ x 7→

∑
v ⊗ g(x) 7→ hY

(∑
f(v)⊗ g(x)

)
,

while the path along the top reads:∑
v ⊗ x 7→ hX

(∑
f(v)⊗ x

)
7→ F (g)

(
hX

(∑
f(v)⊗ x

))
.

Functoriality of hX in X gives that F (g) ◦ hX = hY ◦ (id⊗ F (g)). This means

F (g)
(
hX

(∑
f(v)⊗ x

))
= hY

(
(id⊗ F (g))

(∑
f(v)⊗ x

))
= hY

(∑
f(v)⊗ g(x)

)
,

so that the diagram indeed commutes. Thus by definition h◦(f⊗id) is a natural transformation,
so that G(f) is well-defined.

Recall that natural transformations are ‘maps between functors’, while functors are maps
between categories. We are now at the level of sets of natural transformations, and functions
between them; a third level of maps. This is truly at the edge of what we can accomplish
in category theory without getting serious about so-called 2-categories or ∞-categories. It is
therefore no surprise that the proofs get extraordinarily involved in what follows, and hence we
shall only give references for most of them.

Lemma 5.18. Suppose A is an algebra. Let F : AM → Vec be the forgetful functor. Then
the contravariant functor G from lemma 5.17 is representable, with representing object F (A).
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Proof. Recall that for G to be representable, there must exist some vector space H such that
G and Hom(−, H) are naturally isomorphic functors. This is equivalent to the existence of
Set-isomorphisms (i.e. bijections)

θV : Hom(V,H) ∼= G(V ) = Nat(V ⊗ F, F ),

that are functorial in V . In fact, we claim H = F (A), or just A as a vector space.
To show this, we construct the isomorphisms θV explicitly. For Φ ∈ Nat(V ⊗ F, F ) we can

naturally construct an element of Hom(V,A) by considering A as an A-representation via the
left regular action. We can then construct our map V → A using

ΦA ∈ Hom((V ⊗ F )(A), F (A)) = Hom(V ⊗A,A).

Namely, if we fix the A-input of ΦA to be 1, we obtain a map

θ−1
V (Φ) := ΦA((. . . )⊗ 1) : V → A

v 7→ ΦA(v ⊗ 1).

Since ΦA is linear, this map is also linear so that it is indeed an element of Hom(V,A).
Conversely, suppose φ ∈ Hom(V,A). Then we define θV (φ) ∈ Nat(F, F ) on a representation X
of A as:

(θV (φ))X : V ⊗ F (X)→ F (X)

v ⊗ x 7→ φ(v) . x.

This indeed defines a natural transformation: naturality of (θV (φ))X in X is clear since any
morphism X1 → X2 is an intertwiner and hence commutes with the action φ(v)..
Next we check that θ and θ−1 are mutually inverse, as is suggested by the notation. First, we
compute for φ ∈ Hom(V,A):

θ−1
V (θV (φ))(v) = (θV (φ))A((v ⊗ 1) = φ(v) . 1 = φ(v).

Note here that φ(v) ∈ A, so that the last . denotes the left regular action, i.e. multiplication.
Conversely, we compute for Φ ∈ Nat(V ⊗ F, F ):

(θV (θ−1
V )(Φ))X(v ⊗ x) = (θ−1

V )(Φ))(v) . x = ΦA(v ⊗ 1) . x = (F (φx) ◦ ΦA)(v ⊗ 1).

Here φx : A → X is in the same notation as φv from lemma 5.16. We now apply the same
functoriality trick as equation (5.2) to find

(θV (θ−1
V )(Φ))X(v ⊗ x) = (ΦX ◦ (id⊗ F (φx)))(v ⊗ 1) = ΦX(v ⊗ 1 . x) = ΦX(v ⊗ x).

This shows that
θV (θ−1

V )(Φ) = Φ.

We have thus shown that θV ◦ θ−1
V = idHom(V,A) and θ−1

V ◦ θV = idNat(V⊗F,F ), hence θ and θ−1

are mutually inverse, as required.
To complete the proof, we check functoriality of θV in V . This amounts to commutativity

of the following diagram:

Hom(V1, F (A)) Nat(V1 ⊗ F, F ))

Hom(V2, F (A)) Nat(V2 ⊗ F, F )

θV1

−◦f

θV2

−◦(f⊗id)
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To verify this commutativity, start with φ ∈ Hom(V2, F (A)). Going along the top path of the
diagram gives θV1(φ ◦ f) which is given on an object X of AM as

(θV1(φ ◦ f))X(v ⊗ x) = (φ ◦ f)(v) . x,

for v ⊗ x ∈ V1 ⊗ F (X). Meanwhile, going along the bottom path yields θV2(φ) ◦ (f ⊗ id) which
on X is given by

(θV2(φ)X) ◦ (f ⊗ id)(v ⊗ x) = (θV2(φ)X)(f(v)⊗ x) = φ(f(v)) . x.

This concides with (θV1(φ ◦ f))X , so we conclude the diagram indeed commutes.

Definition 5.19. Let (C,⊗) be a monoidal category. We define a generalized forgetful functor
to be a monoidal functor F : C → Vec such that G from lemma 5.17 is representable.

Again, representability of G entails that there is some H ∈ ob Vec such that G is naturally
isomorphic to Hom(−, H), i.e. there are isomorphisms

θV : Hom(V,H) ∼= Nat(V ⊗ F, F ),

functorial in V .

We are completely now in the position to construct algebras from categories. We will only
give the constructions themselves in detail. Proofs of these constructions can be found in [11,
Ch.9].

Proposition 5.20. Let (C,⊗) be a monoidal category equipped with a generalized forgetful
functor F . Let A be the vector space such that G is naturally isomorphic to Hom(−, A). Then
we can define an algebra structure on A as follows:

Recall that an algebra structure on a vector space consists of two linear maps: · : A⊗A→ A
and η : k → A. Now consider the structure we have on C, induced by G; namely a set of
isormorphisms θV that allow us to turn elements of Nat(V ⊗F, F ) into elements of Hom(V,A).
Thus if we wish to construct a map · ∈ Hom(A⊗ A,A), it is natural to do so by starting with
an appropriate element of Nat(A⊗A⊗ F, F ).

We first consider θA(id) = Nat(A⊗ F, F ). In the case of lemma 5.18, C = AM and objects
X are representations of A. In this case we find θA(id)X(a⊗ x) = a . x. Thus θA(id) is nothing
but the representation map α by which A acts on representations X. In this same vein, for
general C we denote the linear maps (θA(id))X by αX : A⊗F (X)→ F (X). This is the natural
transformations on which we base the rest of our reconstructions.
To obtain a multiplication ·, consider

αX ◦ (id⊗ αX) : A⊗A⊗ F (X)→ F (X).

Under θ−1
A⊗A this corresponds to a map A⊗A→ A, which we define to be the multiplication on

A. Similarly, to obtain the unit η : k → A we take the image of id ∈ Nat(F, F ) under θ−1
k . This

multiplicative structure is more-over such that the maps αX : A ⊗ F (X) → F (X) are indeed
actions of A on the vector spaces F (X).

For the next theorems, we need a more general version of the representability that a gener-
alized forgetful functor exhibits. Namely, in the same spirit as G we can define a functor

Gn : Vec→ Set : V 7→ Nat(V ⊗ Fn, Fn),

where Fn(X1, . . . Xn) = F (X1) ⊗ · · · ⊗ F (Xn). In what follows, we may need to assume that
these functors are representable by H⊗n, where H is the representing object of G. This amounts
to functorial isomorphisms

θnV : Hom(V,H⊗n)→ Nat(V ⊗ Fn, Fn).
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From now on, we define a generalized forgetful functor to be such that each Gn is indeed
representable by H⊗n, i.e. such that each θn exists. For our applications it is important to note
in the spirit of lemma 5.18 that the forgetful functor F : AM → Vec satisfies this condition.
Namely, the appropriate functorial isomorphisms are given by:

(θnV (φ))X1,...,Xn(v, x1, . . . xn) =
∑

φ(v)(1) . x1 ⊗ · · · ⊗ φ(v)(n) . xn.

Here φ ∈ Hom(V,H⊗n), and X1, . . . Xn are objects of AM. As before, φ(v)(i) denotes the i-th
tensor component of φ(v). The proof of this statement is analogous to that of lemma 5.18, but
more cumbersome. Hence it is omitted.

This extra assumption allows us to state the analogue of proposition 5.20 for bialgebras,
which means the reconstruction result corresponding to proposition 5.13:

Proposition 5.21. Let (C,⊗) be a monoidal category equipped with a generalized forgetful
functor F , and let H be the representing object of G. Since F is a monoidal functor, we have
a collection of functorial isomorphisms

cX,Y : F (X)⊗ F (Y )→ F (X ⊗ Y ).

Now define the natural transformation ∆′ ∈ Nat(H ⊗ F 2, F 2) as

∆′X,Y = c−1
X,Y ◦ αX⊗Y ◦ cX,Y : H ⊗ F (X)⊗ F (Y )→ F (X)⊗ F (Y ).

Then H becomes a bialgebra with the coproduct ∆ = (θ2
H)−1(∆′).

Next we state the reconstruction result concerning braided categories and quasitriangularity;
this is the result corresponding to proposition 5.14:

Proposition 5.22. Let (C,⊗,Ψ) be a braided monoidal category equipped with a generalized
forgetful functor F , and let H be the representing object of G equipped with the bialgebra
structure from proposition 5.21. Define the natural transformation R′X,Y ∈ Nat(k ⊗ F 2, F 2) as

R′X,Y = τ−1
F (X),F (Y ) ◦ c

−1
Y,X ◦ F (ΨX,Y ) ◦ cX,Y .

Then H is quasitriangular with R = (θ2
k)
−1(R′) : k → H ⊗ H. Recall here that a morphism

k → H ⊗H just corresponds to an element of H ⊗H, so that we can indeed think of R as an
element of H ⊗H.

Finally, for a rigid category we revover an antipode. This corresponds to proposition 5.15.

Proposition 5.23. Let (C,⊗,Ψ, ·∗) be a rigid braided monoidal category equipped with a
generalized forgetful functor F , and let H be the representing object of G equipped with the
bialgebra structure from proposition 5.21. Using that F is a monoidal functor, it is immediate
to check that the triplet(

F (X∗) , F (evX) ◦ cX∗,X , c−1
X,X∗ ◦ F (coevX)

)
forms a dual for F (X). (Here evX , coevX are morphisms in C.) Hence by lemma 3.24 we have
isomorphisms

dX : F (X∗)→ F (X)∗,

namely dX is explicitely given by

dX = (F (evX) ◦ cX∗,X ⊗ id) ◦ (id⊗ coevF (X)).
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Now define the natural transformation S′ ∈ Nat(F, F ) as

S′X =(idF (X) ⊗ evF (X)) ◦ (idF (X) ⊗ dX ⊗ idF (X)) ◦ (idF (X) ⊗ αX∗ ⊗ idF (X))

◦ (idH ⊗ idF (X) ⊗ dX ⊗ idF (X)) ◦ (τH⊗F (X) ⊗ idF (X∗) ⊗ idF (X)) ◦ (idH ⊗ coevF (X) ⊗ idF (X)),

where αX∗ = (θH(id))X as in proposition 5.20. For clarity, this map is shown as a commutative
diagram below (with the id’s omitted):

H ⊗ F (X)⊗ F (X)∗ ⊗ F (X) F (X)⊗H ⊗ F (X)∗ ⊗ F (X)

H ⊗ F (X) F (X)⊗H ⊗ F (X∗)⊗ F (X)

F (X)⊗ F (X∗)⊗ F (X)

F (X) F (X)⊗ F (X)∗ ⊗ F (X)

τH,F (X)

d−1

S′X

coevF (X)

αX∗

d

evF (X)

With S′ as such, H is a Hopf algebra with the antipode S given by (θH)−1(S′) : H → H.

Now that we can construct categories from Hopf algebras and vice versa, we are finally in
the position to state the reconstruction theorem:

Theorem 5.24. (The Reconstruction Theorem): Let H be a Hopf algebra, and take
C = HM in the above to construct a Hopf algebra H ′. Then H ∼= H ′ as Hopf algebras, and as
quasitriangular Hopf algebras in the case that HM is braided (i.e. if H is quasitriangular).

This theorem is the culmination of all our work in this subsection. Again, a proof is given
in [11]. The reconstruction theorem essentially tells us that a braided rigid monoidal structure
is all we can hope to have on the representation category of a quasitriangular Hopf algebra, in
general. In this sense the reconstruction theorem gives a rather powerful characterization.
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6 Braided Geometry and q-Deformation

In this section we will discuss in detail how braided groups can be used for a systematic q-
deformation of physics, resulting in the formalism of braided geometry. In theory, any number
of q-deformations of a given algebra are possible, and there is no clear choice for any single
deformation. The formalism of braided geometry gives us a structural approach to naturally
pick a q-deformation. This is because braided geometry essentially provides a simultaneous q-
deformation of the entire category of vector spaces. After this entire category has been deformed
we can carry out our favourite vector space constructions: we will discuss the construction of
familiar objects in this q-deformed vector spaces, such as differentiation and exterior derivatives.

6.1 Braided Vectors and Co-vectors

We start by giving a q-deformation of the standard coordinates of kn, where k is an arbitrary
field. More precisely, we will give a deformation of the algebra of coordinates that is generated
by the coordinates of space. This is just the free algebra 〈1, x1, . . . xn〉 modulo the relations
xixj = xjxi for all i, j. In other words, this is the function algebra of polynomials in x1, . . . , xn.
We will make no restriction on the field k, but to model spacetime we will eventually take
k = R or k = C. Our q-deformed algebras of interested will be Hopf algebra objects in
a braided category. The construction of these objects will be facilitated by solutions of the
quantum Yang-Baxter equation:

Definition 6.1. Let R be a linear automorphism of V ⊗ V . We say that R is a solution of the
Yang-Baxter equation (YBE) if

(R⊗ id) ◦ (id⊗R) ◦ (R⊗ id) = (id⊗R) ◦ (R⊗ id) ◦ (id⊗R), (6.1)

as automorphisms of V ⊗ V ⊗ V .
We say that R is a solution of the Quantum Yang-Baxter equation (QYBE) if

R12 ◦R13 ◦R23 = R23 ◦R13 ◦R12, (6.2)

as automorphisms of V ⊗ V ⊗ V . Here Rij ∈ Aut(V ⊗ V ⊗ V ) means R acting on the i-th and
j-th component; this is all as seen before in definition 4.4. A solution of the QYBE is also called
an R-matrix.

The following lemma from [33] is useful to check the QYBE:

Lemma 6.2. Let P ∈ Aut(V ⊗ V ) be given by P (v⊗w) = w⊗ v. Then R solves the QYBE if
and only if P ◦R solves the YBE.

Example 6.3. Let V = 〈x〉. Then x⊗x is a basis for V ⊗V . Let R be given by R(x⊗x) = qx⊗x
for q ∈ R. Then R solves both the YBE and the QYBE.

Example 6.4. Let V = 〈x, y〉, and let {x, y} be the standard basis for V . Then b = {x⊗x, x⊗
y, y ⊗ x, y ⊗ y} is a basis for V ⊗ V . Let R be the automorphism whose matrix with respect to
b given by

R =


q2 0 0 0
0 q q2 − 1 0
0 0 q 0
0 0 0 q2

 ,
where q ∈ R. Then R satisfies the QYBE. Indeed: the matrix of PR is given by

PR =


q2 0 0 0
0 0 q 0
0 q q2 − 1 0
0 0 0 q2

 .
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It is trivial to check (by computer or by hand) that (PR ⊗ I2)(I2 ⊗ PR)(PR ⊗ I2) = (I2 ⊗
PR)(PR ⊗ I2)(I2 ⊗ R) as matrices, where I2 is the matrix of idV and ⊗ is the Kronecker
product. This directly implies that P ◦R is a solution of equation (6.1).

Remark 6.5. The matrix R from example 6.4 is a 4×4 matrix that represents an automorphism
of V ⊗ V , where V is two-dimensional. This means that R actually represents a Kronecker
product of two 2 × 2 matrices. Thus R should not have two indices Rij that run from 1 to 4
like a regular matrix, but should instead have four indices running from 1 to 2. As such, we
adopt the following notation:

R =


R1

1
1

1 R1
1

1
2 R1

2
1

1 R1
2

1
2

R1
1

2
1 R1

1
2

2 R1
2

2
1 R1

2
2

2

R2
1

1
1 R2

1
1

2 R2
2

1
1 R2

2
1

2

R2
1

2
1 R2

1
2

2 R2
2

2
1 R2

2
2

2

 .
By design, this is reminiscent of the Kronecker product. The notation is extended to n2 × n2

matrices analogously. Note in the case n = 2 that the matrix of P is given by

P =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 =⇒ PR =


R1

1
1

1 R1
1

1
2 R1

2
1

1 R1
2

1
2

R2
1

1
1 R2

1
1

2 R2
2

1
1 R2

2
1

2

R1
1

2
1 R1

1
2

2 R1
2

2
1 R1

2
2

2

R2
1

2
1 R2

1
2

2 R2
2

2
1 R2

2
2

2

 .
Hence (PR)ai

b
j = Rbi

a
j . This also holds for n > 2.

Now that we have developed the machinery of R-matrices, we are in the position to define
braided covector-algebras. These are q-deformations of n-dimensional coordinate algebras.

Definition 6.6. Let V = 〈x1, . . . , xm〉. Suppose that R is invertible and solves the Quantum
YBE, and let R′ ∈ Aut(V ⊗ V ) be such that the following equations are satisfied:

R12 ◦R13 ◦R′23 = R′23 ◦R13 ◦R12, R23 ◦R13 ◦R′12 = R′12 ◦R13 ◦R23, (6.3)

(P ◦R+ I)(P ◦R′ − I) = 0, (6.4)

R21 ◦R′ = R′21 ◦R. (6.5)

Here I is the identity, and R21 means R with swapped inputs: it can also be read as R ◦P . The
equations of (6.3) are also called the mixed Yang-Baxter equations.

If (R′, R) satisfy these conditions, then we can define the braided covector-algebra V (̌R′, R)
as 〈1, x1, . . . , xm〉 modulo the relations

xixj = xbxaR
′a
i
b
j .

This algebra of covectors then becomes a braided group with the following coproduct, antipode,
and braiding:

∆xi = xi ⊗ 1 + 1⊗ xi, εxi = 0, Sxi = −xi,

Ψ(xi ⊗ xj) = xb ⊗ xaRaibj .

A coproduct of this additive form is also referred to as a coaddition. We will see later that it is
the crucial ingredient needed to define q-deformed differentiation.

The proof that this indeed defines a braided group comes down to simple calculations. The
most crucial of these calculations is postponed until we have developed some more notation, at
the end of this subsection.
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Remark 6.7. The braided covector-algebra V (̌R′, R) is built from two matrices: R′ specifies the
multiplication rules for the q-deformed coordinates, and R specifies the braiding on V (̌R′, R)⊗
V (̌R′, R). Note that aside from this possibly nontrivial braiding, V (̌R′, R) is essentially a vector
space. Thus V (̌R′, R) lives in a braided category that is at least very similar to Vec. Of course,
to properly define V (̌R′, R) we must specify exactly what this braided category is. However,
this is a complicated matter, and we will not currently need this detail. We will discuss the
matter of the underlying braided category in the next subsection, after we have seen some
examples.

Remark 6.8. It is not immediately clear why R and R′ must satisfy the relations that they
do. It turns out that equations (6.3), (6.4), and (6.5) are needed for the multiplication laws
and the prescribed braiding to satisfy the definition of a braided group. However, we do not
seem to need the fact that R solves the QYBE anywhere. This is a subtle matter: it turns out
that we need R to solve the QYBE in order to define a proper braided category. Again, this is
deferred to the next subsection. However, we can already discuss one role that the YBE plays
in definition 6.6: since (PR)ai

b
j = Rbi

a
j we have that

Ψ(xi ⊗ xj) = xa ⊗ xb(PR)ai
b
j .

Hence PR is the matrix of the braiding Ψ. The requirement that R solves the Quantum YBE
implies that PR solves the YBE. Since PR is the matrix of Ψ we can treat every application of
PR as an application of Ψ. The YBE thus translates to a braided diagrams as:

=

This is precisely the braid relation. As such, the YBE already indicates that the Ψ we’ve
defined on V (̌R′, R) is indeed a valid braiding.

Now for some concrete examples of braided covector-algebras:

Example 6.9. The braided line: The simplest example of a braided group is the braided line
B. This is the algebra 〈1, x〉, endowed with the following braided group structure:

∆x = x⊗ 1 + 1⊗ x, ε(x) = 0, Sx = −x, Ψ(xm ⊗ xn) = qmnxn ⊗ xm,

extended linearly in the case of ∆, ε, and anti-linearly in the case of S. This braided group
structure is that of a braided covector-algebra.

Proof. We take the matrix R = [q] from example 6.3 and let R′ = [1], then substitute this into
definition 6.6.

Example 6.10. The quantum plane: The standard quantum plane C2|0
q is the algebra 〈1, x, y〉

modulo the relation yx = qxy, endowed with the following braided group structure:

∆x = x⊗ 1 + 1⊗ x, ∆y = y ⊗ 1 + 1⊗ y,

εx = εy = 0, Sx = −x, Sy = −y,
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Ψ(x⊗ x) = q2x⊗ x, Ψ(x⊗ y) = qy ⊗ x, Ψ(y ⊗ y) = q2y ⊗ y,
Ψ(y ⊗ x) = qx⊗ y + (q2 − 1)y ⊗ x.

This braided group structure is again that of a braided covector-algebra.

Proof. We take the matrix R from example 6.4 and let R′ = q−2R, then substitute this into
definition 6.6. In example 6.4 we have seen that R satisfies the quantum YBE. This immediately
implies equations (6.3) since R,R′ are proportional. Equations (6.4) and (6.5) are easily checked
in matrix form by computer like in example 6.4, since we know the matrices of R, R′, and P .
Note that

xixj = xbxaR
′a
i
b
j = xaxb(PR

′)bi
a
j .

This relation can be written more concisely as a covector-matrix multiplication:

[
xx xy yx yy

]
=
[
xx xy yx yy

] 
1 0 0 0
0 0 q−1 0
0 q−1 1− q−2 0
0 0 0 1

 .
(Incidentally, this is why we refer to V (̌R′, R) as a covector algebra.) In this way, PR′ serves as
the matrix for multiplication: in precisely the same way that PR is the matrix for the braiding.
Let’s see that we indeed recover the relation yx = qxy: from the second column of the covector-
matrix multiplication we read off xy = q−1yx which indeed implies yx = qxy. From the third
column we obtain

yx = q−1xy + (1− q−2)yx =⇒ q−2yx = q−1xy =⇒ yx = qxy,

which is indeed consistent.
The braiding as given is obtained analogously from R.

Example 6.11. The Fermionic Quantum Plane: Related to the previous example is the Fer-

mionic quantum plane C0|2
q , which is the braided covector-algebra with

R = −q−2


q2 0 0 0
0 q q2 − 1 0
0 0 q 0
0 0 0 q2

 , R′ = q2R.

This generates an algebra 〈1, θ, φ〉 modulo the relations

θ2 = φ2 = 0, φθ = −q−1θφ.

Hence the name fermionic quantum plane: as q → 1 this algebra is anti-commutative.
Note that the matrices R,R′ here are the same as for the standard quantum plane, but with

R ←→ −R′. In this case, if (R′, R) solves them then so does (−R,−R′), simply because R′ is
proportional to R. Thus the equations for R′, R are symmetric under R ←→ −R′. We will see
later that this same symmetry is also used to construct braided algebras of differential forms.

Dually to a braided covector-algebra we can just as well define a braided algebra of vectors
vi. Note that these have upper indices, as opposed to the lower indices of covectors.

Definition 6.12. Let V = 〈v1, . . . , vm〉, and let R,R′ be the same as for V (̌R′, R), satisfying
the same relations. Then we define the braided vector-algebra V (R′, R) as 〈1, v1, . . . , vm〉modulo
the relations

vivj = R′ia
j
bv
bva

This is a braided group as follows:

∆vi = vi ⊗ 1 + 1⊗ vi, εvi = 0, Svi = −vi.

Ψ(vi ⊗ vj) = Ria
j
bv
b ⊗ va.
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Remark 6.13. Note that for the vector algebra we have vivj = R′ia
j
bv
bva: we write the

matrix R′ on the left, as opposed to on the right for covectors. This signifies that we write
vectors as column vectors, and that the braided multiplication is to be read as a matrix-vector
multiplication. This is as opposed to the case of covectors, which are written as column vectors
and whose multiplication statistics are read as covector-matrix multiplication (as in the proof
of example 6.10). Also note analogously to remark 6.5 that

vivj = R′ia
j
bv
bva = (R′P )ia

j
bv
avb.

Hence R′P is the matrix of multiplication with respect to {v1, . . . , vm}.

Example 6.14. Consider the braided vector-algebra V (R′, R) with the same R and R′ as the

regular quantum plane 6.10. It is simple to check that this generates the algebra C2|0
q−1 : if we

denote the generators of V (R′, R) by v, w then we have wv = q−1vw and

Ψ(v ⊗ v) = q2v ⊗ v, Ψ(w ⊗ v) = qv ⊗ w, Ψ(w ⊗ w) = q2w ⊗ w,

Ψ(v ⊗ w) = qw ⊗ v + (q2 − 1)v ⊗ w.

Remark 6.15. To ease the process of working with many indices, we introduce a compact
notation for our braided vectors/covectors. This ties into the interpretation of PR′ and R′P as
the matrices of multiplication for V (̌R′, R) and V (R′, R) respectively.
First, instead of considering separate coordinates xi, v

j we can arrange them into covectors x
and vectors v:

x = [x1, . . . , xn] and v =

v
1

...
vn

 .
The Kronecker product of x with itself is then

x⊗ x = [x1x1, x1x2, . . . , x1xn, x2x1, . . . , xnxn−1, xnxn].

We then define x1 as the 1× n2 covector consisting of the first terms of the products in x⊗ x,
and we let x2 be the 1× n2 covector consisting of all the second terms. Thus:

x1 := [x1, x1, . . . , x1, x2, . . . , xn, xn], x2 := [x1, x2, . . . , xn, x1, . . . , xn−1, xn].

This notation is continued analogously for higher tensor powers of x: in the case of x⊗m we let
xi be the 1 × nm covector containing the i-th product term of x⊗m. Finally, we let products
like x1x2 denote the Hadamard (i.e. element-wise) product, so that x1x2 = x ⊗ x. Similarly
we let x1 ⊗ x2 be the covector of pointwise tensor products:

x1 ⊗ x2 := [x1 ⊗ x1, x1 ⊗ x2, . . . , xn ⊗ xn−1, xn ⊗ xn].

We can consider the map R as a matrix, and write expression like the braiding on V (̌R′, R)⊗
V (̌R′, R) more compactly as:

Ψ(x1 ⊗ x2) = x2 ⊗ x1R,

and similarly for e.g. the multiplication relations on V (R′, R), etc.

The compact notation of remark 6.15 above allows us to compactly prove that the braided
vector- and covector-algebras as we have defined them are indeed valid braided groups. There
is much to check here: we only show that ∆ as defined is a well-defined algebra homorphism.
This is the most non-trivial computation, and also the most relevant since the coaddition form
of ∆ is the most novel ingredient of the braided covector-algebra construction [6].
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For the braided covectors V (̌R′, R), the statement that ∆ is a well-defined algebra homo-
morphism is exactly that the elements ∆xi obey the same multiplicative relations as xi [6], [34].
In our compact notation, this means

(∆x1)(∆x2) = (∆x2)(∆x1)R′.

To show this, we compute that

(∆x1)(∆x2) = (x1 ⊗ 1 + 1⊗ x1)(x2 ⊗ 1 + 1⊗ x2)

= x1x2 ⊗ 1 + 1⊗ x1x2 + x1 ⊗ x2 + Ψ(x1 ⊗ x2)

= x1x2 ⊗ 1 + 1⊗ x1x2 + x1 ⊗ x2 + x2 ⊗ x1R.

Recall here that the multiplication in V (̌R′, R)⊗ V (̌R′, R) is as defined by lemma 3.26, hence
the Ψ in the fourth term. Next we compute

(∆x2)(∆x1)R′ = (x2 ⊗ 1 + 1⊗ x2)(x1 ⊗ 1 + 1⊗ x1)R′

= x2x1R
′ ⊗ 1 + 1⊗ x2x1R

′ + x2 ⊗ x1R
′ + x1 ⊗ x2R21R

′.

These two computations give equal results if and only if

x1 ⊗ x2(R21R
′ − 1) = x2 ⊗ x1(R−R′).

In turn, this is satisfied if we have

R21R
′ − 1 = P (R−R′),

which is exactly the condition of equation 6.4. This completes our proof. The proof for braided
vectors is analogous, except that the matrices R,R′ now appear on the left of terms like v1⊗v2

in accordance with their vector nature. For more details see [35].

6.2 Background Quantum Groups

In this subsection we will discuss the braided categories in which all of our q-deformed construc-
tions will reside. So far we have only discussed braidings Ψ on two copies of the same braided
group. With respect to the natural transformation Ψ on the whole category they are of the
form ΨB,B. Knowledge of the category we work in is particularly necessary to deduce the braid
statistics that exist between different braided groups; for instance between braided vectors and
covectors. These are ‘external braidings’ of the form ΨB,C .

In short, the braided category of V (̌R′, R) and V (R′, R) is the category of corepresentations
of a Hopf algebra. This Hopf algebra is the algebra of quantum matrices A(R), where R is
the same R-matrix that prescribes the braidings on V (̌R′, R) and V (R′, R) that we have now
put in manually. It turns out that this corepresentation category is braided precisely because
A(R) is dual quasi-triangular. In the context of q-deformed physics, A(R) is also known as a
background quantum group. Everything the background quantum group coacts on is endowed
with so-called braid statistics (which is just another term for the specifics of Ψ).

The reason for the nomenclature of ‘background quantum group’ is two-fold: on the one
hand, this background group is a Hopf algebra. Hopf algebras are also referred to as quantum
groups; in particular the Drinfeld-Jimbo type Hopf algebras. More importantly, the background
quantum group is an underlying structure that is intrinsically connected to the q-deformed
vector spaces we consider. In fact, it turns out that the background quantum group generates
the underlying q-deformed symmetry group of these spaces [6], [36]! Thus the background
quantum group parallels the role of the underlying symmetry group of e.g. Rn or Minkowski
space. In this analogy the quantum matrices A(R) play the same role as the matrices SL(2,C)
do for Minkowski space. We will see more of this in section 7.

There is a lot to unpack in the above: we have to
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• Define corepresentations / coactions.

• Define dual quasitriangular structures.

• Show that the corepresentation category of a dual quasitriangular Hopf algebra is braided.

• Define A(R), show that it is dual quasitriangular, and compute the braiding.

Definition 6.16. A coaction or corepresentation of a coalgebra H consists of a vector space V
together with a morphism β : V → V ⊗H such that

(β ⊗ id) ◦ β = (id⊗∆) ◦ β and (id⊗ ε) ◦ β = id.

These axioms are depicted as commutative diagrams below:

V ⊗H ⊗H

V ⊗H V ⊗H V ⊗H

V V ⊗ k V

β⊗id

id⊗∆

id⊗ε
ββ

β

Note that these are indeed just the axioms of an action by an algebra, but with the arrows
reversed and (·, η) interchanged with (∆, ε).

If we write β explicitly as β(v) =
∑
v(1) ⊗ v(2) then these axioms become∑

v(1)(1) ⊗ v(1)(2) ⊗ v(2) =
∑

v(1) ⊗ v(2)
(1) ⊗ v(2)

(2),∑
v(1)ε

(
v(2)
)

= v.

The notion of a dual quasitriangular structure is a similarly arrow-reversed notion, dual to
that of a quasitriangular structure: ‘we think of a quasitriangular structure as a map k → H⊗H
and revert all the arrows’ [19, p. 47].

Definition 6.17. An elementR : H⊗H → k is convolution-invertible if there exists a morphism
R−1 : H ⊗H → k such that∑

R−1(h(1) ⊗ g(1))R(h(2) ⊗ g(2)) = ε(h)ε(g) =
∑
R(h(1) ⊗ g(1))R−1(h(2) ⊗ g(2)), (6.6)

for all h, g ∈ H.
A bialgebra or Hopf algebra H is dual quasitriangular if there exists a morphism R : H⊗H → k
such that for all h, g, f ∈ H

• R is convolution-invertible and obeys∑
b(1)a(1)R(a(2) ⊗ b(2)) =

∑
R(a(1) ⊗ b(1))a(2)b(2). (6.7)

• The following identities hold for R:

R(hg⊗ f) =
∑
R(h⊗ f(1))R(g⊗ f(2)), R(h⊗ gf) =

∑
R(h(1)⊗ f)R(h(2)⊗ g). (6.8)

(Recall here the Sweedler notation for ∆.)

Analogously to the representation category HM of a Hopf algebra of bialgebra H we can
define the corepresentation categoryMH . This category has the vector spaces V of coactions as
objects, hence MH is a subcategory of Vec. Similarly to HM, the morphisms are linear maps
that suitably commute with the coaction β.
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Lemma 6.18. Let H be a dual quasitriangular Hopf algebra or bialgebra. Then the category
MH is braided with braiding

ΨV,W (v ⊗ w) =
∑

w(1) ⊗ v(1)R(v(2) ⊗ w(2)),

extended linearly.

Proof. This statement is precisely the dual statement of lemma 5.14. Thus the proof is dual
to that of lemma 5.14: it is obtained by reverting all the arrows and interchanging (·, η) with
(∆, ε).

Next, we define the background quantum group A(R):

Definition 6.19. Let R be an element of Aut(V ⊗ V ), where V = 〈x1, . . . xn〉, so that V ⊗ V
is the algebra generated by n2 indeterminates {tij}. Then the bialgebra A(R) is the algebra
generated by 1 and {tij} modulo the relations

Ria
k
bt
a
jt
b
l = tkbt

i
aR

a
j
b
l.

A bialgebra structure on A(R) is provide by ∆ and ε as follows:

∆(tij) = tia ⊗ taj , εtij = δij .

A(R) is usually defined simply as a bialgebra, but can be made into a proper Hopf algbra with
an antipode S [37]. We will not need an explicit formulation of S, but when handling vectors
we will make use of its existence.

The quantum matrices A(R) indeed coact on braided vectors and covectors, namely via the
coactions

xi 7→ xa ⊗ tai and vi 7→ va ⊗ Stia, (6.9)

with the Einstein summation convention on the repeated indices. To define an exterior algebra,
we will only need the former. To deduce a braided tensor product ⊗ between vectors and
covectors, we need a dual quasitriangular structure on A(R). This is the content of the following
theorem:

Theorem 6.20. Let R be an invertible solution to the quantum YBE. Then A(R) is dual
quasitriangular with

R(tij , t
k
l) = Rij

k
l. (6.10)

Proof. This is theorem 4.1.5 in [11].

This theorem is why we required the matrix R in V (̌R′, R) to be a solution to the quantum
YBE in the first place! Without this assumption, we cannot give a dual quasitriangular on A(R)
and hence MA(R) is not braided. As stated before, we define the braided vector- and covector
algebras to be Hopf algebra elements of the category MA(R). We now show that the braiding
on V (̌R′, R)⊗ V (̌R′, R) induced by A(R) agrees with the one put in place by definition 6.6:

Lemma 6.21. The braiding Ψ on V (̌R′, R)⊗ V (̌R′, R) in the category MA(R) is given by

Ψ(xi ⊗ xj) = xb ⊗ xaRaibj .

Proof. Applying lemma 6.18 to the coaction of A(R) on V (̌R′, R) given in (6.9), we find the
induced braiding to be

Ψ(xi ⊗ xj) = xb ⊗ xaR(tai, t
b
j)

= xb ⊗ xaRaibj ,

where the second equality follows from theorem 6.20.
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Next we give the two external braidings between V (̌R′, R) and V (R′, R). These need some
additional work; first we must have that the R-matrix of A(R) is bi-invertible:

Definition 6.22. An n2 × n2 matrix [Rij
k
l] is bi-invertible if it:

• Has an inverse, i.e. a matrix R−1 such that

(R−1)ia
k
bR

a
j
b
l = δijδ

k
l = Ria

k
b(R
−1)aj

b
l.

• Has a second inverse, i.e. a matrix R̃ such that

R̃ia
b
lR

a
j
k
b = δijδ

k
l = Ria

b
lR̃

a
j
k
b.

Here δijδ
k
l is really just a product of two delta functions, but the notation of (i, j, k, l) is

precisely such that this can also be read as the kronecker product of two delta function
matrices, which is simply the four-dimensional identity matrix.

In the case that R is indeed bi-invertible and that we have an antipode S on A(R), we have
the following results for R:

Lemma 6.23. The dual quasi-triangular structure on A(R) given in equation (6.10) obeys

R(Stij , t
k
l) = (R−1)ij

k
l and R(tij , St

k
l) = (R̃)ij

k
l. (6.11)

Proof. We must first prove the following auxiliary statement about R:

R(a⊗ 1) = ε(a) = R(1⊗ a),

for all a ∈ A(R). This holds generally for dual quasitriangular structures. The proof of the first
equality is as follows:

R(a⊗ 1) = R(ε(a(1))a(2) ⊗ 1) = ε(a(1))R(ε(a(2) ⊗ 1)

=
∑
R−1(a(1) ⊗ 1)R(a(2) ⊗ 1)R(a(3) ⊗ 1)

=
∑
R−1(a(1) ⊗ 1)R(a(2) ⊗ 1 · 1)

= ε(a)ε(1) = ε(a).

The first equality uses the counit axioms for Hopf algebras. The second equality is by linearity
of R. The third and fifth equalities use equation (6.6), and the fourth uses equation (6.7). The
final equality follows from ε(1) = 1, which holds since ε is an algebra morphism by the definition
of a Hopf algebra. The proof of the second equality is analogous. Now, for the first stament of
the lemma, we compute

R(Stia, t
k
b)R(taj , t

b
l) = R

(
(Stia) · taj , tkl

)
.

This follows by equation (6.7) since the coproduct in A(R) is given by ∆tkl = tkb ⊗ tbl. By the
antipode axiom from the definition of a Hopf algebra, we have that (Stia) · taj = ε(tij) = δij .
We thus conclude that

R(Stia, t
k
b)R(taj , t

b
l) = R(δij , t

k
l).

On the right-hand side, if i 6= j the result must be zero since R : H ⊗H → k is linear. If i = j
the result is R(1, tkl) = ε(tkl) = δkl by the auxiliary statement. Thus in total the right-hand
side equals δijδ

k
l. Meanwhile on the left-hand side we have that R(taj , t

b
l) = Raj

b
l by definition

of R. Thus in total we find
R(Stia, t

k
b)R

a
j
b
l = δijδ

k
l.
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From definition 6.22 we thus identify

R(Stia, t
k
b) = (R−1)ia

k
b,

as required. The proof of the other statement is completely analogous, but with the indices
arranged differently so that we need the second inverse R̃ instead of R−1.

Note that as stated before, we do not need any expression for S in this proof. These are
exactly the computations that we need to deduce the braidings between V (̌R′, R) and V (R′, R):

Lemma 6.24. The braiding induced by MA(R) on xi ∈ V (̌R′, R) and vj ∈ V (R′, R) is given
by

Ψ(xi ⊗ vj) = R̃ai
j
bv
b ⊗ xa. (6.12)

Similarly,
Ψ(vi ⊗ xj) = xb ⊗ va(R−1)ia

b
j . (6.13)

We can compress these braidings into the compact notation of remark 6.15 as

Ψ(x1 ⊗ (Rv2)) = v2 ⊗ x1 and Ψ(v1 ⊗ x2) = x2 ⊗ (R−1v1),

respectively.

Proof. The braidings are given by lemma 6.18. In the case of V (̌R′, R) and V (R′, R) we use the
actions from equation (6.9). The given expressions for Ψ then follow immediately from lemma
6.23.

The compact notations are immediate. Note that the R-matrices now appear between x and
v. This is already necessary to make the expressions well-defined, as x is a row vector and v a
column vector. It also says something about the indices: x1⊗ (Rv2) translates to xa⊗Raijbvb.
Note here that R has two free indices: one upper and one lower, hence we must use the second
inverse R̃ to contract them.

Analogously we can find the braiding on V (R′, R)⊗V (R′, R) to be the one stated in definition
6.12. There is one more braiding that we will be of particular interest in the next subsection:

Lemma 6.25. The inverse braiding on V (R′, R)⊗ V (̌R′, R) is given by

Ψ−1(vi ⊗ xj) = xb ⊗ vaRbjia.

In compact notation, this is expressed as

Ψ−1(v1 ⊗ x2) = x2 ⊗ (Rv1).

Proof. This follows immediately from equation (6.12): we apply Ψ−1 to both sides, and multiply
both sides with Ria

b
j to contract R̃. We then relabel to find the required expression.

6.3 Braided Calculus

In this subsection we define braided differentiation. To this end it is helpful to first consider
braided differentiation on the simplest braided group: the braided line B. In the case of
covector-algebras with more than one coordinate, this extends to an algebra of braided partial
derivatives.
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Example 6.26. We define braided differentiaion ∂q : B → B on the braided line B as

∂qf = coeffx⊗(∆f), i.e. ∆f = 1⊗ f + x⊗ ∂qf + . . . ,

for f ∈ B, i.e. f a polynomial in x. Here . . . denotes the higher powers of x in ∆f , and
coeffx⊗ denotes ‘picking out the component linear in x’. This alone bears some resemblance to
the Taylor expansion. More-over, since ∆ is a coaddition we can interpret it as an infinitesimal
addition as follows: if we write x = x⊗ 1 and y = 1⊗ x then ∆x = x+ y. For any polynomial
f ∈ B we clearly have that ∆f(x) = f(∆x) = f(x + y) since ∆ distributes over products by
definition. Similarly it is clear that 1 ⊗ f(x) = f(y) by definition of multiplication in B ⊗ B.
In this notation, we thus find

f(x+ y)− f(y) = x⊗ ∂qf + . . . .

If we let x−1(·)|x=0 denote picking out the coefficient in x, then we recover

∂qf = x−1(f(x+ y)− f(y))|x=0.

This is very reminiscent of the familiar notion of a derivative: we can interpret ∆ as an infin-
itesimal addition of x and then ‘divide out’ x in the Taylor expansion, neglecting higher order
terms, to obtain ∂qf .

We now claim that we recover ordinary differentiation on B in the limit q → 1. To this end,
let us compute ∂q on B explicitly. First recall from section 2 that we define the q-integers as
follows:

[m]q = 1 + q + q2 + · · ·+ qm−1 =
1− qm

1− q
,(

m

r

)
q

=
[m]q!

[r]q![m− r]q!
.

Then for arbitrary m ≥ 1 we have that

∆(xm) =

m∑
r=0

(
m

r

)
q

xr ⊗ xm−r. (6.14)

(In the notation ∆x = x + y this follows immediately from the q-binomial formula [19, Ch. 7].)
The proof is by induction. To get an idea of the proof we show the case m = 2. The induction
step of the general proof proceeds analogously, but is more notationally cumbersome. For m = 2
the statement is

∆(x2) = 1⊗ x2 + (1 + q)x⊗ x+ x2 ⊗ 1.

To show this we use that ∆ distributes over multiplication. In a commutative diagram, this
statement amounts to

B ⊗B B B ⊗B

B ⊗B ⊗B ⊗B B ⊗B ⊗B ⊗B

·

∆⊗∆

∆

id⊗Ψ⊗id

·⊗·

Starting at x ⊗ x ∈ B ⊗ B, going along the top path gives ∆(x2). Recall that Ψ(xm ⊗ xn) =
qmnxn ⊗ xm in B. Using this one computes that going along the bottom path gives 1 ⊗ x2 +
(1 + q)x⊗ x+ x2 ⊗ 1. Thus the claim holds by commutativity of this diagram.

Now note that (
m

1

)
q

=
[m]q!

[1]q![m− 1]q!
=

[m]q!

[m− 1]q!
= [m]q.
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Thus equation (6.14) immediately tells us that

∂qx
m = [m]qx

m−1 q→1−−−→ mxm−1,

by definition of ∂q. It is clear from k-linearity of ∆ that ∂q is also k-linear. Thus the above
shows that we recover ordinary differentiation in the limit q → 1 for all f ∈ B. This also allows
us to express ∂q on B explicitly as

∂qf(y) =
f(qy)− f(y)

(q − 1)y
.

(Coincidentally, this is a familiar q-analogue: the Jackson derivative introduced in [38].)
The exact same idea of a braided derivative that works on the braided line also works for

general braided covector-algebras:

Definition 6.27. Let V (̌R′, R) be a braided covector-algebra. The i-th braided derivative
∂iq : V (̌R′, R)→ V (̌R′, R) is defined as

∂iqf = coeffxi⊗(∆f) = x−1
i (f(x + y)− f(y))|x=0.

for f ∈ V (̌R′, R) i.e. f a polynomial in x1, . . . , xm. Here the notation x is an amalgamation of
the boldface notation from remark 6.15 and the underline that indicates implicit tensor products
with 1. Thus e.g. y represents [1⊗ x1, 1⊗ x2] if n = 2.

By definition of ∂iq it follows that

∆f = 1⊗ f + x1 ⊗ ∂1
qf + x2 ⊗ ∂2

qf + · · ·+ xm ⊗ ∂mq f + . . . .

We may also simply denote ∂iq by ∂i, if it is clear from context that the differentials are q-
deformed.

Example 6.28. Let us compute the values of ∂iq on monomials of n-dimensional V (̌R′, R).
This is most conveniently done in the compact notation of remark 6.15. In this notation we can
construct the object x1x2 . . .xm, which is a 1⊗nm covector consisting of all possible monomials
in V (̌R′, R) of total degree m. Following [34] we can now compute the action of δiq on this
object, allowing us to compute ∂iq on all monomials of total degree m at once. By definition,

∂iq(x1x2 . . .xm) = coeffai⊗((a1 + x1)(a2 + x2) . . . (am + xm).

Here we choose to denote the infinitesimal addition by a instead of x. We then expand brackets.
Note that we are only interested in terms that are ‘linear’ in a, so we can ignore all the other
terms. Hence we obtain

∂iq(x1x2 . . .xm) = coeffai⊗(a1x2 . . .xm + x1a2 . . .xm + · · ·+ x1x2 . . .am).

We can then move all of the a factors to the left. This uses the braiding on V (̌R′, R): recall
that a = a⊗1 and x = 1⊗x. Thus switching an a and a x amounts to acting with Ψ. Recalling
that the matrix of Ψ is PR, our expression then becomes

coeffai⊗(a1x2 . . .xm(I + (PR)12 + (PR)12(PR)23 + · · ·+ (PR)12(PR)23 . . . (PR)m−1,m)).

Recall here that the subscripts on PR indicate on which entries of the m-th tensor power Ψ
acts. We now define the m-fold Kronecker product matrix as generalized braided integers:

[m;R]1,...,m := I + (PR)12 + (PR)12(PR)23 + · · ·+ (PR)12(PR)23 . . . (PR)m−1,m.
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Thus we now have

∂iq(x1x2 . . .xm) = coeffai⊗(a1x2 . . .xm[m;R]1,...,m).

Finally, we can evaluate this to give

∂iq(x1x2 . . .xm) = ei1x2 . . .xm[m;R]1,...,m, (6.15)

where ei denotes the i-th basis covector of size n.

Unpacking the compact boldface notation, we have now obtained ∂iq on monomials as

∂iqxi1xi2 . . . xim = δij1xj2 . . . xjm [m;R]j1 i1
j2
i2
...
...
jm
im .

It is illustrative to consider the case m = 2. We have that

[2;R] = I + (PR)12 =⇒ [2;R]j1 i1
j2
i2 = δj1 i1δ

j2
i2 + (PR)j1 i1

j2
i2

= δj1 i1δ
j2
i2 +Rj2 i1

j1
i2

Hence:
∂iq(xi1xi2) = δii1xi2 + xj2R

j2
i1
i
i2 . (6.16)

This equation will be useful for explicit computations later on.
Since ∂iq has upper incides, the notation suggests that these differential operators have the

braid statistics of vectors. This is exactly the content of the following lemma:

Lemma 6.29. Let V (̌R′, R) be a braided covector-algebra. Then the braided derivatives ∂iq
obey the braid statistics of V (R′, R):

∂iq∂
j
q = R′ia

j
b∂
b
q∂

a
q .

Proof. We show this to be true on arbitrary monomials of total degree m, in the notation of
example 6.28. The general statement then follows by linearity of ∂iq. To proceed we need the
following identity:

[m− 1;R]2,...,m[m;R]1,...,m = (PR′)12[m− 1;R]2,...,m[m;R]1,...,m. (6.17)

This is proved in appendix A.3. By equation 6.15 we have

∂iq∂
j
qx1x2 . . .xm = ∂iqe

j
1x2 . . .xm[m;R]1,...,m

= ej1
(
∂iqx2 . . .xm

)
[m;R]1,...,m

= ej1e
i
2x3 . . .xm[m− 1;R]2,...,m[m;R]1,...,m.

Similarly we have that

R′ia
j
b∂
b
q∂

a
qx1x2 . . .xm = R′ia

j
be
a
1eb2x3 . . .xm[m− 1;R]2,...,m[m;R]1,...,m

= ej1e
i
2x3 . . .xm(PR′)12[m− 1;R]2,...,m[m;R]1,...,m.

By virtue of equation (6.17) we thus conclude

∂iq∂
j
qx1x2 . . .xm = R′ia

j
b∂
b
q∂

a
qx1x2 . . .xm,

as required.
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This implies that vi 7→ ∂iq forms an action of V (R′, R) on V (̌R′, R), namely vi 7→ ∂iq.
In particular, it means that we have an algebra of braided partial derivatives generated by
1, ∂1

q , . . . , ∂
n
q that is isomorphic to V (R′, R). This realization of the algebra of q-derivatives

as a copy of V (R′, R) allows us to give a q-deformed version of the usual Leibniz rule for
differentiation. For this we need the braiding from lemma 6.25:

Lemma 6.30. For a, b ∈ V (̌R′, R) arbitrary, the partial derivatives ∂iq obey the braided Leibniz
rule

∂iq(ab) = (∂iqa)b+ ·(Ψ−1(∂iq ⊗ a)b).

Proof. This is shown by direct computation analogous to lemma 6.29 in [34]. A more sophist-
icated diagrammatic proof can be found in [31].

The braided Leibniz rule has an interesting immediate consequence:

Lemma 6.31. The action α : vi 7→ ∂iq of V (R′, R) turns V (̌R′, R) into a braided V (R′, R)-
module algebra (with reversed braiding), i.e. the action commutes with the algebra structure
of V (̌R′, R).

This proof becomes almost trivial with the formalism of braided group diagrams:

Proof. In a braided group diagram, a derivative ∂iq is denoted using the action α : vi 7→ ∂iq. As
before, this action is depicted in a braided diagram as a multiplication between V (R′, R) and
V (̌R′, R), marked with an α for clarity. With this notation, by definition 5.10 the statement of
the lemma is depicted as a diagram in figure 6.1:

=

Figure 6.1: Statement of lemma 6.31 as a braided diagram.

To prove this, we can simply insert the braided Leibniz rule as a diagrammatic equality.
This is depicted in figure 6.2:

= + =

Figure 6.2: Proof of lemma 6.31.

Here the first equality is the braided Leibniz rule, and the second equality translates the +
into a ∆. This is possible precisely because ∆ is a coaddition type coproduct.
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6.4 Braided Exterior Algebra

In the previous subsection we saw the introduction of braided differentiation. To continue this
development of q-deformed calculus, we now wish to introduce an algebra of braided differential
forms and to develop exterior algebra on our braided groups. This proceeds analogously to the
familiar notion of exterior algebra as follows:

• We define an algebra Λ of braided differential forms, in which multiplication is to be
interpreted as the wedge product ∧.

• We define the (graded) exterior algebra Ω = Λ⊗V .̌

• We define the braided exterior derivative on Ω, and show that it behaves like a classical
exterior derivative, i.e. that it is an anti-derivation of degree 1 and provides us with a
differential complex.

Here the notation ⊗ indicates the braided tensor product of lemma 3.26. Note that the object
Λ is a new braided group in MA(R). Hence to properly define Ω we will need to consider the
induced braiding from MA(R).

Recall the assumptions we’ve made on R,R′ to construct V (̌R′, R), given by equations (6.2),
(6.3), (6.4), and (6.5). We’ve already seen the solutions that yield the regular and fermionic
quantum planes. The latter consisted of q-deformed coordinates θ, φ that were approximately
anti-commutative. It was obtained by the substitution R ←→ −R′ which was possible in the
case R′ ∝ R. To define an anti-commutative algebra built from V (̌R′, R) more generally, we
impose the further conditions

R′12 ◦R′13 ◦R′23 = R′23 ◦R′13 ◦R′12, (6.18)

R′12 ◦R′13 ◦R23 = R23 ◦R′13 ◦R′12, R′23 ◦R′13 ◦R12 = R12 ◦R′13 ◦R′23. (6.19)

This ensure that the combined system of equations for R,R′ exhibits an R←→ −R′ symmetry.

Definition 6.32. Under the above assumptions on R,R′, we define the braided group of forms
as

Λ(R′, R) := V (̌−R,−R′).

We denote the generators of Λ(R′, R) by 1, θ1, . . . , θn.

To interpret the generators θi as forms dxi on V (̌R′, R) we must first cast Λ as an object
of MA(R). Note that this is not by default the case: Λ is an object of MA(−R′). For our
convenience, we assume that A(−R′) = A(R). This holds quite generally: for example when
R′ ∝ R or when PR′ = f(PR) for some polynomial f [39]. In particular it is true if R′ ∝ R.

Under this assumption, we can stick the algebra of forms Λ and the algebra of covariant
coordinates Vˇtogether to form a right-handed exterior algebra. For this purpose we consider
Λ as an object of MA(R), via the covector-algebra coaction θi 7→ θa ⊗ tai.

Definition 6.33. We define the right-handed exterior algebra as

ΩR := Λ⊗V .̌

(This algebra is also just denoted by Ω.) The braiding is as induced by the categoryMA(R) via
the braided tensor product ⊗. In other words, since Λ and Vˇare both covector-algebras with
A(R) as background quantum group, the induced braiding is given by

ΨΛ,V (̌θi, xj) = xb ⊗ θaRaibj .
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Remark 6.34. When it comes to further applications of Λ in developing the theory of Ω, we’ll
explicitly use the braiding induced from A(R) via ⊗. This means in particular that when we
discuss Λ⊗Λ in the context of Ω⊗Ω, we will use the braiding

ΨΛ,Λ(θi, θj) = θb ⊗ θaRaibj .

This is a different braiding from that of the braided covector structure on Λ, which would require
using −R′ instead. For the purposes of working with Ω, we forget about this latter braiding.
Essentially this is done to keep all the constructions on Ω in the categoryMA(R); see [39, p. 11].

We have a natural bi-graded structure on Ω, as well as two natural gradings, namely [39]:

Ωp|q = span{θi1θi2 . . . θipxj1xj2 . . . xjq}, Ωp =

∞⊕
q=0

Ωp|q, Ω|q =

∞⊕
p=0

Ωp|q.

This indeed gives

Ω =
∞⊕
p=0

∞⊕
q=0

Ωp|q.

Similarly, we have a grading on Λ given by Λp = span{θi1 . . . θip}.
We are now ready to complete our interpretation of Ω as a genuine exterior algebra con-

struction by defining the exterior derivative:

Definition 6.35. We define the exterior derivative
←−
d as

←−
d : Ωp → Ωp+1, (θi1θi2 . . . θipf(x1, . . . , xn))

←−
d =

∑
a

θi1θi2 . . . θipθa
∂

∂xa
f(x1, . . . , xn).

With the interpretation of multiplication in Λ as the wedge product, this is directly analogous
to the classical definition of the exterior derivative.

We now claim that
←−
d indeed behaves like a familiar exterior derivative. Recall that this

amounts to the following two properties:

•
←−
d is an anti-derivation of degree of degree 1: for any f ∈ Ωp, g ∈ Ω we have

(fg)
←−
d = f(g

←−
d ) + (−1)pf

←−
d g.

In other words,
←−
d obeys a Z2-graded Leibniz rule [6].

•
←−
d forms a differential complex: ←−

d 2 = 0.

The former statement is the content of the following theorem:

Theorem 6.36. The exterior derivative is an anti-derivation of degree 1.

Proof. This proof is best handled using braided diagrams. To do so we first need to introduce
a new ingredient into our diagrams. To this end recall the coevaluation map of subsection 3.2.
In particular recall that in Vec it is given by

coev : k → V ⊗ V ∗ : λ 7→
∑
i

λvi ⊗ v∗i .

For depicting
←−
d in a diagram we use a similar coevaluation inMR(A), that pulls an element of

Λ⊗V out of the field:

coev : k → Λ⊗V : λ 7→ λ
∑
a

θa ⊗ va.
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(Note: calling this a coevaluation requires a suitable duality between braided vectors and cov-
ectors. It exists [6], but discussing it here would take us too far off track.) In our braided group
diagrams we then write coev(1) as a turn: ∩. Next recall that q-differentiation is an action of

V on V .̌ Denoting this action by α, the action of
←−
d is then depicted in figure 6.3:

Figure 6.3: The exterior derivative.

Next recall the braided Leibniz rule of the action α: it states that for a, b ∈ V ,̌

∂i(ab) = (∂ia)b+ Ψ−1(∂i ⊗ a)b.

As a diagrammatic equality in terms of the action α, this is depicted in figure 6.4.

= +

Figure 6.4: The braided Leibniz rule for ∂i.

This diagrammatic equality is precisely what we need to prove the theorem: the proof is
depicted in figure 6.5.

= + +=

= + = +

Figure 6.5: Proof of theorem 6.36.
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The first equality in figure 6.5 is by the braided Leibniz rule for the action α. The second
and fourth equalities are standard rearrangements of diagrams using braided associativity and
functoriality of Ψ,Ψ−1. The third equality is more interesting, and it is also the origin of the

factor (−1)p needed to make
←−
d into a proper anti-derivation. All that happens in the third

equality is that we undo a braiding, which also reverses the multiplication below it. Evidently
this only gives rise to a factor (−1)p and not to more complicated braidings.

To explain why this is the case, note that the strands we are untangling represent elements
of Λ. Recall now from remark 6.34 that we use the braiding induced by MA(R) on Λ⊗Λ.
As noted in remark 6.34, this means that the braiding we are undoing is given by R. In
undoing this braiding we also invert the multiplication below, but the non-commutativity of
this multiplication is governed by −R. Thus except for the minus signs (of where there are p,
since the right strand represents an element of Λp), all the nontrivial factors of R created in
undoing the braiding are swallowed up by reverting the multiplication below. In an equation:

· ◦Ψ(θi ⊗ θi1 . . . θip) = (−1)pθiθi1 . . . θip .

This explains the third equality in figure 6.5, and finishes the proof.

The requirement that
←−
d forms a differential complex is not always met, but it holds in nice

cases. From the definition of
←−
d it is clear that to obtain

←−
d 2 it suffices to show that

(θ1θ2)(∂2∂1) = 0.

This is in the compact notation from remark 6.15, i.e. θ1θ2 refers to the Kronecker product of
the entire row vector of {θi} with itself. This equation is satisfied for instance if PR′ = f(PR)
for a polynomial f such that f(−1) 6= 1. Indeed, since PR′ is the matrix of the non-commutative
multiplication in V we have

∂2∂1 = (PR′)∂2∂1.

Similarly, since −PR is the matrix of multiplication on Λ we have

θ1θ2 = (−PR)θ1θ2.

Thus in total we compute

(θ1θ2)(∂2∂1) = (θ1θ2)PR′(∂2∂1) = (θ1θ2)f(PR)(∂2∂1) = f(−1)(θ1θ2)(∂2∂1).

Here the last equality holds since f is a polynomial. Since f(−1) 6= 1 by assumption, from the

above we conclude that (θ1θ2)(∂2∂1) = 0 so that
←−
d 2 = 0. In particular, if R′ ∝ R (for e.g. the

quantum plane) we thus have that
←−
d forms a differential complex.
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7 Braided Matrices and q-Minkowski Space

In this section we will discuss the construction of a q-deformed version of Minkowski space-time,
via the formalism of braided geometry developed in the previous section. To this end we must
first re-cast Minkowski space as a space of Hermitian matrices, which we can deform using
braided geometry. We then recast these braided matrices back into a four-dimensional braided
covector-algbra, for which we use an Octave program contractor.m. The process is depicted
in figure 7.1. Note that this approach is quite particular to 4-dimensional space: e.g. 5D space
cannot be modelled easily as a space of (Hermitian) matrices, and would require a different
approach.

Figure 7.1: Overview of the construction of q-Minkowski space.

To make a q-deformed version of Minkowski space, note that we could simply find a suitable
pair (R′, R) and use it to construct a four-dimensional braided covector-algbra. However, R
and R′ are then represented by 16× 16 matrices. Presumably, there are many matrices of this
size that satisfy the requirements for forming a braided algebra, which makes it difficult to
pick a natural braiding. More-over, simply deforming a four-dimensional space does not give
us a natural way to introduce a metric on our space, which is what we need to identify our
construction as a bona fide q-Minkowski space.

We shall see that passing the construction through braided matrices solves both of these
problems.

7.1 Classical Minkowski space

Before we can properly discuss the q-deformed version of Minkowski space, we must understand
the classical q = 1 case that we wish to deform:

Minkowski spacetime R1,3 is given by four-dimensional space, equipped with the constant
pseudo-Riemannian metric tensor

ηµν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 .
(With units such that c = 1.) This gives the distance of a point p = (t, x, y, z) from the origin
as

‖p‖2 = t2 − x2 − y2 − z2.
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Alternatively we can define a coordinate transformation (t, x, y, z) → (a, b, c, d) and give the
point p as a Hermitian 2× 2 matrix

Xp =

[
a b
c d

]
:=

[
t− z x+ iy
x− iy t+ z

]
. (7.1)

It is then easy to check that the map p 7→ Xp is a bijection to the space of Hermitian matrices,
and that we have

det(Xp) = t2 − x2 − y2 − z2 = ‖p‖2. (7.2)

Thus we obtain a bijection

Minkowski space ∼= Hermitian matrices

that preserves the notion of the metric. This bijection is familiar from defining the spinor map
to the restricted Lorentz group: SL(2,C)→ SO+(1, 3). Namely, we have an action α of SL(2,C)
on the Hermitian matrices given by

αP : X 7→ PXP ∗,

for P ∈ SL(2,C). Note that (PXP ∗)∗ = PX∗P ∗ = PXP ∗ so that αP (X) is indeed again
Hermitian. Since P ∈ SL(2,C) we have det(P ) = det(P ∗) = 1. Thus

det (αP (X)) = det(PXP ∗) = det(X),

so that αP preserves the metric for all P ∈ SL(2,C). This allows us to identify any P with a
Lorentz transformation, which yields the well-known spinor map.

One way to obtain ηµν from the Minkowski distance ‖p‖2 is the (perhaps familiar) equation

ηµν =
1

2

∂

∂xµ

∂

∂xν
‖p‖2. (7.3)

The factor 1/2 appears because for the diagonal elements the derivative of a square gives a
factor 2, and the metric tensor is symmetric so that all off-diagonal elements appear twice, also
giving a factor 2.

Using this equation on det(Xp) with respect to the coordinates {a, b, c, d} gives the matrix
metric ηµνM :

det(Xp) = ad− bc =⇒ ηµνM =
1

2


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

 .
Note that this metric no longer exhibits a (+,−,−,−) signature: this is because we have applied
a complex coordinate transformation. Thus the change in signature amounts to something like
a Wick rotation. After we have braided the Hermitian matrices we will Wick-rotate back to
braided spacetime coordinates, once again obtaining a (now q-deformed) (+,−,−,−) signature.

7.2 Braided Matrices

In subsection 6.1 we have already seen braided versions of vector and covector algebras equipped
with a coaddition. The objective is now to do the same for matrices.

Definition 7.1. Let R be as in definitions 6.6 and 6.12. We define the braided matrices B(R)
as the algebra generated by 1, uij modulo the relations

Rkb
i
au

a
cR

c
j
b
du

d
l = ukbR

b
c
i
au

a
dR

d
j
c
l. (7.4)

Here i, j ∈ {1, . . . , n} and thus R must be an n2 × n2 matrix.
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For applications to q-Minkowski space, we are interested in the case n = 2.
To make the multiplication relations manageable, we introduce the following compact nota-

tion: let u be the matrix of generators

u =

[
u1

1 u1
2

u2
1 u2

2

]
.

Then we define u1 and u2 as follows:

u1 =


u1

1 u1
1 u1

2 u1
2

u1
1 u1

1 u1
2 u1

2

u2
1 u2

1 u2
2 u2

2

u2
1 u2

1 u2
2 u2

2

 and u2 =


u1

1 u1
2 u1

1 u1
2

u2
1 u2

2 u2
1 u1

2

u1
1 u1

2 u1
1 u2

2

u2
1 u2

2 u2
1 u2

2

 .
These matrices are chosen such that their entry-wise product (i.e. Hadamard product) equals
the Kronecker product u⊗u. This is in analogy with the compact notation for braided covectors
from example 6.15. With this notation we can compactly state all the relations described by
equation (7.4) in a single managable equation:

R21u1Ru2 = u2R21u1R.

Here we recall from remark 6.13 that R21 simply equals RP .
We now further demand that R obeys the q-Hecke condition:

(PR− q)(PR+ q−1) = 0. (7.5)

Then we can give B(R) the structure of a coadditive briaded group as follows:

Lemma 7.2. B(R) forms a braided group with

∆uij = uij ⊗ 1 + 1⊗ uij , εuij = 0, Suij = −uij ,

Ψ(R−1u1 ⊗Ru2) = u2R21 ⊗ u1R.

For the braiding, we use the same shorthand notation as introduced for definition 7.1. Writing
Ψ out in components is done in analogy with definition 7.1.

A detailed proof of this braided group structure on B(R) can be found in [36] where it was
first introduced in general R-matrix form. The q-Hecke condition is needed to show that ∆ is
an algebra morphism [6].

Remark 7.3. Technically, to properly define B(R) we must be concerned with the braided
category in which it resides, i.e. the background quantum group under which it is covariant.
For our purposes this is not extremely important however, since we will cast B(R) in a covector-
algebra form with a different background quantum group.

It turns out that B(R) is not only covariant under A(R), but more generally under the double
cross product bialgebra A(R) ./A(R). The double cross product bialgebra can be constructed
generally for bialgebras A,H if A acts on H and H coacts on A. See [19, p. 134] for details.
For our purposes it suffices to say that A(R) ./A(R) is the algebra A(R) ⊗ A(R) modulo the
relations

Rs1s2 = s2s1R, Rt1t2 = t2t1R, Rt1s2 = s2t1R.

Here s, t are the generators for the left and right copies of A(R), respectively. The braided
matrices B(R) are then an object of MA(R)./A(R) via the coaction

uij 7→ uab ⊗ (Ssia ⊗ tbj).
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(Assuming that we have an antipode S on A(R).) If we wish to view B(R) as living in the
category MA(R) then we may note that there is a homomorphism

A(R) ./A(R)→ A(R),

given by multiplication. This casts B(R) as an object of MA(R) via the coaction

uij 7→ uab ⊗ (Stiat
b
j).

Remarkably, we can give B(R) the structure of a braided group in a different way, with
a coproduct of ‘comultiplication type’. Since we are mainly concerned with braided covector-
algebras and coaddition type coproducts, this braided group structure will be considered as
secondary. However, it will still be useful; in particular for finding a natural q-deformed de-
terminant in B(R). We will use a dot to distinguish this secondary braided structure; Ψ. for
example.

Lemma 7.4. The algebra B(R) (with the same multiplication relations as before) forms a
braided group with

∆.(uij) = uia ⊗ uaj , ε.(uij) = δij ,

Ψ.(R−1u1 ⊗Ru2) = u2R
−1 ⊗ u1R.

An antipode is not provided, so that technically this is a braided bialgebra, instead of a proper
braided group.

For a detailed proof of this braided group structure, see [40]. We wish to note that the
q-Hecke condition is not required for this structure.

The coproduct ∆. is referred to as a comultiplication for the same reason that we call ∆ a
coaddition: when u is viewed as a matrix we have that

· ◦ (∆.uij) = (u · u)ij .

This is analogous to how ·(∆uij) = uij + uij for the coaddition ∆. We also refer to Ψ. as the
multiplicative braiding on B(R) as opposed to Ψ, the additive braiding.

Note that in both lemmas 7.2 and 7.4 the braidings are give implicitly. If R is bi-invertible
in the sense of definition 6.22, we can give explicit formulae for the multiplicative relations and
braidings. This is the content of the following lemma:

Lemma 7.5. Suppose R is bi-invertible. Then

R21u1Ru2 = u2R21u1R ⇐⇒ uj0j1u
l0
l1 = uk0k1u

i0
i1(R−1)dk0

j0
aR

k1
b
a
i0R

i1
c
b
l1R̃

c
j1
l0
d.

Proof. Recall that we can write the multiplication relations in components as

Rkb
i
au

a
cR

c
j
b
du

d
l = ukbR

b
c
i
au

a
dR

d
j
c
l.

Note here that we have indices a on both the left- and right-hand sides. However they are not
free indices, so they are distinct. Keeping this in mind, we carefully relabel the expression to
obtain

Rk0d
a
j0u

j0
j1R

j1
c
d
l0u

l0
l1 = uk0k1R

k1
b
a
i0u

i0
i1R

i1
c
b
l1 .

Now, to remove the term Rk0d
a
j0 from the left-hand side, we can multiply by (R−1)dk0

j0
a. This

contracts the indices k0, a that are free on the left-hand side, and leaves a term δddδ
j0
j0 which

is simply 1. Thus we obtain

uj0j1R
j1
c
d
l0u

l0
l1 = (R−1)dk0

j0
au

k0
k1R

k1
b
a
i0u

i0
i1R

i1
c
b
l1 .
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Next, to remove the Rj1c
d
l0 term we must use the second inverse: indeed, we need to contract

the free indices c, d. One of these is an upper index while the other is lower, so we require R̃ to
contract them simultaneously. Accordingly, multiplying with R̃cj1

l0
d yields

uj0j1u
l0
l1 = R̃cj1

l0
d(R

−1)dk0
j0
au

k0
k1R

k1
b
a
i0u

i0
i1R

i1
c
b
l1 .

Rearranging the right-hand side then gives

uj0j1u
l0
l1 = uk0k1u

i0
i1(R−1)dk0

j0
aR

k1
b
a
i0R

i1
c
b
l1R̃

c
j1
l0
d,

as required. Clearly all the manipulations carried out are invertible, so the claimed equivalence
indeed holds.

Similarly one can give an explicit formula for the braidings as

Ψ(R−1u1⊗Ru2) = u2R21⊗u1R ⇐⇒ Ψ(uj0j1⊗ul0 l1) = uk0k1⊗ui0 i1Rj0adk0Rk1bai0Ri1cbl1R̃cj1 l0d,

Ψ.(R−1u1⊗Ru2) = u2R
−1⊗u1R ⇐⇒ Ψ(uj0j1⊗ul0 l1) = uk0k1⊗ui0 i1Rj0adk0(R−1)ai0

k1
bR

i1
c
b
l1R̃

c
j1
l0
d.

The proofs of these statements are completely analogous to that for the multiplicative relations,
so to avoid some tedium they are omitted.

We can compress these results with some notational devices: let ui0 i1 := uI and let

R′IJ
K
L = (R−1)dk0

j0
aR

k1
b
a
i0R

i1
c
b
l1R̃

c
j1
l0
d,

RI
J
K
L = Rj0a

d
k0R

k1
b
a
i0R

i1
c
b
l1R̃

c
j1
l0
d,

R.IJ
K
L = Rj0a

d
k0(R−1)ai0

k1
bR

i1
c
b
l1R̃

c
j1
l0
d.

This notation lets us view B(R) as a space with four generators uI . The explicit multiplicative
relations and braiding now become:

R21u1Ru2 = u2R21u1R ⇐⇒ uIuJ = uBuAR′AI
B
J ,

Ψ(R−1u1 ⊗Ru2) = u2R21 ⊗ u1R ⇐⇒ uI ⊗ uJ = uB ⊗ uARA
I
B
J ,

uI ⊗. uJ = uB ⊗. uAR.AI
B
J .

Note the similarities between these expressions (in particular the first two) and the multiplica-
tion and braiding of definition 6.6. Indeed: as the notation suggests, R and R′ allow us to view
〈1, uI〉 as a braided covector-algebra. For this we require the following lemma:

Lemma 7.6. The pair (R′,R) satisfies the mixed Yang-Baxter equations required to define a
braided covector-algebra, and so does the pair (−R,−R′).

Proof. The proof is given in [36]. Since we will only need a specific example for q-Minkowski
space, there is no need to go into the details of the proof: we can simply let a computer verify
all the required relations once we have determined the pair (R′,R) explicitly.

The last statement of this lemma is only to facilitate the construction of q-deformed differ-
ential forms on our braided geometry. Note how the construction of R reduces the complexity
in q-deforming a four-dimensional spacetime: instead of needing to find a 16 × 16 solution to
the quantum YBE, we can form R from any 4× 4 solution!
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Example 7.7. Consider the following matrix:

R =


q 0 0 0
0 1 q − q−1 0
0 0 1 0
0 0 0 q

 .
This is simply the two-dimensional covector-algbra matrix associated to the quantum plane,
normalized to satisfy the q-Hecke condition of equation (7.5). Here we note that it is also the
QYBE solution associated to the quantum group Uq(su2) in the context of the quantum knot
invariants from subsection 4.4 (after a reparametrization q1/2 → q and a normalization). We
will see that, as it turns out, the braided matrices B(R) associated to this matrix are precisely
what we need to form a q-deformation of Minkowski space. Thus we will carry out the formalism
described above to construct R and R′:

First off, R is bi-invertible. Indeed, it is easy to verify that

R−1 =


q−1 0 0 0
0 1 q−1 − q 0
0 0 1 0
0 0 0 q−1

 and R̃ =


q−1 0 0 0
0 1 q−3 − q−1 0
0 0 1 0
0 0 0 q−1

 .
The latter is most easily found by noting that R̃ = ((RT2)−1)T2 , where RT2 denotes transposition
of the second tensor product factor of R, i.e.

(RT2)ij
k
l = Rij

l
k.

We then put these into the equations for R, R′, and R., which yields 16× 16 matrices. This is
a tedious process, so it is best done by computer.

In appendix B we have provided some example Octave code (called contractor.m) that
computes a single entry of R. The program carries out the computations for q = 10. This
is so that the entries, which are polynomials in q, can be read off easily from the resulting
computations (assuming that the polynomials have low coefficients, which must clearly be the
case). For example, if a matrix entry equals 99 we conclude it represents q2 − 1. This code is
more-over useful for verifying that R,R′ satisfy the the quantum YBE and other requirements:
since we have a way to generate the matrices in Octave, we can also use Octave to check these
relations for us. This justifies deferring the proof of lemma 7.6.

The resulting matrices R, R′, and R. are given in appendix A.1. Note that R, R′, R.
are 16 × 16 matrices, so that they are indeed suited to encode a four-dimensional spacetime
coordinate algebra.

7.3 q-Minkowski space

We are now finally in the position to define q-deformed Minkowski space. As stated before,
q-Minkowski space will be a space of braided matrices regarded as a braided covector-algebra.
This is in q-deformed analogy to the interpretation of classical Minkowski space as Hermitian
matrices. Thus to properly interpret a space of braided matrices as q-Minkowski space, we must
still specify what is meant by a Hermitian braided matrix. This is done via the introduction of
a so-called ∗-structure:

Definition 7.8. Let B be a braided group. For simplicity, suppose it is an object of a sub-
category of VecC; the vector spaces of C. (This subcategory may, of course, have a non-trivial
braiding.) A ∗-structure on B is an operation ∗ : B → B such that:

• ∗ is anti-linear, i.e. (λa+ µb)∗ = λa∗ + µb∗ for all a, b ∈ B, λ, µ ∈ C.

90



• ∗2 = id.

• ∗ is an algebra anti-morphism, i.e. (ab)∗ = b∗a∗ for all a, b ∈ B.

• (∗ ⊗ ∗) ◦∆ = τ ◦∆ ◦ ∗, ε ◦ ∗ = ◦ ε, ∗ ◦ S = S ◦ ∗.

These last three requirements are quite specific to braided groups: this definition of a ∗-structure
for braided groups was introduced in [41].

While ∗-structures occur more generally in mathematics [42], for our purposes we can think
of this definition to emulate the essential properties of complex conjugation. As such we are
particularly interested in the Hermitian type ∗-structure on B(R):

Example 7.9. Consider the braided group B(R) over the field k = C. On this braided group,
we can choose to model the Hermitian transpose by requiring

(uij)
∗ = uj i.

On B(R), this Hermitian ∗ operator satisfies the requirements of a ∗-structure. In fact, this
gives a valid ∗-structure both in the case of a multiplicative and an additive braiding on B(R).

This ∗-structure is taken from [41]; a proof that (uij)
∗ = uj i indeed defines a ∗-structure on

B(R) can be found there as well. This is under some conditions on R, which are satisfied in the
case of example 7.7 which we are interested in [6].

What this means in the case of 2× 2 braided matrices over k = C, for instance, is:[
a b
c d

]∗
:=

[
a∗ b∗

c∗ d∗

]
=

[
a c
b d

]
.

Thus, if we interpret the ∗-structure as complex conjugation we retrieve exactly the requirement
that the matrices in question are Hermitian. For this reason, we say that a quantity x in B(R)
is real if x∗ = x.

Definition 7.10. We define q-Minkowski space R1,3
q to be the braided covector-algebra V (̌R′,R)

over k = C. Here R′,R are as in example 7.7. This covector-algebra is also a space of braided
matrices with matrix generators a, b, c, d:

u =

[
u1

1 u1
2

u2
1 u2

2

]
:=

[
a b
c d

]
. (7.6)

We define R1,3
q to have the ∗-structure given on B(R) by example 7.9:[

a∗ b∗

c∗ d∗

]
=

[
a c
b d

]
.

Evidently, R1,3
q is an object in the category MA(R), so that the background quantum group of

R1,3
q is taken to be A(R) instead of A(R) ./A(R).

Remark 7.11. We have claimed before that the approach of braided matrices helps us pick
out a single q-deformation for R1,3. Indeed, the choice of a q-deformation for Minkowski space
is now reduced to the choice of a single two-dimensional solution of the QYBE. This must
more-over be a one-parameter solution. Such solutions have been classified, and their are eight
families of them [19]. The further requirements of the q-Hecke condition and a braided metric
that reduces to a (+,−,−,−) signature for q → 1 then pick out the matrix of example 7.7
amongst these eigth families.
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We now have a long list of conditions on R,R′,R,R′ to ensure that R1,3
q is well-defined and

properly equipped with the structure of q-derivatives, a q-exterior algebra, etc. For instance
R must obey the q-Hecke condition and R′ must solve the QYBE: all of the requirements
encountered so far are met for R1,3

q . This is most easily checked by computer, since we have
explicit expressions for all matrices involved. For explicit computation, the matrices R,R′ can
be generated by running the Octave code matrices.m given in appendix B.

Explicitly, R1,3
q = 〈1, a, b, c, d〉 modulo the following relations [6]:

ba = q2ab, ac = q2ca, da = ad,

bc = cb+ (1− q−2)a(d− a), db = bd+ (1− q−2)ab, (7.7)

cd = dc+ (1− q−2)ca.

This can be read directly from the columns of R′, using the formula[
aa ab ac . . . dc dd

]
=
[
aa ba ca . . . cd dd

]
·R′

which is part of the definition of V (̌R′,R). (Note that this reduces to a commutative algebra
of coordinates if q → 1.) Similarly, the equations for the braiding can be read directly from the
equation [

a⊗ a a⊗ b . . . d⊗ c d⊗ d
]

=
[
a⊗ a b⊗ a . . . c⊗ d d⊗ d

]
·R

With some minor rearrangement to reduce the expressions, this gives the following braid stat-
istics [36]:

Ψ(a⊗a) = q2a⊗a, Ψ(a⊗b) = b⊗a, Ψ(b⊗b) = q2b⊗b, Ψ(c⊗a) = a⊗c, Ψ(c⊗c) = q2c⊗c,

Ψ(a⊗ c) = q2c⊗ a+ (q2 − 1)a⊗ c, Ψ(a⊗ d) = d⊗ a+ (q2 − 1)b⊗ c+ (q − q−1)2a⊗ a,

Ψ(b⊗ a) = q2a⊗ b+ (q2 − 1)b⊗ a, Ψ(c⊗ b) = b⊗ c+ (1− q−2)a⊗ a,

Ψ(b⊗ c) = c⊗ b+ (1− q−2)(d⊗ a+ a⊗ d) + (q − q−1)2b⊗ c− (2− 3q−2 + q−4)a⊗ a,

Ψ(b⊗ d) = d⊗ b+ (q2 − 1)b⊗ d(q−2 − 1)b⊗ a+ (q − q−1)2a⊗ b,

Ψ(c⊗ d) = q2d⊗ c+ (q2 − 1)c⊗ a, Ψ(d⊗ a) = a⊗ d+ (q2 − 1)b⊗ c+ (q − q−1)2a⊗ a,

Ψ(d⊗b) = q2b⊗d+(q2−1)a⊗b, Ψ(d⊗c) = c⊗d+(q2−1)d⊗c+(q−q−1)2c⊗a+(q−2−1)a⊗c,

Ψ(d⊗ d) = q2d⊗ d+ (q2 − 1)c⊗ b+ (q−2 − 1)b⊗ c−−(1− q−2)2a⊗ a.

Note that we need to specify many more relations than for the multiplication. This is because
unlike with multiplication, we cannot deduce Ψ(b ⊗ a) from Ψ(a ⊗ b) etc. Also note that for
q = 1 we obtain the trivial braiding Ψ = τ .

There is also a multiplicative braiding on R1,3
q , which can be deduced analogously from the

matrix R. given in appendix A.1. Since we will be primarily concerned with braided matrices
viewed as a covector algebra, we will not give the relations explicitly.

By the formalism developed so far, R1,3
q is automatically equipped with:

• An associated space V (R′,R) of q-Minkowski vectors.

• A space of partial q-derivatives
〈
∂
∂a , . . . ,

∂
∂d

〉
with the braid statistics of V (R′,R).

• A space of differential forms Λ(−R,−R′) and an exterior algebra Ω(R1,3
q ).
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We now give some details of this braided calculus explicitly. As for the q-derivative relations,
the multplication relations for vectors can be read off immediately from the rows of R′ using
the compact form of the definition of V (R′,R):

∂a∂a

∂a∂b

...
∂d∂d

 = R′


∂a∂a

∂b∂a

...
∂d∂d

 .
(Note: after a correspondence with the author, these relations appear to be given incorrectly in
[6], [11]. The correct relations are those given there, but transposed; e.g. ∂c∂d ←→ ∂d∂c.)

Similarly, we can recover the relations for the braided covector algebra of differential forms
using [

dada dadb . . . dddd
]

=
[
dada dbda . . . dddd

]
· (−R).

Explicitly, after rearrangement to reduce the equations this gives:

dada = 0, dbdb = 0, dcdc = 0, dddd = (1− q−2)dbdc,

dbda = −dadb, dcda = −dadc, dcdb = −dbdc,

dddc = −q−2dcdd+ (1− q−2)dadc, dddb = −q2dbdd− (q2 − 1)dadb,

ddda = −dadd− (q2 − 1)dbdc.

We now verify that R1,3
q is indeed a q-deformed Minkowski space, i.e. that we recover R1,3 if

q = 1. For this we only need to recover the familiar (+,−,−,−) metric signature of Minkowski
spacetime. This requires a q-deformed version of a determinant on our braided matrices. Some
reasonable requirements for such a braided determinant are the following:

• The braided determinant reduces to the usual determinant ad− bc for q = 1.

• The braided determinant behaves like a scalar: it must be central in R1,3
q (i.e. it must

commute with all other elements of R1,3
q ).

• The braided determinant distributes over multiplication.

It turns out that we can find a simple braided determinant element det that satisfies all of these
properties:

Lemma 7.12. Let the braided determinant be given by det = ad− q2cb ∈ R1,3
q . This element

is central in R1,3
q , and more-over group-like with respect to the multiplicative braiding Ψ. in the

sense that
∆.det = det⊗. det.

(The term group-like is in reference to the Hopf algebra kG.)
Moreover, det is bosonic with respect to Ψ., meaning that Ψ.(det⊗x) = x⊗det for all x ∈ R1,3

q .

For a proof of this statement, see [40].

Remark 7.13. The fact that det is grouplike with repsect to Ψ. essentially entails that det
distributes over multiplication. To see this we arrange the generators of R1,3

q into the matrix u
as in equation (7.6), and let u′ be another such copy of R1,3

q . We can then express ∆. on the
generators as

∆.

[
a b
c d

]
=

[
a b
c d

]
·
[
a′ b′

c′ d′

]
,
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where · is a matrix multiplication. In this notation we have for instance that aa′ represents
a⊗. a. Hence we compute:

∆.det(u) = det(u)⊗ det(u) =⇒ det(∆.u) = det(u)⊗ det(u)

=⇒ det

([
a b
c d

]
·
[
a′ b′

c′ d′

])
= det

[
a b
c d

]
det

[
a′ b′

c′ d′

]
.

In this sense we see that det indeed distributes multiplicatively over two copies of R1,3
q , as

required.

In addition, there is another interesting central element in R1,3
q ; the quantum trace:

Lemma 7.14. We define the quantum or braided trace as Tr = qd+ q−1a ∈ R1,3
q . This element

is again central, as well as bosonic with respect to the multiplicative braiding.

Proof. To see that Tr is central, we can use the multiplication relations (7.7) to compute the
commutators [Tr, a], . . . , [Tr, d]. The commutators with a and d are clearly zero, since ad = da.
For the other two commutators, we compute:

Tr · b = qdb+ q−1ab

= q(bd+ (1− q−2)ab) + q−1ab

= qbd+ qab− q−1ab+ q−1ab

= qbd+ q−1ba = b · Tr,

and

Tr · c = qdc+ q−1ac

= q(cd+ (q−2 − 1)ca) + qca

= qcd+ q−1ca− qca+ qca

= qcs+ q−1ca = c · Tr.

Thus Tr is indeed central. Again, for a proof that Tr is bosonic we refer to [40].

Recall that we originally cast Minkowski spacetime as Hermitian matrices via equation (7.1).
We are now ready to make the inverse transformation back to genuine space-time coordinates
(t, x, y, z).

Definition 7.15. We define the braided spacetime coordinates in the braided covector-algebra
R1,3
q as follows:

t =
qd+ q−1a

2
, x =

b+ c

2
, y =

b− c
2i

, z =
d− a

2
. (7.8)

Here i ∈ C is the usual imaginary constant.

Note that because of the braided Hermitian ∗-structure, we have that t∗ = t, et cetera.
This ensures that t, x, y, z are real. The Hermitian structure on the braided matrices of R1,3

q is
essentially the same as for regular matrices. Thus the transformation (a, b, c, d) 7→ (t, x, y, z) is
essentially the same as for the q = 1 case, except for the definition of t. This particular form
of t is chosen so that t is central, by lemma 7.14. Note that for q = 1 we still recover the
correct transformation that is inverse to 7.1. Choosing t central is useful for physical theories
on q-Minkowski spacetime, since it allows us to treat the t coordinate as ‘special’: e.g. we can
still split t off of (x, y, z) in a Hamiltonian formalism without the noncommutativity of R1,3

q

causing new problems.
From the braided spacetime coordinates we can recover the metric signature of R1,3

q using
detq. First we compute the (braided) matrix metric ηµνM :
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Lemma 7.16. The matrix metric on R1,3
q is given by

ηµνM =
1

2


q−2 − 1 0 0 1

0 0 −q2 0
0 −1 0 0
1 0 0 0

 .
Here we use the index convention (x0, x1, x2, x3) = (a, b, c, d).

Proof. By definition, we have

ηµνM =
1

2

∂

∂xµ

∂

∂xν
det =

1

2

∂

∂xµ

∂

∂xν
(ad− q2cb).

Here the partial derivatives are q-deformed, so they have the statistics of braided vectors. Thus
we must apply the braided Leibniz rule to compute e.g. ∂b∂c(bc). As an example we will
compute the entry η00: equation (6.16) gives us:

∂i(xi1xi2) = δii1xi2 + xj2 + δij1xj2(PR)j1 i1
j2
i2

= δii1xi2 + xj2R
j2
i1
i
i2 ,

using that (PR)ij
k
l = Rkj

i
l. Here P is the 16×16 matrix of τ . We can compute these quantities

using contractor.m in appendix B, if we write a = u(1,1), b = u(1,2) etc. (in accordance with
the notation ui0 i1 = uI). Doing so yields the following computations:

∂a(ad) = ∂(1,1)(u(1,1)u(2,2))

= u(2,2) + uIR
I

(1,1)
(1,1)

(2,2)

= u(2,2) + u(1,1)(q − q−1)2 =⇒ ∂a∂a(ad) = (q − q−1)2,

where the final implication uses ∂IuJ = δIJ . Similarly:

∂a(cb) = ∂(1,1)(u(2,1)u(1,2))

= uIR
I

(2,1)
(1,1)

(1,2)

= u(1,1)(1− q−2) =⇒ ∂a∂a(cb) = 1− q−2

Thus in total:

∂a∂a(det) = (q − q−1)2 − q2(1− q−2)

= q2 − 2 + q−2 − q2 + 1

= q−2 − 1,

as required. The other entries of ηµνM are computed analogously.

As we would hope, ηµνM agrees with the matrix metric of classical Minkowski spacetime R1,3

for q = 1. Similarly, we can find a q-deformed version of equation (7.2). This is the content of
the following lemma:

Lemma 7.17. The braided determinant det is expressed in braided spacetime coordinates as

ad− q2cb =
4q2

(q2 + 1)2
t2 − q2x2 − q2y2 − 2(q4 + 1)q2

(q2 + 1)2
z2 + 2q

(
q2 − 1

q2 + 1

)2

tz. (7.9)

This reduces to equation (7.2) for q = 1.

Proof. This proof amounts to a computation, which is provided in appendix A.4.

Lemma 7.17 is the definitive justification that V (̌R′,R) with Hermitian ∗-structure is a
q-deformed version of R1,3, since it reduces to a (+,−,−,−) signature as q → 1. This equation
also allows us to read off the braided metric η immediately, namely by using equation 7.3
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8 Consequences of q-Deformation

In this section we discuss some implications of q-deformation for theories of high-energy Physics.
First we turn to somewhat concrete considerations, and discuss the q-deformed field theory of
a free scalar field in q-Minkowski space. Next we will discuss a realization of q-Minkowski
space as a universal enveloping algebra of a q-deformed version electroweak symmetry algebra,
and finally we show how the braided geometry approach unifies the most basic ingredients for
Lorentz symmetry and supersymmetry.

8.1 q-Scalar Fields

As a first application of q-deformation we derive a q-deformed field theory in q-Minkowski
space. We will only consider the most basic field theory in detail: that of a scalar field ϕ.
This discussion is largely based on [43]. As we shall see, most of the basic needed machinery is
already provided by the braided derivatives and braided exterior algebra of subsections 6.3 and
6.4.

As before, it is paramount that we first have a thorough understanding of the q = 1 case.
In this case, we consider a scalar field ϕ(t, x, y, z) to be a 0-form on Minkowski spacetime that
satisfies the d’Alembert equation

∆ϕ = 0.

Here ∆ is the generalized Laplace-Beltrami operator. More on the definition of this operator
later. As suggested by the notation, on R3 the operator ∆ is equal to the gradient of the
divergence, i.e. ∆ = ∇2. On Minkowski space it is given by

∆ = ∂µ∂νη
µν =

∂2

∂t2
− ∂2

∂x2
− ∂2

∂y2
− ∂2

∂z2
,

which is the familiar d’Alembertian operator �. The Laplace-Beltrami operator can be defined
algebraically on any oriented pseudo-Riemannian manifold, using the Hodge ∗-operator. We
introduce this now for pseudo-Riemannian vector spaces.

Suppose M is an n-dimensional pseudo-Riemannian vector spaces, i.e. a vector space
equipped with a non-degenerate symmetric bilinear form 〈·, ·〉. Then this bilinear form in-
duces an inner product on k-forms via the Gram determinant : for k-forms α = α1 ∧ · · · ∧ αk
and β = β1 ∧ · · · ∧ βk we define

〈α, β〉 := det(〈αi, βj〉).

Using this, we define the Hodge ∗-operator to be a map ∗ : Ωk → Ωn− k, with the following
property for k-forms α, β:

α ∧ ∗β = 〈α, β〉ω.

Here ω is the standard volume form e1 ∧ · · · ∧ en for an orthonormal oriented basis {e1, . . . , en}.
This defines ∗β uniquely: existence and uniqueness of ∗β is shown in [44]. An explicit com-
putation of ∗ is given in [45], in terms of the metric and the Levi-Civita ε-tensor, which is the
completely anti-symmetric tensor on Rn. Using the Hodge ∗-operator, we define the coderivative
of k-forms. This is the natural counterpart of the exterior derivative d : Ωk → Ωk+1, in that it
is a map from Ωk to Ωk−1. It is defined by

δ := ∗ d ∗ .

This indeed defines a map Ωk → Ωk−1, since it is a composition of maps that follows the route

Ωk → Ωn−k → Ωn−k+1 → Ωn−(n−k+1) = Ωk−1.
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Finally, we are ready to give an algebraic definition of the Laplace-Beltrami operator, generalized
to pseudo-Riemannian vector spaces. (In this context it is also called the Laplace-de Rham
operator.) It is defined as

∆ := dδ + δd : Ωk → Ωk.

Now that we have a sufficiently thorough understanding of the q = 1 case, we can move
on to considering a q-deformed 0-form ϕ on q-Minkowski space that satisfies a q-deformed
d’Alembert equation. For this we must develop a q-deformed Laplace-Beltrami operator, and
all the associated machinery. Luckily, we have already done most of the work in subsection
6.4 where we developed braided exterior algebra, and we already have a braided metric η on
q-Minkowski space from section 7. Thus we proceed for the specific case of of q-Minkowski
spacetime.

First, to give a properly q-deformed Hodge ∗-operator we need a braided version of the q-
epsilon tensor. For this we can use the braided differential forms of the braided group Λ(R′, R).
For an n-dimensional braided covector-algebra this gives a top form θ1θ2 . . . θn in Λ(R′, R) [6].
We then define the rank n q-epsilon tensor as

εi1i2...in =
∂

∂θi1
. . .

∂

∂θin
θ1 . . . θn.

Since the multiplication in Λ(R′, R) is given by−R, the−R-symmetry of this tensor is equivalent
to complete R-antisymmetry [6], [39]. Using the braided Leibniz rule, one can find ε to be given
explicitly by [6], [39]:

εi1i2...in = ([n;−R′]!)in...i112...n ,

where [ · ] indicates the generalized braided integers, as before. Now that we are equipped with a
braided ε tensor and a braided metric, we can define the braided Hodge ∗-operator. We define it
as a map on the braided exterior algebra Ω of a braided covector-algebra V (̌R′, R) of dimension
n:

∗(θi1 . . . θik) := εa1...ambn...bm+1ηa1i1 . . . ηamimθbm+1 . . . θbn .

Here the lower indices on η indicate that it is the inverse of the braided metric for q-Minkowski
spacetime. From the above definition it is clear that ∗ is indeed a map from Ωk to Ωn−k. This
expression for ∗ reduces to that of [45] for q = 1 (up to a normalization factor), and is taken
from [37], [43]. For the further development of q-scalar field theory we proceed along the lines
of [43].

Now that we have a braided Hodge ∗-operator we proceed to define a braided coderivative
δ : Ωk → Ωk−1 and a braided Laplace-Beltrami operator ∆ : Ωk → Ωk exactly as before, namely:

δ := ∗d ∗ and ∆ := δd + dδ.

We are now again in the position to define the d’Alembert equation; this time for q-deformed
spacetime:

Definition 8.1. We define a solution of the q-d’Alembert equation to be a braided 0-form ϕ of
R1,3
q such that

∆ϕ = 0,

where ∆ is the braided Laplace-Beltrami operator.

One can show that for R1,3
q we have ∆ = �, where � is the q-d’Alembertian [43]:

� = ∂µ∂νη
µν ,

in analogy with q = 1 Minkowski space. In what follows we will stick to ∆, for clarity.
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Of course, on a 0-form we have δϕ = 0, hence the q-d’Alembert equation reduces to

δdϕ = 0.

To conclude our brief analysis of q-scalar field theory, we construct a family of plane-wave
solutions to the q-d’Alembert equation. Clearly, since all the maps in the construction of ∆ are
linear, we have that any linear combination of such plane-wave solutions is again a solution to
the q-d’Alembert equation. This opens up a wide class of solutions to the equation, in a very
concrete analogy to the Fourier transform.

First, we take a copy of the braided vector-algebra V (R′,R), and regard it as q-Minkowski
momentum space, denoting its generators by pa. Here R′,R are of course the R-matrices that
generate R1,3

q . We then define the q-deformed (momentum) light cone P0 to be V (R′,R) modulo
the relation

ηµνp
µpν = 0.

Here η is the braided metric corresponding to equation (7.9). This clearly reduces to the
usual light cone requirement as η reduces to diag(1,−1,−1,−1) for q = 1. The coaction
β : P0 → V (R′,R)⊗ A(R) descends to a coaction β : P0 → P0 ⊗ A(R), which means that the
q-deformed light cone is covariant under the q-Lorentz symmetry induced by A(R) [43]. (More
details on A(R) as q-Lorentz symmetry is given in subsection 8.3.)

Next, we define a q-exponential on R1,3
q ⊗P0. This q-exponential will be slightly different

from that of section 2, but the underlying idea will be the same: namely to express expq as a
formal power series, but with integers replaced by braided integers.

Definition 8.2. We define the (complex) q-exponential on R1,3
q ⊗P0 as a function that takes in

a row vector x representing a q-Minkowski covector, and column vector p representing a vector
of q-Minkowski differential operators. This function is given by the power sum

expq(ix⊗ p) :=
∞∑
n=0

in

[n]!
x1x2 . . .xn ⊗ pnpn−1 . . .1.

where i is the imaginary unit. After inputs from C are chosen for x,p we obtain an element of
C⊗ C, which is identified with a complex scalar under the isomorphism C⊗ C ∼= C.

In the above definition we use the compact notation from remark 6.15. Thus the vectors
and covectors in the power sum increase in size n-fold every term. Note that the terms xi are
column vectors, while the terms pi are column vectors. Thus each xi contracts against pi, and
expq returns a number for every input x⊗ p. As one would hope, the q-exponential is a scalar
under the coaction of A(R) [43]. For q = 1 we simply recover the usual power sum for an
exponential.

In [43] it is shown that a solution to the q-d’Alembert equation indexed by P0 is given by

ϕp := expq(ix⊗ p).

Solutions of this type are the plane-wave solutions to the q-d’Alembert equation, in analogy
with the q = 1 case. In fact, these solution only exists on the q-deformed momentum light-cone,
indicating that this wave equation must describe a massless field [43]. This may be interpreted
to mean that our deformation parameter q induces some natural mass scale, in comparison to
which the masses of usual particles are negligible. We come back to this point in section 9.

Analogously to the q-d’Alembert equation, we can go on to define different field equations of
q-Minkowski spacetime using the q-deformed exterior derivative and Laplace-Beltrami operator.
For instance, a 0-form ϕ is said to solve the q-deformed Klein-Gordon equation if it satisfies

(∆ +m2)ϕ = 0,
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where m is some number. Similarly a braided 1-form on q-Minkowski space is said to be a
solution to the q-Maxwell equation if

δdA = 0.

For more details on these field equations see [43]. Here it suffices to note two final results from
[43]: first, the q-Maxwell equation can be rewritten as

�Aν − ∂ν∂µAµ = 0.

Here ∂µ = ηµν∂
µ using the braided metric η. This shows that we recover the classical equation

∂µ∂µAν − ∂µ∂ν∂µ in the limit q → 1. Finally, it is of note that the q-deformed solutions to the
q-Maxwell equations still have a gauge freedom

A 7→ A+ dϕ,

where ϕ is a solution of the q-d’Alembert equation. This indicates that the q-deformed theory
is still well-behaved mathematically, and algebraically not at all unlike the classical equations.

8.1.1 Singularities in Quantum Field Theory

In relation to the discussion of q-deformed fields, in this subsection we quickly describe one of
the most persistent problems in modern quantum field theory: Ultra-Violet (UV) divergences.
This is one of the problems that is hopefully solved by a more advanced, perhaps q-deformed,
version of field theory. In this subsection we make no attempt to develop q-deformed quantum
field theory or to solve the arising divergences; we only intend to shed light onto the issue at
hand.

We consider the simplest example of UV divergence in high-energy particle physics: the
vacuum energy of a free, real scalar field φ(t, ~x). This discussion is based on [1]. The Lagrangian
density L of φ is given by

L =
1

2
ηµν∂µφ∂νφ−

1

2
m2φ2

=
1

2
φ̇2 − 1

2
(∇φ)2 − 1

2
m2φ2.

In the Hamiltonian formalism this gives the canonical momentum π = ∂L/∂φ̇ = φ̇. This yields
the Hamiltonian density

H = πφ̇− L =
1

2
π2 +

1

2
(∇φ)2 +

1

2
m2φ2,

and the Hamiltonian H =
∫
H d3x. Note that the Hamiltonian formalism is not manifestly

Lorentz invariant and requires the determination of a time t. This is not in contradiction with
our q-deformations if q 6= 1 since t is central in R1,3

q , hence there is no novel time-uncertainty is
introduced by the noncommutativity of R1,3

q .
To proceed, we impose the canonical quantization on φ, π:

[φ, φ] = [π, π] = 0, [φ(~x), π(~π)] = iδ(~x− ~y).

Next we expand φ and π via the modal expansions in terms of new operators a~p, a
†
~p labelled by

a 3-vector ~p:

φ(~x) =

∫
d3p

(2π)3

1√
2ω~p

(
a~pe

i~p·~x + a†~pe
−i~p·~x

)
,

π(~x) =

∫
d3p

(2π)3
(−i)

ω~p√
2

(
a~pe

i~p·~x − a†~pe
−i~p·~x

)
.
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Here ω~p =
√
~p2 +m2, and the integrals are implied to be over all of R3. To recover the correct

commutators for φ, π we must have

[a†~p, a
†
~q] = [a~p, a~q] = 0, [a~p, a

†
~q] = (2π)3δ(~p− ~q).

The operators a†~p and a~p are known as creation operators and annihilation operators respectively,
in analogy with a± from section 2. It is not immediately clear that these operators are useful,
but they have many wonderful properties. For instance:

[H, a†~p] = ω~pa
†
~p and [H, a~p] = −ω~pa~p.

This allows us to interpret a†~p as ‘creating’ a particle of energy ω~p in the field. Similarly a~p
destroys such a particle, if one is present. In terms of these operators the Hamiltonian takes on
the simple form

H =
1

2

∫
d3p

(2π)3
ω~p

(
a~pa
†
~p + a†~pa~p

)
.

For the field φ, we define the vacuum or group state |0〉 to be a state of φ such that a~p|0〉 = 0.
We define the single-particle state |~p〉 by

|~p〉 := a†~p|0〉.

This is to be interpreted as a state of φ containing a single particle of momentum ~P and energy
ω~p. So far we have only treated ~p as a label for the modal expansions, but as the notation
suggests ~p can be interpreted as a genuine momentum. This is done using the momentum
operator ~P whose 3-vector components are defined by

P i =

∫
d3p

(2π)3
pia†~pa~p.

For ~P we then have that ~P |~p〉 = ~p|~p〉, so that |~p〉 is indeed a momentum eigenstate with
eigenvalue ~p. To see that ~P indeed represents the momentum, one can show that ~P i acts on
states of φ as

P i : ϕ 7→ −i ∂ϕ
∂xi

,

which is in accordance with the familiar canonically quantized momentum operator. More-over,
one can show that the conserved Noether charges associated to translation invariance of L are
given by

ji = −
∫
d3xπ∇φ =

∫
d3p

(2π)3
pia†~pa~p = P i.

Since the Noether charge associated to translation symmetry is classically exactly the same as
momentum, this shows that P i indeed gives the momentum of a state |~p〉.

We are now ready to give the simplest UV divergence in quantum field theory: the vacuum
energy. To this end we return to H and compute H|0〉:

H|0〉 =
1

2

∫
d3p

(2π)3
ω~p

(
a~pa
†
~p + a†~pa~p

)
|0〉

=

∫
d3p

(2π)3
ω~p

(
a~pa
†
~p +

1

2
(2π)3δ(0)

)
|0〉

=

(∫
d3p

1

2
ω~pδ(0)

)
|0〉

=∞|0〉.
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Thus we find that the vacuum energy E0 diverges. This is somewhat of a two-fold divergence:
we integrate δ(0) = ∞ over all of R3. The first divergence due to δ(0) is easy enough to get
rid of; it occurs because we compute the total energy of an infinite spacetime. If we instead
consider the energy density E0 then we find

E0 =

∫
d3p

(2π)3

1

2
ω~p =

1

2(2π)3

∫ √
~p2 +m2 d3p.

This integral still diverges, since ω~p
~p→∞−−−→∞. This is exactly the UV divergence of the vacuum

energy. Normally in physics this is handled by arguing that we are only interested in energy
differences. Hence we can simply recast the Hamiltonian as

H =

∫
d3p

(2π)3
ω~pa

†
~pa~p.

This essentially subtracts off the UV divergence infinity to give H|0〉 = 0 so that E0 = 0.
One (rather unphysical) way to solve this problem is to remark our hubris, and assume that

our field theory must break down at some energy scale. We then choose to neglect energies
above this scale, and correspondingly impose a momentum cutoff |~p|max on the integral. This
allows us to find a finite vacuum energy of

E0 =
1

2(2π)3

∫
B

√
~p2 +m2 d3p

=
1

2(2π)3

∫ 2π

0

∫ π

0

∫ |~p|max

0
r2 sin(θ)

√
r2 +m2 drdθdφ

=
1

2π2

∫ |~p|max

0
r2
√
r2 +m2 dr

=
1

(4π)2

(√
|~p|2max +m2(2|~p|3max +m2|~p|max)−m4 arcsinh

(
|~p|max

m

))
<∞.

Here B ⊆ R3 is a ball of radius |~p|max centered at the origin. This approach to regularization
is quite crude: it completely destroys any symmetry of the system under the Poincaré group.
It is hoped that a well-developed theory of q-deformed field theory on q-Minkowski spacetime
can impose a more natural regularization of UV divergences. For instance a q-deformation of
the Poincaré group may allow for a variation of bounded momentum regularization; without
the destruction of q-Poincaré symmetry. For more modern steps in this direction, see [46].

8.2 q-Minkowski Space as a Electroweak Braided Lie Algebra

In this subsection we will discuss a unification between Minkowski space and the symmetry group
of the electroweak interaction, when both are q-deformed. Namely, we will find that there is
a so-called braided Lie group glq,2 and a suitable braided notion U(·) of universal enveloping
algebra such that

R1,3
q
∼= BMq(2) ∼= U(glq,2).

Here BMq(2) are the q-deformed braided matrices; recall that these become q-Minkowski space
under the addition of a braided ∗-structure. We will find that as q → 1, glq,2 reduces to su(2)⊕
u(1) which is the Lie algebra of the electroweak symmetry group SU(2)⊕ U(1). Meanwhile as
q = 1 we recover Minkowski space on the left-hand side. In conclusion:

R1,3 q=1←−− R1,3
q
∼= BMq(2) ∼= U(glq,2)

q=1−−→ U(su(2)⊕ u(1)).

This unification is a ‘purely quantum’ phenomenon [6]; it is not apparent for q = 1.
In this subsection we will be mathematically rigorous, although the necessary detailed proofs

are deferred to references [47], [48]. To this end, we must define what is meant by a braided Lie
algebra:
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Definition 8.3. Let (C,⊗,Ψ) be a braided category. A braided Lie algebra (L,∆, ε, [·, ·]) is a
coalgebra object (L,∆, ε) in C equipped with a bracket morphism [·, ·] : L⊗L → L. The bracket
must obey the conditions of figure 8.1, and it must be a coalgebra morphism in the sense of
figure 8.2.

= =

Figure 8.1: Axioms for a braided Lie algebra.

= =

Figure 8.2: The bracket [·, ·] forms a coalgebra morphism.

It is not immediately clear that this definition is a sensible generalization of a Lie algebra
to braided categories. The defining properties of a braided Lie algebra are motivated in [47]
using properties of the adjoint representation in braided categories; also see subsection 5.2. As a
motivation we note that the structure of a braided Lie algebra (with trivial braiding) is implicit
for any Lie algebra [48]:

Example 8.4. Let g be an ordinary Lie algebra. Then we can construct a braided Lie algebra
L in Vec as

L := C⊕ g.

This indeed becomes a braided Lie algebra with the following coalgebra structure and bracket
defined for a generator ξ of g as:

∆ξ = ξ ⊗ 1 + 1⊗ ξ, ∆1 = 1⊗ 1,

εξ = 0, ε1 = 1,

[1, ξ] = ξ, [ξ, 1] = 0.

On two generators ξ, η we take the bracket [ξ, η] to be that of g.

Before we can move on to explicit examples of braided Lie algebras we must introduce the
notion of the braided universal enveloping algebra:

Proposition 8.5. Let (L,∆, ε) be a braided Lie algebra in an Abelian braided category (here
Abelian means that we have direct sums in the category; see [20] for details). Then there is
a braided bialgebra U(L) generated by 1 and L modulo the relations shown in figure 8.3. We
refer to U(L) as the braided universal enveloping algebra of L.
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=

Figure 8.3: The relations for the braided universal eveloping algebra.

Proof. This construction is proven in [47], where it is proposition 4.2.

An important class of braided Lie algebras is that of the matrix braided Lie algebras from
[47]:

Example 8.6. Suppose R is a bi-invertible solution to the n-dimensional QYBE. Let L be the
vector space generated by the matrix generators {uI}, where I = (i0, i1) denotes a double index
as in subsection 7.2. Then define the tensors

R.IJ
K
L = Rj0a

d
k0(R−1)ai0

k1
bR

i1
c
b
l1R̃

c
j1
l0
d,

cKIJ = R̃ai1
j0
b(R
−1)bk0

i0
cR

k1
e
c
dR

d
a
e
j1 .

These define a braided Lie algebra with the following coalgebra structure

∆uij = uik ⊗ ujj , εuij = δij ,

and with the following braiding and bracket:

Ψ(uJ ⊗ uL) = uK ⊗ uIR.IJKL,

[uI , uJ ] = cKIJuK .

We immediately recognize this matrix R. as the matrix from subsection 7.2 that gives the
multiplicative braiding Ψ. on the braided matrices B(R). Filling in the relations in figure 8.3
of proposition 8.5 gives [48]:

Rkb
i
au

a
cR

c
j
b
du

d
l = ukbR

b
c
i
au

a
dR

d
j
c
l.

This is exactly equation (7.4). Thus we recover exactly the structure of the multiplicative
braided matrices B(R) from lemma 7.4. In conclusion, the braided universal enveloping algebra
of the matrix braided Lie algebra L is given by [47]:

U(L) = B(R).

In particular, we can use the R-matrix that generates q-Minkowski space from example 7.7 to
construct a braided Lie algebra whose braided universal enveloping algebra is isomorphic to
B(R) = BMq(2) ∼= R1,3

q , equipped with the multiplicative braiding. This braided Lie algebra is
called glq,2:

Example 8.7. In example 8.6 take the R-matrix from example 7.7. This generates the 4-
dimensional braided Lie algebra glq,2 from [48]: it has basis {h, x+, x−, γ}. The braided Lie
bracket is given by

[h, x+] = (q−2 + 1)q−2x+ = −q−2[x+, h], [h, x−] = −(q−2 + 1)x− = −q−2[x−, h],
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[x+, x−] = q−2h = −[x−, x+], [h, h] = (q−4 − 1)h,

[γ, h] = (1− q−4)h, [γ, x+] = (1− q−4)x+, [γ, x−] = (1− q−4)x−.

This can be shown by immediate computation of the tensor cKIJ , analogously to the com-
putations done in appendix A.1. We see that in the limit q → 1, the generator γ decouples
completely into the generator for a copy of u(1). In total, as q → 1 we find that

glq,2 → su(2)⊕ u(1).

Hence we obtain q-Minkowski space with the multiplicative braiding as a q-deformed en-
veloping algebra of su(2) ⊕ u(1). This suggests a novel unification between two fundamental
ingredients of electroweak theory, which is unique to the braided approach of q-deformation [6].

This unification possibly gives a motivation for working with glq,2 as a quantum gauge
symmetry for the unification of electroweak interactions in a q-deformed Yang-Mills theory in
q-Minkowski space [49].

8.3 Supersymmetry and Lorentz Covariance

As a final application of q-deformation, we give a cursory overview of the most basic mathem-
atical supersymmetry concepts in relation to braided geometry.

In the braided geometry approach to q-deformation, q-Minkowski space ends up being a
braided group in the braided category MA(R). Here A(R) is a Hopf algebra of quantum
matrices. As seen in remark 7.3, these matrices coact on the braided Hermitian matrices of
R1,3
q analogously to how SL(2,C) acts on the Hermitian matrices of R1,3. In this sense, A(R)

generates the q-deformed version of the Lorentz group [36]. This means that the q-Lorentz
symmetries of q-Minkowski space manifest themselves through the fact that R1,3

q is an object
of MA(R).

As it turns out, we can obtain the notion of supersymmetry in exactly the same way:
supersymmetry is manifested through a Z2-grading. Elements of degree 0 are ’bosonic’, and
elements of degree 1 are ’fermionic’. Note that such a boson-fermion distinction is already
present in usual particle physics. There the boson-fermion distinction is between irreducible
reprentations of the Poincaré group (which we associate with particles). In contrast, the Z2-
grading we mean here is of the vector space itself : this means a vector space with a prescribed
number of bosonic (symmetric) and fermionic (antisymmetric) degrees of freedom. In fact, the
underlying supermanifold of super Minkowski space is of this form, being isomorphic to a direct
sum of usual Minkowski space and a number N of spinor representations of the Lorentz algebra
[50]. For instance the N = 1 super Minkowski space is known in mathematics as the super
vector space M4|4, and N = 2 supersymmetry corresponds to M4|8.

In what follows we will derive that such a Z2-grading is arrived at in exactly the same way
as q-Lorentz symmetry. Namely, supersymmetric objects such as super vector spaces turn out
to be objects of the representation category kZ2M.

Supersymmetry in objects thus manifests itself through the fact that that object lies in
the category kZ2M. This casts supersymmetry and q-Lorentz symmetry as being of exactly the
same type: the only difference is the Hopf algebra under consideration. For q-Lorentz symmetry
this is the q-Lorentz group generated by A(R), and for supersymmetry this is the Hopf algebra
kZ2 built from Z2 = {0, 1}.

Recall the example of SuperVec; the braided category of super vector spaces defined in
example 3.22. We have already seen in example 5.8 that a super vector space is equivalent to
a representation of the Hopf algebra kZ2. This suggest an equivalence of kZ2M and SuperVec.
Since the formalism of subsection 5.3 allows us to cast representation categories as braided
categories, we can use this formalism to explore such an equivalence.

The following is due to [40]:
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Lemma 8.8. Let k be a field such that Char(k) 6= 2. Then kZ2 is quasitriangular with

R = 2−1(1⊗ 1 + 1⊗ g + g ⊗ 1− g ⊗ g).

Proof. First, it is clear that R is invertible; namely R is self-inverse. Indeed, we compute

R2 = 2−2((1⊗ 1 + 1⊗ g + g ⊗ 1− g ⊗ g)

+ (1⊗ g + 1⊗ 1 + g ⊗ g − g ⊗ 1)

+ (g ⊗ 1 + g ⊗ g + 1⊗ 1− 1⊗ g)

− (g ⊗ g + g ⊗ 1 + 1⊗ g − 1⊗ 1))

= 2−2(1⊗ 1 + 1⊗ 1 + 1⊗ 1 + 1⊗ 1)

= 1⊗ 1.

Next we verify equation (4.1). It suffices to verify this on the nontrivial generators of kZ2, of
which there is only one: g. For this we compute

τ ◦∆g = g ⊗ g,

and
R(∆g)R−1 = R(g ⊗ g)R = g ⊗ g,

since kZ2 is commutative. Thus indeed equation (4.1) is satisfied. Finally we must verify
equations (4.2). We only show the first equality, the second being analogous. To this end we
compute that

(∆⊗ id)R = 2−1(1⊗ 1⊗ 1 + 1⊗ 1⊗ g + g ⊗ g ⊗ 1− g ⊗ g ⊗ g),

and

R13R23 = 2−2(1⊗ 1⊗ 1 + 1⊗ 1⊗ g + g ⊗ 1⊗ 1− g ⊗ 1⊗ g)

· (1⊗ 1⊗ 1 + 1⊗ 1⊗ g + 1⊗ g ⊗ 1− 1⊗ g ⊗ g)

= 2−1(1⊗ 1⊗ 1 + 1⊗ 1⊗ g + g ⊗ g ⊗ 1− g ⊗ g ⊗ g).

Here the computation of the last equality is omitted; this computation is trivial and analogous
to that of R2. This shows that equations (4.2) hold, completing the proof.

This means that by proposition 5.14, the representation category kZ2M is braided. Using
the formalism of example 5.8 we can derive the braiding that this quasitriangular structure
induces on kZ2M:

Lemma 8.9. Suppose that V,W are super vector spaces. Then the braiding induced by the
quasitriangular structure from lemma 8.8 is given by

ΨV,W (v ⊗ w) = (−1)|v||w|w ⊗ v.

Here |v|, |w| denote the Z2-gradings induced by the actions of kZ2 on V,W as in example 5.8.

Proof. Recall the element p = 1−g
2 from example 5.8. Using this we can write R as

R = 2−1(1⊗ 1 + 1⊗ g + g ⊗ 1− g ⊗ g) = 1⊗ 1− 2p⊗ p.

Using 5.14 we then compute ΨV,W to be

ΨV,W (v ⊗ w) = τ(R . (v ⊗ w))

= (1⊗ 1− 2p⊗ p) . (v ⊗ w)

= (1− 2|v||w|)(w ⊗ v)

= (−1)|v||w|w ⊗ v,

as claimed.
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This is exactly the braiding on SuperVec given in example 3.22. It is also clear that under the
equivalence of Z2-gradings and actions by kZ2, there is an equivalence between grade-preserving
maps and intertwiners. Hence the objects, morphisms, and braidings on SuperVec and kZ2M
all coincide, meaning that we indeed have the expected isomorphism of braided categories

SuperVec ∼= kZ2M.

From here we can go on to consider algebra objects in the braided category kZ2M, correctly
recovering the notion of a super algebra:

Definition 8.10. We define a super algebra to be an algebra object in the braided category

kZ2M. Suppose that A is such an algebra object. Then · : A ⊗ A → A is a morphism kZ2M,
i.e. a grade-preserving map. This amounts to the requirement that

Ai ·Aj ⊆ Ai+j ,

for i, j ∈ Z2. We thus recover the familiar notion of a super algebra (as seen in [21], for
instance). We also recover the familiar notion of supercommutativity as a form of braided
group commutativity: we define a braided group B to be commutative if the following diagram
commutes:

B ⊗B

B ⊗B B

·

·

Ψ

This is the natural extension of definition 3.2 to braided groups. In the case of kZ2M the
requirement of commutativity becomes

xy = (−1)|x||y|yx,

for x, y elements of a super algebra A. This is precisely the familiar supercommutativity, as
claimed.

In conclusion, we can indeed recover the basic structures of supersymmetry as a structure
induced by the representation category kZ2M. This suggests that supersymmetry can be cast as
a symmetry of the same general type as q-Lorentz symmetry, via the theory of braided groups.
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9 Discussion & Conclusion

In this thesis we have broadly looked at an approach for perturbing standard physical systems,
known as q-deformation. The process of q-deformation can be applied in several ways: either
to model perturbed quantum mechanical systems such as multi-atomic molecules, or to model
conjectured quantum corrections on the geometry of spacetime. As an example of the former
approach, we started our discussion with an analysis of the q-deformed quantum harmonic
oscillator. While we have seen that this system has many interesting physical consequences, the
q-deformation applied here is what may be described as ‘ad hoc’: we have inserted a factor q
somewhere in the system with no physical motivation other than that the results are interesting
and applicable in mathematical chemistry.

In response to this conceptual problem of q-deformation, in this thesis we have worked
towards a more systematic formalism for q-deformation of physics called braided geometry.
This systematic approach is facilitated by braided categories, which for our purposes amount
to q-deformations of the category of vector spaces. To further develop q-deformed physics, we
have seen that it is not enough to just consider vector space objects in this braided category:
to define our braided version of differentiation we needed the structure of a co-addition on the
braided vector spaces. This is one of the motivations for the introduction of Hopf algebras
into the braided geometry approach. We have also seen that Hopf algebras are fundamentally
the objects that generate the braided categories that we wish to consider in the context of q-
deformation. Thus we see that braided geometry is necessarily written in the language of Hopf
algebras.

This fact necessitated a formal introduction to the theory of Hopf algebras and their intrica-
cies. This turned us onto a mathematical discussion of quasitriangularity and the representation
theory of Hopf algebras. Each of these aspects of Hopf algebra theory, while necessary for q-
deformation, also have interesting applications in mathematics: as side-paths in the discussion
we have included expositions of Hopf algebras in relation to knot invariants, and a Tannaka-
Krein reconstruction result for Hopf algebras.

As a result, this thesis is rather broad in scope. On the physical side we discuss q-
deformations, in particular the q-oscillator and braided geometry, and we have considered some
of the implications of these q-deformed models. This ended with an explicit description of
q-Minkowski spacetime, and a description of the most basic q-deformed field theories in this
spacetime. The latter showed that the entire mechanism of braided geometry is reasonably
well-behaved mathematically: many of the constructions of exterior algebra go through well
in the braided case. This has the pleasant physical implication that we retain some familiar
constructions in q-deformed spacetime, such as the gauge freedom of the q-Maxwell equation,
as well as a well-defined q-light-cone.

Meanwhile on the mathematical side we gave given a thorough introduction to the general
theory of Hopf algebras. This opened up a discussion of knot invariants and furthermore on
representation theory. In particular we discussed the construction of knot invariant IG and
quantum knot invariants. We also showed how to reconstruct a Hopf algebra from its category
of representations. A final addition was a formal discussion of braided diagrams, which are
ubiquitous in the development of braided categories and braided geometry. We used the Turaev
theorem to prove that these diagrams are equivalent to tangle diagrams that are equipped with
certain extra operations.

Of course, this one thesis cannot possibly cover all that there is to be said about Hopf
algebras and braided geometry. In the grand scheme of things this only amounts to a basic
introduction. There are still many topics in basic braided geometry that we have not touched
upon such as braided integration and braided Fourier theory [51].

Since the introduction of braided spacetime in the 1990’s, there have also been many modern
developments in this direction of research. For more recent examples, there are the books
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Calculus Revisited by Robert W Carroll [52] and Quantum Riemannian Geometry by Shahn
Majid and Edward J Beggs [53]. The former book give a very comprehensive discussion of
ideas from calculus recast in the context of Hopf algebras and braided categories. The latter
book details Majid’s efforts towards developing braided geometry that is more general than flat
spacetime. For instance, it contains a discussion of a braided Schwarzschild metric and quantum
corrections to black holes. This indicates that the braided approach to physics has come a long
way since the introduction of basic structures like q-Minkowski spacetime.

It is difficult to say whether q-deformed physics and braided geometry are really the ‘right’
approach towards a theory of quantum gravity. However, the insurmountable rigidity of the
mathematical problems posed by quantum gravity and renormalization theory suggest that we
cannot go wrong in keeping an open mind. As a final note, we wish to share a personal view
on this topic: it is our belief that the linear theory of braided geometry here cannot be more
than only a first step towards a unified theory of physics. In other words, the q-deformations
derived in this thesis can only be first-order quantum corrections to the theory of spacetime
at best. As a motivation for this opinion, it is argued in [43] that scalar field theories in the
q-Minkowski spacetime we have developed should be massless. This may be a problem for more
general q-deformed field theories, since some of the particles we are familiar with do tend to
have mass. However, these masses tend to be negligibly small in comparison to the Planck
mass. Thus if our braided geometry is only a first-order deformation model for Planck-scale
physics, then it is permissible that the theory describes all particles to have zero mass. Hence
if braided geometry is indeed a physically realistic model at all, then it must only be a crude
approximation for something more fundamental. This view appears to be shared in [6].
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Appendices

A Computations

A.1 Matrices

R =



q2 0 0 (q−q−1)2 0 0 3q−2−q−4−2 0 0 1−q−2 0 0 (q−q−1)2 0 0 −(1−q−2)2

0 1 0 0 q2−1 0 0 q−2−1 0 0 0 0 0 0 0 0
0 0 q2 0 0 0 0 0 0 0 0 q2−1 0 0 (q−q−1)2 0

0 0 0 1 0 0 1−q−2 0 0 0 0 0 0 0 0 0
0 0 0 0 q2 0 0 (q−q−1)2 0 0 0 0 0 q2−1 0 0

0 0 0 0 0 q2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 q2−1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 q2−1 0 0 0 0 0 1 0 0 0 0 0 q−2−1 0
0 0 0 q2−1 0 0 (q−q−1)2 0 0 1 0 0 q2−1 0 0 q−2−1

0 0 0 0 0 0 0 0 0 0 q2 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 q2 0 0 q2−1 0
0 0 0 0 0 0 1−q−2 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 q2−1 0 0 0 0 0 q2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 q2



R′ =



1 0 0 0 0 0 q−2−1 0 0 1−q−2 0 0 (q−q−1)2 0 0 −(q−q−1)2

0 q−2 0 0 1−q−2 0 0 q−4−q−2 0 0 0 0 0 0 0 0
0 0 q2 0 0 0 0 0 1−q2 0 0 1−q−2 0 0 q2−q−q−2 0
0 0 0 1 0 0 1−q−2 0 0 q−2−1 0 0 −(q−q−1)2 0 0 (q−q−1)2

0 0 0 0 1 0 0 0 0 0 0 0 0 q2−1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 1−q2 0 0 1−q−2

0 0 0 0 0 0 0 1 0 0 0 0 0 1−q2 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 q−2−1 0
0 0 0 0 0 0 0 0 0 1 0 0 q2−1 0 0 q−2−1
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 1−q−2 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 q2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 q−2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1



R. =



1 0 0 0 0 0 q−2−1 0 0 0 0 0 0 0 0 0
0 1 0 0 q2−1 0 0 q−2−1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 1−q−2 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 q2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 q−2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 q2−1 0 0 0 0 0 1 0 0 0 0 0 q−2−1 0

1−q2 0 0 1−q−2 0 0 (1+q2)(1−q−2)2 0 0 q−2 0 0 1−q−2 0 0 q−2(q−2−1)

0 0 0 0 0 0 0 0 0 0 q2 0 0 0 0 0
0 0 1−q2 0 0 0 0 0 0 0 0 1 0 0 1−q−2 0
0 0 0 0 0 0 1−q−2 0 0 0 0 0 1 0 0 0
0 0 0 0 1−q2 0 0 1−q−2 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 q−2−1 0 0 0 0 0 0 0 0 1
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A.2 Proof of equations (2.6) and (2.7)

Recall the q-commutator a−a+ = qa+a− + 1. Using this we compute

〈x2〉 = 〈λ|
(
a− + a+√

2

)2

|λ〉

= 〈λ|
(

1

2
(a2
− + a−a+ + a+a− + a2

+)

)
|λ〉

= 〈λ|
(

1

2
(a2
− + a2

+) +

(
1

2
+

1 + q

2
a+a−

))
|λ〉

= 〈λ|
(

1

2
(a2
− + a2

+) +H

)
|λ〉

=
1

2

(
λ2 + λ∗2

)
+ 〈λ|H|λ〉,

as required. Similarly we compute

〈p2〉 = 〈λ|
(
a− − a+

i
√

2

)2

|λ〉

= 〈λ|
(
−1

2
(a2
− − a−a+ − a+a− + a2

+)

)
|λ〉

= 〈λ|
(
−1

2
(a2
− + a2

+) +
1

2
(a−a+ + a+a−)

)
|λ〉

= 〈λ|
(
−1

2
(a2
− + a2

+) +H

)
|λ〉

= −1

2

(
λ2 + λ∗2

)
+ 〈λ|H|λ〉,

completing the proof.

A.3 Proof of equation (6.17)

This computation is due to [34]. We proceed by induction on m. In the case m = 1 equation
(6.17) reduces to

1 + PR = PR′(I + PR) =⇒ (PR+ I)(PR′ − I) = 0.

This is exactly equation 6.4. Next, assume that (6.17) holds for m− 1. We then wish to show
that

((PR′)12 − I)[m− 1;R]2,...,m[m;R]1,...,m = 0.

From the definition of [m;R]1,...,m we have that

[m;R]1,...,m = I + (PR)12[m− 1;R]2,...,m. (A.1)

Using this we compute:

((PR′)12 − I)[m− 1;R]2,...,m[m;R]1,...,m

= ((PR′)12 − I)[m− 1;R]2,...,m (I + (PR)12[m− 1;R]2,...,m)

= ((PR′)12 − I) ((1 + (PR)12)[m− 1;R]2,...,m([m− 1;R]2,...,m − I)(PR)12[m− 1;R]2,...,m) .

Here the second equality follows from adding and subtracting (PR)12[m − 1;R]2,...,m. We can
then apply equation (6.4), yielding

((PR′)12 − I)[m− 1;R]2,...,m[m;R]1,...,m

= ((PR′)12 − I)([m− 1;R]2,...,m − I)(PR)12[m− 1;R]2,...,m.
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We can then apply the same trick as in equation (A.1) to the term ([m− 1;R]2,...,m− I) to find

((PR′)12 − I)[m− 1;R]2,...,m[m;R]1,...,m

= ((PR′)12 − I)(PR)23[m− 2;R]3,...,m(PR)12[m− 1;R]2,...,m

= ((PR′)12 − I)(PR)23(PR)12[m− 2;R]3,...,m[m− 1;R]2,...,m.

Note here that everything in the term [m − 2;R]3,...,m acts only on tensor powers 3 or higher,
while (PR)12 acts on the first two. Hence these two terms commute, justifying the second
equality. To proceed, I claim that

(PR′)12(PR)23(PR)12 = (PR)23(PR)12(PR′)23. (A.2)

Indeed, by lemma 6.2 this is equivalent to R′12R13R23 = R23R13R
′
12, which is precisely equation

(6.3). Using equation (A.2) we find

((PR′)12 − I)[m− 1;R]2,...,m[m;R]1,...,m

= (PR)23(PR)12((PR′)23 − I)[m− 2;R]3,...,m[m− 1;R]2,...,m.

This last expression vanishes by the induction assumption. This completes the inductive step,
and therefore equation (6.17) holds by induction.

A.4 Proof of lemma 7.17

The inverse transformations to (7.8) are given by

a =
2q

q2 + 1
t− 2

1 + q−2
z, b = x+ iy, c = x− iy, d =

2q

q2 + 1
t+

2

q2 + 1
z.

We will also need the commutator [x, y]. For this we compute:

[x, y] =

[
b+ c

2
,
b− c

2i

]
=

1

4i
([b, b] + [c, b]− [b, c]− [c, c])

=
i

2
[b, c] =

i

2
(1− q−2)a(d− a) = i(1− q−2)az.

Now we can compute det. First:

ad =

(
2q

q2 + 1
t− 2

1 + q−2
z

)(
2q

q2 + 1
t+

2

q2 + 1
z

)
=

4q2

(q2 + 1)2
t2 − 4

(q2 + 1)(1 + q−2)
z2 +

(
4q

(q2 + 1)2
− 4q

(q2 + 1)(1 + q−2)

)
tz

=
4q2

(q2 + 1)2
t2 − 4q2

(q2 + 1)2
z2 +

4(q − q3)

(q2 + 1)2
tz.

Here the second equality uses that [t, z] = 0 since t is taken to be central in R1,3
q . Similarly:

q2cb = q2(x− iy)(x+ iy)

= q2
(
x2 + y2 − iyx+ ixy

)
= q2

(
x2 + y2 + i[x, y]

)
= q2x2 + q2y2 − (q2 − 1)az

= q2x2 + q2y2 − (q2 − 1)

(
2q

q2 + 1
tz − 2

1 + q−2
z2

)
= q2x2 + q2y2 +

2(q2 − 1)

1 + q−2
z2 − 2(q3 − q)

q2 + 1
tz.
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In total, we thus have

ad− q2cb =
4q2

(q2 + 1)2
t2 − q2x2 − q2y2 +

(
2(1− q2)

1 + q−2
− 4q2

(q2 + 1)2

)
z2 +

(
4(q − q3)

(q2 + 1)2
+

2(q3 − q)
q2 + 1

)
tz

=
4q2

(q2 + 1)2
t2 − q2x2 − q2y2 − 2

(q2 − 1)(q2 + 1) + 2

(q2 + 1)2
q2z2 + 2q

2(1− q2) + (q2 − 1)(q2 + 1)

(q2 + 1)2
tz

=
4q2

(q2 + 1)2
t2 − q2x2 − q2y2 − 2(q4 + 1)q2

(q2 + 1)2
+ 2q

(
q2 − 1

q2 + 1

)2

tz.

as required.
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B Matlab Code

B.1 contractor.m

% Computing entries of R for q-Minkowski space

function[ res ] = bigcontractor(I,J,K,L)
q=10;

r=[q,0,0,0 ; 0,1,q-qˆ(-1),0 ; 0,0,1,0 ; 0,0,0,q];
ri = [qˆ(-1),0,0,0 ; 0,1,qˆ(-1)-q,0 ; 0,0,1,0 ; 0,0,0,qˆ(-1)];
rtil = [qˆ(-1),0,0,0 ; 0,1,qˆ(-3)-qˆ(-1),0 ; 0,0,1,0 ; 0,0,0,qˆ(-1)];

n=2;
R = @(i,j,k,l) r( n*(i-1) + k , n*(j-1) + l );
Rtil = @(i,j,k,l) rtil( n*(i-1) + k , n*(j-1) + l );
Ri = @(i,j,k,l) ri( n*(i-1) + k , n*(j-1) + l );

i0=I(1);
i1=I(2);
j0=J(1);
j1=J(2);
k0=K(1);
k1=K(2);
l0=L(1);
l1=L(2);

res=0;
for a=1:2

for b=1:2
for c=1:2
for d=1:2

res = res + R(j0,a,d,k0) * R(k1,b,a,i0) * R(i1,c,b,l1) * ...
Rtil(c,j1,l0,d) ;

end
end

end
end

B.2 matrices.m

% Computing R, R' for q-Minkowski space

clear all
clc
R=[];
Rp=[];

for a=1:2
for b=1:2
for c=1:2
for d=1:2

q=10;
z=0;
for i0=1:2

for i1=1:2
for k0=1:2

for k1=1:2
I=[i0,i1];

116



J=[a,b];
K=[k0,k1];
L=[c,d];
z=z+1;
row1(z)=contractor(I,J,K,L);
row2(z)=contractor2(I,J,K,L);
end

end
end

end

col1=row1';
col2=row2';

R = [R,col1];
Rp = [Rp,col2];

end
end
end
end
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