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ABSTRACT 
 
RNA viruses occupy a relevant position among the human pathogens, counting a continuously 
increasing number of different species, which can cause more or less severe diseases in humans. 
Impressive research efforts over the last decades have led to the development of a variety of 
different antiviral strategies, but the biological diversity and rapid adaptive rates of RNA viruses 
have proven to be difficult to overcome. This implies a continuous research for new antiviral 
compounds and strategies. In this respect, RNA structural elements have been recently recognized 
to participate to virus functioning and could therefore be appealing and innovative antiviral 
pharmaceutical targets.  
 
Here we report the most common antiviral strategies currently applied, along with the factors 
underlying the exceptional ability of RNA viruses in developing resistance. We then analyse the 
possibility to target viral RNA structural elements with antiviral purposes, highlighting the most 
problematic issues concerning this approach and reporting the most advanced progresses in this 
direction. Although the field can be still considered on its early development and several crucial 
challenges still need to be addressed, the antiviral strategy of targeting RNA structural elements has 
an enormous potential and could dramatically improve our antiviral arsenal, which is of critical 
importance considering the emerging crisis of viral drug resistance.  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INTRODUCTION TO VIRUSES 

Viruses are defined as infectious agents that can only replicate within a host organism, namely they 
are obligate intracellular parasites1. In fact, as viruses do not possess the machinery required to 
replicate, they need to usurp the host one for producing progeny and propagating. Virus particles are 
typically composed of a nucleic acid genome or core, which is the genetic material of the virus, 
surrounded by a capsid made up of virus-encoded proteins2. Viral genetic material encodes also 
other viral proteins involved in virus replication. In some viruses, the protein shell is enclosed in a 
lipid membrane called envelope, which is usually derived from the cell in which the virus 
replicates. The virus life cycle refers to the multiple steps involved in the virus propagation and can 
be divided into three main stages: entry, genome replication and exit3. Entry is the first stage and 
involves attachment, in which a virus particle encounters the host cell and attaches to the cell 
surface, penetration, in which a virus particle reaches the cytoplasm, and uncoating, in which the 
virus sheds its capsid. Following the uncoating, the naked viral genome is utilized for gene 
expression and viral genome replication. Distinct replication strategies characterize different viral 
families, but all viruses share the feature of entirely relying on the host translation machinery for the 
protein synthesis. Finally, when the viral proteins and viral genomes have accumulated, they are 
assembled to form progeny virion particles and then released extracellularly. Virion assembly and 
the release from the cell constitute the exit, which is the last stage of the virus life cycle.  
 
To date, more than 5000 different genotypes of viruses have been identified, which can infect a 
variety of living organisms, from bacteria to plants to animals, including humans4. In particular, 
more than 200 different viruses are known to be capable of breaking into human cells and cause 
disease in humans5. The development of self-consistent classification schemes for this plethora of 
entities is a major challenge for virologists. The International Committee on Taxonomy of Viruses 
(ICTV) identified a limited number of viral features that can be used for classification, among 
which there is the nature of the viral genome6. Viral genomes are very diverse, since they can be 
DNA or RNA, single or double-stranded, linear or circular, and vary in length and in the number of 
molecules. Nevertheless, a specific type of genome is always the same for any given type of virus.  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RNA VIRUSES 
 
RNA viruses are by definition viruses that have RNA as genetic material7. While DNA viruses share 
many common patterns of gene expression and genome replication with the host cell, viruses using 
RNA as genetic material have devised some strategies to replicate such material, since the cell does 
not have machinery for RNA-directed RNA replication. In fact, the replication of RNA viruses 
requires specific enzymes that are not present in the uninfected host cell. 

The genetic material of RNA viruses can be either single-stranded (ssRNA), as observed in the 
majority of the cases, or double-stranded (dsRNA). An important classification of ssRNA viruses is 
based on the sense or polarity of the RNA, namely on whether the viral genome can be directly 
utilized as mRNA or whether it must first be transcribed into mRNA. Positive-sense RNA viruses 
have the genome in the same sense as mRNA and thus can be immediately translated by the host 
cell. Negative-sense viruses carry a genome with the opposite sense, namely complementary, 
compared to mRNA, which must therefore be converted to positive-sense RNA by an RNA-
dependent RNA polymerase before translation. There are then ambisense RNA viruses, whose 
genome is characterized by RNA that is in part of positive and in part of negative polarity8. RNA 
viruses with double-stranded genomes have obviously both senses of the nucleic acid, and the 
mRNAs coding viral proteins are transcribed by an RNA-dependent RNA polymerase using the 
negative strand as template. These different classes of RNA viruses show unique features in 
replication and gene expression in relation to the nature of their genome9. However, they are all 
united by replicating their genomes using a virally encoded RNA-dependent RNA polymerase, with 
the RNA genome functioning as template for the synthesis of additional RNA strands10. It is 
interesting to note that the error frequency, namely the frequency of incorporating an incorrect base, 
of RNA-directed RNA replication is quite high compared to that for DNA replication11,12. Typically, 
DNA-directed DNA replication leads to incorporation of one mismatched base per 107 to 109 base 
pairs, while RNA-directed RNA synthesis typically results in one error per 105 or 104 nucleotides.  

There is another group of RNA viruses, called retroviruses, characterized by including DNA 
intermediates in their replication cycle, which makes them particularly unique compared to the 
RNA viruses classes mentioned so far13. Retroviruses have a positive-sense ssRNA genome that 
serve as mRNA coding for viral proteins and enzymes, included the reverse transcriptase (RT). This 
enzyme possesses the ability to convert genomic viral RNA into cellular DNA, which is then 
integrated into the host cell chromosomal DNA14. The host cell then treats the viral DNA as part of 
its own genome, transcribing and translating the viral genes along with the cell own genes. In this 
way, the proteins required to assemble new copies of the virus are produced and the virus 
replication occurs by the simple process of transcription.  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PATHOGENESIS OF RNA VIRUSES 
 
Studies from the last decades have placed RNA viruses as primary aetiological agents of human 
emerging pathogens, occupying up to 40% of all emerging infectious diseases15–17. RNA viruses are 
indeed frequently highlighted as the most common class of pathogens behind new human diseases, 
with a rate of 2 to 3 novel viruses being discovered each year18. Moreover, it is believed that these 
data are underestimated as a consequence of the inadequate surveillance in tropical and subtropical 
countries, where even established endemic pathogens are often misdiagnosed18. 
 
Because of their exceptionally short generation time and their fast evolutionary rate, RNA viruses 
have great chances to infect new host species. In fact, RNA viruses show remarkable capabilities to 
adapt to new environments and confront the different selective pressures they encounter. Selective 
pressures not only include their host immune system and defence mechanisms, but also the 
continuously evolving antiviral treatments. Their peculiar evolutionary rate arises from their 
surprisingly high mutation rate19,20. Mutation rates of RNA viruses can occur roughly at rates of six 
orders of magnitude greater than those of their cellular hosts20. Moreover, their mutability can 
surpass the one of DNA viruses by five orders of magnitude21, even though it is important to 
remember that mutation rates can dramatically vary among different viruses within the same 
taxonomic group22. The main reason for the high mutation rate of RNA viruses is the enhanced 
error frequency observed during the replication cycles, which is caused by the single protein present 
in all RNA viruses, namely the RNA-dependent polymerase23, either the RNA-dependent RNA 
polymerase or the RNA-dependent DNA polymerase, i.e. the reverse transcriptase. In fact, these 
enzymes have an inherent higher error frequency than those utilizing DNA as a template and lack of 
proofreading activity, which increases dramatically the rate of mutation as error correction during 
the replication process is omitted. RNA viral populations are considered to form quasispecies, 
which mean basically a swarm of genetic mutants revolving around a consensus sequence, and the 
enhanced variability appears to be beneficial increasing the probabilities to continue replicating 
inside the host24,25. The RNA viral error rate is at the limit of mutation tolerability, and small 
increases in this rate generate what is known as mutational meltdown or error catastrophe, in which 
the viral fitness plummets down, leading to viral extinction25,26. 
 
Beside the high mutation rate caused by the lack of proofreading activity, other mechanisms, such 
as recombination and reassortment, play key roles in RNA viral evolution. Recombination is 
defined as the synthesis of chimeric RNA molecules from two different progeny genomes27,28. It can 
be intra-genomic when the two segments come from the same origin, namely from the same 
infecting virus, or inter-genomic when the two segments come from different origins, namely from 
different viruses infecting the same cell. Reassortment is typical of segmented viruses and implies 
the mixing of the genetic material, which occurs when segments from different progeny viruses are 
packaged within a single virion29. These phenomena, recombination and reassortment, increase the 
rate at which beneficial genetic variants are obtained, allowing the emergence of new combinations 
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NOTABLE RNA VIRUSES INFECTING HUMANS  
 
More than 200 human-infective RNA virus species have been identified to date and this number 
keeps increasing, as well as the knowledge in the field, thanks to enormous research effort which 
counts tens of thousands of published papers per year31,32	The following table reports some of the 
most notable RNA viruses infecting humans along with a brief description of the disease they cause.  
  

RNA virus Description Ref.

Human 
immunodeficiency 

viruses  
(HIV)

HIV is a retrovirus that infects immune system cells causing the acquired 
immunodeficiency syndrome (AIDS), which is a condition characterized by  

the progressive failure of the immune system
33

Hepatitis C virus 
(HCV)

HCV is a positive-sense ssRNA virus that primarily causes hepatitis C, which is a liver 
disease that can lead to liver fibrosis and cirrhosis, liver cancer and general liver failure 34

Influenza A virus 
(IAV)

IAV is a negative-sense ssRNA virus responsible to cause influenza and  
respiratory diseases 35

Respiratory 
syncytial virus 

(RSV)

RSV is a negative-sense ssRNA virus that causes infections of the respiratory tract, 
leading to common colds, bronchiolitis, and sometimes more serious respiratory 

disorders such as pneumonia
36

Severe acute 
respiratory 
syndrome 

coronavirus  
(SARS-CoV)

SARS-CoV is a positive-sense ssRNA virus that causes the severe acute respiratory 
syndrome (SARS), which is a respiratory disease characterized by flu-like  

symptoms, such as fever, muscle pain, lethargy, cough, sore throat, that can also  
lead to shortness of breath and pneumonia

37

Severe acute 
respiratory 
syndrome 

coronavirus 2 
(SARS-CoV-2)

SARS-CoV-2 is a positive-sense ssRNA virus responsible to cause the coronavirus 
disease 2019 (COVID-19), which is a respiratory and vascular disease  

characterized by fever, cough, fatigue, breathing difficulties, that can also  
lead to acute respiratory distress syndrome (ARDS)

38

Middle East 
respiratory 

syndrome–related 
coronavirus  

(MERS-CoV)

MERS-CoV is a positive-sense ssRNA virus responsible to cause the respiratory 
infection known as the Middle East respiratory syndrome (MERS), characterized by 

fever, cough, diarrhoea, and shortness of breath
39

Ebola virus  
(EBOV)

EBOV is a negative-sense ssRNA virus responsible to cause the ebola virus disease 
(EVD), which is a viral haemorrhagic fever with high mortality rate 40

Rhinovirus  
(RV) RV is a positive-sense ssRNA that causes the common cold 41

Poliovirus  
(PV)

PV is a positive-sense ssRNA virus causative of poliomyelitis, a disease characterized 
by muscle weakness that can result in flaccid paralysis and inability to move 42

Measles virus  
(MV)

MV is a negative-sense ssRNA virus responsible for causing measles,  
typically associated with skin rash, fever and inflamed eyes 43

Rotavirus A  
(RVA) RVA is a double-stranded RNA virus, which causes gastroenteritis and diarrhoea 44

Dengue virus 
(DENV)

DENV is a positive-sense ssRNA virus responsible for causing the dengue fever, 
characterized by high fever, headache, vomiting, arthralgia, muscle pains, and skin rash 45
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Zika virus  
(ZIKV)

ZIKV is a positive-sense ssRNA virus that causes the zika fever, typically associated 
with mild symptoms including fever, red eyes, arthralgia, headache,  

and maculopapular rash
46

Yellow fever virus 
(YFV)

YFV is a positive-sense ssRNA virus responsible for causing yellow fever, which is a 
disease typically associated with fever, headache, nausea, and muscle pains, but  

more rarely also liver damage, bleeding and kidney problems 
47

Chikungunya virus 
(CHIKV)

CHIKV is a positive-sense ssRNA which causes chikungunya, disease characterized  
by fever, arthralgia, headache, muscle pain, joint swelling, and rash 48

Rabies virus  
(RV)

RV is a negative-sense ssRNA virus that causes rabies, which consists in inflammation 
of the brain that leads to violent movements, uncontrolled excitement, inability to move 

parts of the body, confusion, loss of consciousness, and often results in death
49
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Table 1. Most notable RNA viruses infecting humans



CURRENT STRATEGIES IN TREATING RNA VIRUSES 

The general principle behind the development of drug treatments against pathogens is to identify 
targets specifically involved in the pathogen replication so that it can be inhibited without harming 
the host50. The specificity for the pathogen is a crucial aspect that requires careful consideration in 
the development of effective and safe treatments. Compounds showing inhibiting ability against the 
pathogen may indeed cause undesirable side effects in the patient leading to harmful and 
unsuccessful therapies. In addition, while developing therapeutic compounds it is important to 
search for drug-like properties, such as bioavailability, solubility, permeability, metabolic stability 
and effective transportation, which are of critical importance for the success of drug candidates51. 
The therapeutic index is a parameter calculated comparing the beneficial therapeutic effect of a 
given compound and its toxicity and therefore reflects the safety of a drug52.  
 
Given the fact that viruses are obligate intracellular parasites, it is easy to understand that the 
identification of antiviral compounds with good therapeutic index is difficult to achieve. Unlike 
bacterial cells, which are free-living organisms, viruses utilize the host cell environment for much 
of their life cycle. Therefore, chemical agents that inhibit both virus and host functions cannot be 
good choices for therapies. The preferred strategy is to identify viral functions that differ 
significantly from or are not found within the host and are therefore unique. To achieve this is 
necessary to study and understand the life cycle of viruses of clinical interest, as all the essential 
steps are potential sites for antiviral intervention53. The following passage is thus to develop 
compounds able to specifically block these steps, ideally without interfering with host functions, so 
that the viral infection can be defeated without damaging the patient.  
 
The field of antiviral research has taken on a new dimension since the global spread of human 
immunodeficiency virus (HIV) caused the acquired immune deficiency syndrome (AIDS) epidemic 
in the 1980s, with unprecedented efforts in academic and pharmaceutical laboratories to develop 
new effective antiviral therapies54. These efforts have led to remarkable advances in developing 
innovative strategies against different viruses, with more than 180 antiviral medications approved 
by the Food and Drug Administration (FDA) in the last 30 years55,56. In addition, it is important to 
mention that many novel antiviral therapeutics is currently in clinical-stage evaluation. However, 
HIV still remains the most intensively studied and characterized virus, with the largest number of 
specific antiviral agent approved. In second position there is HCV and, remarkably, HIV and HCV 
therapeutics combined account for more than two-thirds of all the specific antiviral drugs approved 
so far56. 
 
According to their mechanism of action, antiviral drugs can be classified in different classes, among 
which the most common are inhibitors of the entrance in the host cell and inhibitors of viral 
enzymes57, even though other viral features offer appealing opportunities, such as disrupting the 
capsid formation58 or inhibiting the release from the infected cell59. 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Inhibitors of the entrance in the host cell  
In the first step of the infection, the virus attaches to specific receptor molecules expressed on the 
surface of the host cell and subsequently infiltrate the target cell. There are different strategies for 
entering the host cell, such as through membrane fusion in viruses with the envelope, or through 
endocytosis, or simply by injecting the viral capsid or genome into the host cytoplasm60. An 
antiviral strategy is to interfere with the interaction between the virus and its binding sites in order 
to prevent the viral infection upstream. In the case of HIV, the virus expresses on its surface a 
specific glycoprotein, which is able to interact with the receptor CD4 and the co-receptor (CXCR4 
or CCR5) expressed on the surface of the targets cells, in particular CD4+ T-cells, and in this way 
can enter61,62. HIV antivirals, some of which have been approved while other are still under 
experimentation, can act in different ways during the attachment and fusion, such as binding and 
inactivating the viral glycoprotein63, or acting as antagonist for the co-receptors CXCR464 or 
CCR565. Similar strategies have been followed for other RNA viruses, such as IAV66 and RSV67, 
while in other cases, as for HCV68, the mechanisms concerning the attachment to the target cells 
still need to be elucidated.  
 
Inhibitors of viral enzymes  
Virus encoded enzymes are very attractive targets, because they are not present in uninfected cells, 
and inhibitors of viral enzymes account for more than two-thirds of all antivirals56. Notable targets 
of these drugs are the viral polymerase, protease and integrase.  
 
Polymerase inhibitors  
RNA viruses are characterized by the presence of an RNA-dependent polymerase, either an RNA-
dependent RNA polymerase or a reverse transcriptase in the case of retroviruses, which is required 
for synthesizing viral nucleic acids and can the target of antiviral drugs. In general, there are two 
distinct categories of polymerase inhibitors, namely the nucleoside and the non-nucleoside analogs. 
Nucleoside analogs mimic natural nucleosides and are used as substrates by the viral polymerase 
causing termination in the synthesis of the viral nucleic acid molecules thanks to their peculiar 
features69. For instance, some nucleoside analogs, called dideoxynucleosides, miss the 3’ hydroxyl 
group (OH) compared to natural nucleosides and thereby cause chain termination in the nascent 
molecule, as the reaction of elongation cannot take place70. Antiviral nucleoside analogs have been 
successfully developed against HIV, HCV, IAV and RSV, although sometimes selectivity for the 
viral polymerase is difficult to achieve and thereby these compounds show low tolerability71–73. As 
far as non-nucleoside polymerase inhibitors are concerned, they typically bind to polymerase 
allosteric pockets distinct from the enzyme active site causing conformational alterations that inhibit 
the enzyme74. Effective drugs belonging to this class have been approved or are under clinical trials 
as treatments for HIV75, HCV76, IAV77, RSV78, and EBOV79. 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Protease inhibitors  
Viral proteases are important for processing viral proteins so that they can reach their final and 
functional configuration. Almost all RNA viruses use the strategy of translating a large precursor 
polyprotein that is further cleaved by viral proteases in a highly regulated manner80. This strategy 
leads to several advantages for the virus, such as having a more compact genome, regulating 
proteins activity by differential cleavage site usage, and allowing alternative functions for proteins 
in their precursor forms versus their mature forms. Effective antivirals protease inhibitors have been 
identified for several RNA viruses, including HIV, HCV, PV, DENV, CHIKV, and SARS-CoV81–83. 
 
Integrase inhibitors  
Integrase inhibitors offer an effective strategy against retroviruses, which use the enzyme integrase 
to integrate their retrotranscribed genome into the host chromosomal DNA84. Several integrase 
inhibitors have been approved as treatments against HIV, while others are currently in clinical 
trials85.  
 
One of the most problematic issues concerning therapies based on viral inhibitor compounds is the 
extraordinary ability of RNA viruses to develop resistance86. For instance, it was shown that HIV 
acquires significant resistance after a brief exposure to some non-nucleoside reverse transcriptase 
inhibitors thanks to just one point mutation87. Multidrug therapies, also known as highly active 
antiretroviral therapies (HAART), emerged as a viable strategy to inhibit the generation of viral 
resistance against HIV88, HCV89, and IAV90,91. They consist in applying more drugs simultaneously, 
usually 3 to 5, and are based on a probabilistic principle, namely if a virus has a random probability 
to carry the genetic resistance against one single drug, then its probability to carry several combined 
resistances should decrease geometrically as the number of drug substances increases in the 
therapeutic regimen. In the case of HIV, HAART consists in the combination of both nucleoside and 
non-nucleoside reverse transcriptase inhibitors with protease or integrase inhibitors and is the most 
common therapy currently used92. However, simply increasing the number of drug substances is not 
always a practical solution, because patients under these treatments can develop severe side effects 
in the long term, besides the fact that these therapies are quite complicated and expensive93. 
Furthermore, multidrug resistance can also emerge94, especially if optimal dosages are missed or in 
the case of sequential therapies, in which drugs administered sequentially in time95. Although some 
authors argue that the viral genome cannot mutate indefinitely, and that mutational resistance must 
have a cost in terms of reduced replicative fitness for the virus96, virus resistance to drugs is 
considered an emergent crisis of the last decades97. 
 
The extraordinary evolutionary capabilities of RNA viruses have stimulated the development of an 
entire diversity of pharmaceutical alternative strategies. Fist of all there are vaccines, which are 
considered the best prophylactic measure against viruses and microbial pathogens in general. 
Efficient vaccines are available for some RNA viruses, but in many instances and for different 
reasons, including technologic and economic restrictions, they are scarcely used in the field98. In 
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addition, for several RNA viruses of clinical interest, including HIV, HCV, and RSV, no licensed 
vaccines exist despite decades of research effort99,100. An alternative and attractive antiviral 
approach consists in RNA interference, which is based on the use of antisense oligonucleotides 
complementary to specific portions of viral mRNAs so that double-stranded RNA structures are 
formed leading to viral mRNA silencing and degradation101,102. This approach appears particularly 
promising and powerful, although still needs to be improved and one of the main obstacles is the 
lack of safe and effective delivery of the interfering RNA molecules103,104. In addition, the use of 
ribozymes, which are RNA molecules with cleavage activity that can be engineered to specifically 
target RNA molecules of interest, such as viral mRNAs, has also been proposed as an antiviral 
strategy105,106. Another intriguingly antiviral approach is known as lethal mutagenesis and consists 
in the use of mutagenic nucleotide analogues that have alternate base pairing properties and lead to 
the induction of mutations107. The principle behind is that an excessive mutation rate results to be 
detrimental and thereby leads to the viral elimination108. Other recently developed strategies are 
based on the use of monoclonal antibodies, which can neutralize the virus acting as entry 
inhibitors109 and recruiting and activating the immune system110,111. Finally, rather than targeting 
viruses directly, an interesting antiviral tactic can be to stimulate the host immune system to attack 
them, which can be done through immunomodulatory substances as interferons112 and defensins113, 
resulting very effective in some instances.  
 
The advances achieved in antiviral therapies are undoubtedly remarkable and our antiviral arsenal 
has grown impressively over the last decades, but the biological diversity and rapid adaptive rates of 
RNA viruses have proven to be difficult to overcome and continuously require the search for new 
antiviral compounds and strategies. In this regard, it has been recently recognized that viral RNA 
genomes and transcripts tend to fold forming complex structural elements, which are of critical 
importance for the viral infection and fitness114. Consequently, it has hypothesized to target them 
with small molecules in order to develop innovative antiviral approaches. The realization of this 
strategy implies at first instance a deep understanding of the molecular logics that underlie RNA 
structuring, which correlates with the development of sophisticated tools to study this phenomenon. 
On the other hand, it is necessary to understand to what extent it is possible to target RNA structures 
following the logics of protein targeting, and in particular in the context of RNA viruses.  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RNA STRUCTURES 
 
In order to develop a potential antiviral strategy based on targeting viral RNA structural elements, it 
is first necessary to understand the logics behind the formation of RNA structures. While RNA was 
firstly identified as the carrier of the genetic information coded by the DNA and necessary to 
produce proteins, as stated in the central dogma of molecular biology DNA to RNA to proteins, it 
was soon recognized that it does much more than115. RNA is indeed able to cover a surprisingly 
high number of different biological functions, with the emerging theme that much of RNA 
functional complexity is rooted in its ability to form intricate and dynamic structures, following the 
logic according to which specific structures allow interacting with specific molecular components 
so that a biological function can be explicated116,117.  
 
RNA is a biopolymer that consists of ribose nucleotides, namely nitrogenous bases appended to a 
ribose sugar, attached by phosphodiester bonds forming strands of varying lengths. The nitrogenous 
bases in RNA are adenine, guanine, cytosine, and uracil. Although RNA is typically a single-
stranded molecule, the presence of self-complementary sequences in the RNA strand leads to 
intrachain base pairing and folding of the ribonucleotide chain into complex structural forms118. It is 
convenient to describe RNA structure in hierarchical terms, comparable to those used in describing 
protein structure: primary, secondary, tertiary, and quaternary structures.  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Figure 1. Hierarchy of RNA folding  
(a) The primary structure corresponds to the RNA sequence. (b, c) The secondary structure, which in this 
case corresponds to two stem-loops, forms by Watson-Crick base pairing between complementary 
nucleotides. (d) Tertiary interactions, in this case the coaxial stacking of double helices, lead to the final 
three-dimensional structure, which in this case occurs forming a pseudoknot



The primary structure simply refers to the nucleotides sequence of the RNA molecule (Figure 
1a). Some RNAs function as unstructured single-stranded species, such as the messenger RNA 
(mRNA) that must be unfolded for the genetic message to be translated.  
 
RNA secondary structure is dominated by Watson-Crick (WC) base pairing, often through very 
long-range interactions, leading to the formation of double-helical structures of varying size, which 
however seldom exceed 8 to 10 base pairs in length119,120. RNA helices show antiparallel right-
handed conformation and adopt the A-form structure, which is characterized by the displacement of 
the bases from the helical axis. Isolated base pairs are not thermodynamically stable, but formation 
of several consecutive base pairs readily occurs, resulting in a variety of possible arrangements. 
Interestingly, in many RNAs more than half of all nucleotides are incorporated into helices and G-U 
pairs are almost as common as the canonical G-C or A-U base pairs, introducing slight distortions in 
double-helical structure that participate in creating specific surface conformation that can be 
recognized by binders121. The double-stranded helices are interrupted by single-stranded portions, 
which can form specific loop elements such as hairpins, bulges, and internal loops122. The hairpin or 
stem-loop is the most common and most studied element of RNA secondary structure and is formed 
when the phosphodiester backbone folds back on itself to form a double-helical tract, namely the 
stem, leaving unpaired nucleotides to form a single-stranded region, namely the loop123. The RNA 
stem-loop architecture is represented in Figures 1b and 1c. There is a fundamental difference 
between RNA and protein secondary structures. Protein secondary structure is generally only 
marginally stable in the absence of stabilizing tertiary structure interactions, whereas RNA 
secondary structure is often stable on its own. The secondary structure motifs (Figure 2) represent 
the building blocks through which most complex RNA three-dimensional structures are constructed.  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Figure 2. Schematic representation of RNA structural motifs  
The main folding motifs are highlighted: three-way junction (green), internal loops (purple and light blue), 
bulge (red), apical loop (pink), single-stranded region (dark pink), and pseudoknot (gold)

Internal loop



The tertiary structure rises indeed from interactions between two or more secondary structure 
elements and defines the overall folding of the RNA molecules124. Tertiary interactions consist of 
base stacking, hydrogen bonds, intercalation, base triplet formation, and base pairing between 
complementary loop sequences. In addition, non-canonical base pairs, unpaired bases, and the 
backbone functional groups are very important in the context of RNA tertiary folding125. In 
particular, unpaired bases can twist or flip out of a helical patch to define unique surfaces for 
recognition by other RNA portions during the formation of the tertiary architectures. A pretty 
common RNA structure motif is the pseudoknot, represented in Figure 1d, which forms when 
complementary primary sequences of a hairpin or internal loop and a single-stranded region interact 
with each other by WC base pairing126. The formation of a pseudoknot creates an extended helical 
region through helical stacking of the hairpin double-helical stem and the newly formed loop-loop 
interaction helix. Although the pseudoknot is only marginally more stable than the two hairpins, 
tertiary interactions between unpaired nucleotides in the bridging loops and between base pairs 
within the extended helix can increase the stability of this structure. Interestingly, it is commonly 
observed that divalent metal ions, especially magnesium ions, are used to screen the negatively 
charged phosphate groups along the helical backbone in order to build a compactly folded structure 
with close, which otherwise would not be possible because of electrostatic repulsion127,128.  
 
Finally, quaternary structure arises from the association of multiple RNA molecules to form 
supramolecular structures129. There are relatively few well-characterized examples of RNA 
quaternary structure, but these are relatively important. For example, during splicing mRNAs 
associate with small nuclear ribonucleoproteins (snRNPs) that interact with each other forming 
RNA-RNA quaternary structures, which are indeed essential for RNA splicing to occur130. In most 
examples characterized thus far, the quaternary association of RNA molecules mainly occurs by 
conventional WC base pairing, which however can be characterized by particular arrangements, as 
in the case of the so-called kissing stem loop, which forms between self-complementary loop 
nucleotides of two different stem-loop structures131. 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HOW TO STUDY RNA STRUCTURES  
 
Understanding the molecular logics of RNA structuring strongly correlates with the ability to study 
this phenomenon. Consequently, it results of critical importance to develop sophisticated tools to 
study and predict the structure of RNA molecules. There are alternative approaches to investigate 
RNA structure, which are continuously improved to give more and more precise outcomes132,133. On 
one hand there are in silico approaches, which rely on the use of specific software and algorithms 
that apply the theoretical RNA structuring rules with the aim of predicting the actual RNA 
structure134–136. These algorithms receive as input the RNA sequence and, based on 
thermodynamics, predict the RNA structure considering the interactions that minimize the free 
energy137,138. However, in silico predictions usually fall short of predicting the actual structures, 
especially for long and complex RNA molecules139. This is due to the fact thermodynamic 
parameters alone are not enough, as the actual RNA folding is affected by many other variables, 
such as the presence of ions, temperature, pH, interactions with other molecules, and RNA 
modifications140,141. In addition, there is evidence that often RNAs fold to biologically relevant 
structures that are not the minimum free energy configuration142,143. This results in the need to 
develop experimental approaches aimed at investigating the actual RNA structure, so that our 
knowledge on the underlying logics could be expanded and applied to improve the accuracy of the 
predicting algorithms144,145. To date, approximately 90% of the WC interactions, typical of 
secondary structuring, are predicted correctly in the best prediction models, while it results much 
more complicated to predict the non-WC interactions, which are however essential for determining 
the three-dimensional fold of an RNA molecule146. 
 
Several experimental approaches to investigate the RNA structure have been developed, which can 
be divided in two main categories, namely biophysical and biochemical approaches. Each category 
is characterized by peculiar advantages and drawbacks and the different methods can be applied in 
parallel to reveal various aspects of RNA structuring.  
 
Biophysical methods are based on the classical techniques applied in structural biology research, 
which include X-ray crystallography (XRC)147, nuclear magnetic resonance spectroscopy 
(NMR)148, and cryogenic electron microscopy (cryo-EM)149. Following different principles, these 
techniques offer extremely powerful tools to construct photographs at atomic or near atomic 
resolution of the studied RNA molecule, although they are typically limited by technical 
complications150,151. For instance, XRC has difficulty resolving the structure of non-compact RNAs 
or unstructured and flexible RNA regions, lacking therefore suitability for studying 
conformationally heterogeneous RNAs that exist in multiple functional states, while NMR can only 
be applied to the study of small RNA motifs and is highly restricted by buffer composition, which 
implies that it cannot be performed under physiological conditions. In addition, biophysical 
methods have low-throughput nature, as they imply the study of a single RNA molecule at time.  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Biochemical methods rely on the use of enzymatic or chemical structural probes that react 
differently with RNA in relation to its structural features and differences in reactivity can therefore 
serve as a footprint of the structure along the sequence152. The enzymatic structural probing implies 
that the investigated RNA molecule is treated with specific nuclease enzymes, which clave RNA 
into fragments with structure-specific and base-specific patterns153. In fact, some RNases are known 
to specifically cleave RNA in base-paired regions, while others specifically cleave RNA in 
unstructured regions154,155. Combining the results obtained by different RNases treatments, the base-
paired and unstructured regions of the RNA can thus be determined156. RNA chemical probing is 
based on the use of specific reagents that modify the RNA functional groups forming covalent 
adducts on the RNA at the site of reaction157,158. The principle behind relies on the fact that the 
reactivity of the reagents depends on the local accessibility of RNA, with folded and structured 
regions resulting less accessible. For example, strong hairpins often result in a low-high-low 
pattern, where low reactivity regions correspond to the stem, and the high reactivity pattern 
indicates the loop. Numerous chemical probes showing different features can be applied159,160. 
There are base-specific chemical probes, which include dimethylsulfate (DMS) that methylates 
unpaired adenine and cytosine, 1-cyclohexyl-3-(2-morpholinoethyl) carbodiimide metha-p-toluene 
sulfonate (CMCT) that reacts primarily with unpaired uracil and guanine, and diethylpyrocarbonate 
(DEPC) that reacts specifically with adenine. There are also non-base-specific chemical probes, 
such as the selective 2’-hydroxyl acylation analyzed by primer extension (SHAPE) reagents161, 
which react with the ribose 2’-OH of unpaired nucleotides and are thus able to interrogate all the 
four different nucleotides at the same time. SHAPE reagents include 1-methyl-7-nitroisatoic 
anhydride (1M7), N-propanone isatoic anhydride (NPIA), N-methylisatoic anhydride (NMIA), 2-
methylnicotinic acid imidazolide (NAI), and 2-methyl-3-furoic acid imidazolide (FAI).  
 
After the enzymatic or chemical treatment it is necessary to extract the RNA structural information. 
This is typically done analysing the cDNA generated by reverse transcription of the investigated 
RNA molecule. In fact, the reverse transcription reaction is blocked when the enzyme encounters a 
strand scission (enzymatic probing) or an RNA-chemical adduct (chemical probing), and therefore 
generates a population of truncated cDNAs whose 3’ end correspond either to the nucleotide of the 
cleavage site or to the nucleotide before the site of chemical modification. Traditionally, the 
generated cDNAs population was analysed by gel electrophoresis, with labour-intensive and 
hazardous experimental readouts to map back the RNA structure. These drawbacks were partially 
overcome analysing cDNAs by capillary electrophoresis, which allowed developing semi-
automatically readouts methods based on bioinformatics tools, which were however still 
characterized by low-throughput outcomes. The field of RNA structure determination has been 
recently revolutionized by the development of innovative approaches that couple the traditional 
structural probing techniques with next-generation sequencing (NGS) technologies162,163. The 
application of these methods allows the analysis of several samples within single experiments and 
guarantee more facile and accurate high-throughput structure prediction, including the low 
abundance RNA species.  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This has led to the possibility of studying the RNA structurome, namely the RNA structures on a 
genome-wide scale164. Following are described some of the most advanced high-throughput 
methods currently used for determining the RNA structure, which are summarized in the following 
table.  
 

 
 
 
Despite some differences, these techniques share several core steps. As with the traditional methods, 
RNA structure is interrogated using enzymatic or chemical probes and for the read-out RNA 
molecules are reverse transcribed into cDNA so that the probing information is contained within the 
cDNA fragments. Sequence libraries are then prepared by the addition of two adapters flanking the 
cDNA and barcodes for sample multiplexing. After sequencing, bioinformatics processing is used to 
predict the RNA structure. To do this, NGS reads are converted into reactivity values, broadly 
defined as a measure of the flexibility of a given nucleotide position, and reactivities can then be 
used to generate RNA structural models that account for the tendency of more reactive nucleotides 
to be unpaired. A schematic representation of the process is given in Figure 3.  
 
 
 
 
 
 
  

Technique Probe class Probe Read out Ref.

PARS Enzymatic Nuclease P1 Cleavage 165

Frag-seq Enzymatic RNase V1/S1 Cleavage 166

ds/ssRNA-seq Enzymatic RNase V1/RNase I Cleavage 167

Structure-seq Chemical DMS RT-stop 171

DMS-seq Chemical DMS RT-stop 172

Mod-seq Chemical DMS RT-stop 173

CIRS-seq Chemical DMS/CMCT RT-stop 174

SHAPE-Seq Chemical SHAPE (1M7) RT-stop 175, 176

SHAPES Chemical SHAPE (NPIA) RT-stop 177

icSHAPE Chemical SHAPE (NAI-N3/FAI-N3) RT-stop 178

SHAPE-MaP-seq Chemical SHAPE (1M7, NMIA, 1M6) MaP 182

DMS-MaP-seq Chemical DMS MaP 183
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Table 2. Methods for high-throughput RNA structure determination



 
 

 

High-throughput methods based on the use of enzymatic probes include parallel analysis of RNA 
structure (PARS)165, fragmentation sequencing (Frag-seq)166, and ds/ssRNA-seq167, which are 
similar approaches that differ for the type of nuclease applied and other technical aspects. A major 
drawback of these strategies is that the use of enzymes as structural probes restricts them to in vitro 
studies as these enzymes have membrane-impermeant nature. Chemical probes, on the other hand, 
can diffuse across the cell membrane and thereby probe RNA structures in their native 
environment168,169, besides the fact that these probes allow the interrogation of RNA structures at 
higher resolution because of their smaller size. The possibility of conducting in vivo analysis is of 
critical importance as RNA structures often differ in vitro versus in vivo170. There are alternative 
strategies relying on the use of different chemical probes. DMS is applied in Structure-seq171, 
DMS-seq172, and Mod-seq173, which are similar strategies that consist of slightly different technical 
passages. Chemical inference of RNA structures (CIRS-seq174) combines the use of DMS and 
CMCT, while SHAPE reagents are used in the techniques as SHAPE-Seq175,176, SHAPES177 and 
icSHAPE178. The association of chemical probing with high-throughput sequencing paved the way 
for genome-wide in vivo RNA structure probing, even if the analysis of specific low abundance 
RNA targets remained technically challenging.  
 
The chemical probes based high-throughput methods mentioned so far rely on the identification of 
reverse transcriptase truncation products. An interesting alternative strategy, called mutational 
profiling (MaP-seq), has been recently developed. This approach takes advantage of RT enzymes 
that, under specific conditions, induce mutations in the nascent cDNA when they encounter 
nucleotides modified by the chemical probe, instead of generating truncated cDNAs. The 
mutational profiling strategy is simpler to implement and more sensitive, allowing rare RNAs to be 
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Figure 3. Schematic representation of the bioinformatic processing to predict RNA structures  
NGS reads are converted into reactivity values which are then used by specific algorithms that predict the 
fold of the investigated RNA molecule accounting for the tendency of more reactive nucleotides to be 
unpaired as high reactivities correspond to flexible nucleotide positions that are not participating in RNA 
structures



effectively examined179,180. In addition, Map-seq offers the possibility of distinguishing 
heterogeneous RNA structure subpopulations from one another, while in truncation approaches the 
structure signal corresponds to a population average181. MaP-seq has been coupled with SHAPE and 
DMS chemical probes, in methodologies known respectively as SHAPE-MaP-seq182 and DMS-
MaP-seq183. Another benefit of MaP-seq is that it permits the analysis of multiple modified 
nucleotide positions in a single RNA molecule. Following this principle, the RING-MaP184 
methodology allows the direct detection of nucleotide-nucleotide interactions seen as correlated 
positions of RNA modification.  
 
Adaptations and improvements of the RNA structure investigation strategies allow getting more 
sophisticated and precise measurements, principally exploiting the flexibility of structural probing 
experiments in comparative reactivity analysis. For instance, parallel analysis of RNA structure 
(PARS) with temperature elevation (PARTE185) involves the study of RNA structures at different 
temperatures, giving a more detailed information as gradually increasing the temperature structural 
motifs unfold based on their stability186. Alternatively, the concentration of ions, involved in tertiary 
structures, can be gradually modified while assessing the RNA structure, giving insights on the 
three-dimensional folding187,188. In addition, it is interesting to note that positions on RNA can be 
protected from enzymes and chemicals or not only by local structure but also by binding proteins or 
other ligands over that position. This leads to the possibility of using these strategies also to 
evaluate RNA-binding properties189,190. 
 
In conclusion, remarkable advances in RNA structural probing methodologies have reached a point 
where it is feasible to characterize the RNA structure on a genome-wide scale, although important 
problems remain despite the tremendous progress of the past years191. In particular, it still results 
challenging to determine higher order tertiary three-dimensional structures, as conventional RNA 
structural probing experiments provide only one-dimensional information on whether a nucleotide 
is base-paired, but not the base-pairing partner. In this regard, recently developed multidimensional 
chemical mapping (MCM192) methods supplement one-dimensional information through the 
systematic perturbation of each nucleotide position by mutation or chemical modification and 
provide promising tools for modelling tertiary structures, although there is still room for 
improvement. These methods include the already mentioned RING-MaP, and others such as 
mutate-and-map (M2-seq193,194), multiplexed OH cleavage analysis (MOHCA195), MaP-2D196, and 
RNA proximity ligation (RPL197). Another problematic issue concerns the computational analysis 
of the vast and complex RNA structural profiling data generated by NGS, which results quite 
challenging from the bioinformatics and algorithmic points of view also considering that the 
validation of the predicted structures may be complicated, as the actual structures of most RNAs 
remain unknown198. SeqFold199, RNAstructure200, and ViennaRNA package201 are among the most 
applied software and algorithms to predict RNA structures using NGS data.  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VIRAL RNA STRUCTURES 
 
The development and improvement of high-throughput and genome-wide methods for the study of 
the RNA structurome allowed to investigate its role in the context of RNA viruses, revealing that 
RNA structure constitutes a full-fledged component of the viral genetic code. The presence of 
structural elements in the genome and transcripts of RNA viruses has been investigated in a variety 
of both simplified and complex biologically relevant states. These states include RNA transcribed in 
vitro and refolded, RNA gently extracted from virus particles or from infected cells, as well as RNA 
directly in native virus particles or in infected cells202. These analyses revealed a wealth of novel 
RNA structures across coding and non-coding regions linked by relatively unstructured regions. The 
major challenge remains to identify which of them are involved in viral functioning and could thus 
be potential targets for small molecules with antiviral purposes. This can be addressed considering 
the features of the investigated RNA structures. For instance, RNAs with relevant biological 
function are usually highly structured with architectures associated to low Shannon entropy203,204. In 
addition, these structures are likely to show evolutionary conservation205–207, as regions with 
functional importance are supposed to be preserved. An interesting approach can be to compare the 
behaviour of RNA structural elements in different biological states or contexts of a virus, such as in 
packaged virions versus in absence of viral proteins208,209. Differences in the reactivity profiles may 
indicate that particular structural arrangements are involved in specific functions (Figure 4). 
Another informative approach consists of identifying portions that if mutated disrupt the RNA 
architectures and reduce the viral fitness210,211, which are thus likely to contain functional motifs.  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Figure 4. Strategy to identify RNA structures involved in virus functioning 
Differences in the reactivity profiles of distinct viral biological states can be compared to identify sites of 
reactivity protections and enhancements, revealing state-specific RNA conformations, which may indicate 
a correlation with specific functions. In the figure, black, orange, and red bars indicate respectively low, 
medium, and high nucleotide reactivities.



Efforts in these directions have led to the identification of several viral RNA architectures that 
participate in different steps of viral life cycle. These include key functions in replication, reverse 
transcription, transcriptional regulation, viral protein translation, nucleocytoplasmic transport, 
virion packaging, and evasion of host immune responses212. Following are reported some notable 
functional RNA structures identified for HIV, which remains the most characterized RNA virus in 
this context, HCV, IAV, ZIKV and coronaviruses SARS-CoV and SARS-CoV-2. Relevant 
information regarding functional RNA structural elements is available in the literature for the other 
RNA viruses as well, such for EBOV213,214, DENV215 and YFV216. 
 
HIV  
The HIV RNA structurome remains the most extensively characterized with several RNA structural 
elements identified to participate in different steps of viral life cycle, including activating 
transcription, initiating reverse transcription, facilitating genomic dimerization, directing virion 
packaging, manipulating reading frames, and interacting with viral and host proteins217–219. To 
mention some of the most relevant examples, the 5’ leader of the HIV genome is arranged in 
specific structural elements, which constitute the packaging signal (Ψ). These structures are 
recognized by the viral Gag protein, which guarantees that the viral genome is selectively 
encapsidated220. The RNA adopts a tandem three-way junction structure, in which guanosines 
essential for both packaging and high-affinity binding to the Gag protein are exposed in helical 
junctions221, as shown in Figure 5a. Interestingly, small nucleotide perturbations of the packaging 
signal sequence cause catastrophic effects on viral infectivity222. Another interesting example is the 
dimerization signal. HIV contains two copies of genomic RNA that are non-covalently linked via 
interactions between specific sequences located near their 5′ ends, which are named dimer initiation 
sequences (DIS). These elements are structured in hairpin loops and are characterized by the 
presence of short palindromic sequence enabling intermolecular base-pairing, thus forming kissing-
loop structures223, as shown in Figure 5b. Genome dimerization is crucial for the retroviral life 
cycle, being involved in the selective packaging of the genome and regulating translation and 
reverse transcription, besides conferring the great advantage of allowing genetic recombination 
during reverse transcription, which increases genetic diversity224.  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Figure 5. HIV packaging signal (Ψ) and dimer initiation sequences (DIS) 
(a) The packaging signal adopts a tandem three-way junction structure and contains 17 unpaired or weakly 
paired guanosines (in red) that serve as binding sites for the Gag protein. (b) Location and mechanism of 
HIV RNA dimerization, which involves the DIS of two homologous stands (represented in red and green) 
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Another extensively characterized HIV RNA element is the trans-activation response (TAR) 
element. It is a repetitive RNA structural element located at the 5’ UTR, which serves as binding 
site for the Tat protein that consequently stimulates transcription by a complex mechanism that also 
involves host cell factors225. The Tat-binding site in TAR consists of a conserved RNA stem-loop 
with a pyrimidine-rich bulge (Figure 6a), which is conformationally dynamic but adopts a stable 
and ordered structure in complex with Tat peptide226. In a study it was shown that viruses containing 
mutations in the TAR RNA structure had dramatically reduced levels of gene expression compared 
to the wild-type virus227. Brief mention should be given also to the HIV Rev response element 
(RRE), which is a highly structured RNA element (Figure 6b) located in the coding region of the 
viral genome and functions as high-affinity binding site for the viral Rev protein228,229. The Rev-
RRE oligomeric complex (Figure 6c) mediates the export of the viral transcripts from the nucleus 
to the cytoplasm, where they are translated to produce essential viral proteins or packaged as 
genomes for new virions230. 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Figure 6. HIV trans-activation response (TAR) and Rev response (RRE) elements  
(a) Secondary structure of the TAR element. (b) Predicted secondary structure of a minimal RRE with the 
major stem loops labeled. Stem IIB is a well-characterized high-affinity site for Rev necessary but not 
sufficient for RRE function. (c) Schematic representation of how an export-competent Rev-RRE complex 
might form. Rev molecules assemble onto the RRE scaffold to form an oligomeric assembly 
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HCV  
The genome of HCV folds into complex structural elements scattered throughout all regions of the 
genomic RNA, as represented in Figure 7. These structures include highly conserved base-pairings, 
which are involved in elaborate secondary structures and long-range tertiary interactions. Recent 
evidence indicates that these RNA architectures represent discrete folded units that contribute 
directly to numerous aspects of viral lifecycle and infectivity231. For instance, the set of stem-loops 
located within the region encoding NS5B were shown to interact with RNA motifs in the 3’ UTR, 
resulting in a network of RNA elements essential for replication as disrupting these interactions 
caused impairment in viral replication232. In particular, these architectures are believed to direct the 
RNA polymerase for replication promoting the formation of a particularly robust replication 
complex233. In a study it was shown that the introduction of mutations aimed at disrupting the long-
range kissing-loop interaction between SL427 and SL588 abolished viral replication and 
infectivity234. T he same study showed that the disruption of the proper base-pairing of a stem loop 
within the domain SL1412 lead to the production of non-infectious virus, and it was proposed that 
this structures serve as an RNA packaging element necessary to interact with capsid proteins during 
particle assembly234. One of the most interesting HCV structural elements investigated to date is a 
large and complex motif within the domain SL6038. This region of RNA toggles between two 
distinct structural states: a long stem-loop and a cloverleaf conformation. Genetic and functional 
analysis suggests that this region switches between different conformations during different phases 
of the HCV lifecycle, as locking the structure into the stem-loop conformation abolishes viral 
replication234. Interestingly, it was proposed that the overall secondary structural organization of the 
HCV genome has implications for evasion of the human immune system, as 90% of helices are 
limited to seven base pairs or less, perhaps to avoid recognition by innate immune sensors that 
detect double-stranded RNA235.  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Figure 7. RNA structural elements in the HCV genome 
Representation of the secondary and tertiary structural elements of the HCV genome. Labels at the bottom 
indicate the region of the genome where structures are located. Long-range tertiary interactions are 
depicted in dark grey. Alternate stem-loop and a cloverleaf structures of SL6038 are depicted 



One of the most notable and characterized HCV RNA elements is the internal ribosome entry site 
(IRES), which is composed by domains II–IV and located at the 5’ UTR236,237. The IRES element 
recruits ribosomes directly at the viral start codon and directs translation of the coding sequence 
without the need for most host cell initiation factors. Although the secondary structure of the IRES 
has been defined for two decades (Figure 8a), only recently the three-dimensional tertiary structure 
has been revealed thanks to high-resolution structural studies (Figure 8b). This helped to 
understand how IRES recruits and stabilizes the cellular translation machinery238. Basically, 
domains II and III of the IRES form large stem-loops that adopt extended structures, while domain 
IV forms a short and unstable stem that encompasses the start codon. The flexibility of these 
domains is critical for function, as they enable the IRES to recruit the 40S ribosomal subunit and 
initiate translation of viral genes. After the 40S subunit has been recruited, domain II reaches across 
the head of the 40S subunit, wedging open the mRNA binding tunnel to allow the HCV coding 
sequence to bind. For this to occur, the weak stem-loop in domain IV must unfold, explaining why 
stabilizing mutations within this stem-loop are detrimental to HCV translation239.  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Figure 8. Structural features of HCV IRES element  
(a) Secondary structure of the HCV IRES element. Domains of the IRES are colour-coded according to the 
legend. (b) Tertiary structure of the IRES element interacting with the 40S ribosomal subunit 
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IAV 
IAV transcription and replication imply that the RNA-dependent RNA polymerase recognizes a 
partial duplex structure that forms through circularization of the segments that compose IAV 
segmented ssRNA genome, which occurs by hybridization between conserved nucleotides at the 5’ 
and 3’ end of each segment240,241, as shown in Figure 9a. The resulting RNA duplex serves as 
promoter for transcription and replication, playing a crucial for the viral infection. In fact, the 
disruption of this structure leads to a non-infective form of IAV242. Figure 9b shows the structure of 
the IAV RNA promoter bound to the polymerase complex. Intriguingly, the peculiar RNA structures 
of the IAV genome are believed to direct reassortment between different IAV strains, which 
recurrently leads to the emergence of new pandemic influenza strains243. 
 

 

 
 
 

 
It was recently shown that also IAV mRNAs adopt specific structures in vivo244. In the same study, 
the authors designed mutations aimed at disrupting mRNAs structural domains and obtained viruses 
with a remarkably attenuated replicative capacity, demonstrating that IAV relies on these structural 
elements to promote efficient viral replication and infectivity. Figure 10 shows an example 
concerning the structural disruption of an IAV mRNA obtained by targeted mutations.  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Figure 9. IAV promoter 
(a) Terminal sequence of the IAV genomic RNA that functions as promoter for the RNA polymerase. The 
conserved 13 nucleotides at the 5’ end and 12 nucleotides at the 3’ end are boxed. (b) X-ray structure of the 
IAV promoter bound to the polymerase complex. PA, PB1, and PB2 are the polymerase subunits. The 5’ 
and 3’ ends are drawn in cyan and yellow, respectively. The right side shows the general view of the 
complex, while on the left are reported closer views. 
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Wild-type Mutant

Figure 10. Targeted disruption of IAV mRNA structural motifs  
The example reported refers to the structural disruption of the IAV mRNA segment 4 (HA), nucleotides 
1607-1670. The red triangles indicate the sites of the disrupting mutations. On the left site is shown the 
wild-type structure and on the right the mutant one



ZIKV 
Recent studies investigating RNA structures in the ZIKV genome identified a wealth of functional 
secondary structural elements as well as specific long-range intramolecular interactions involved in 
the viral infection210,245. For instance, the interaction between the SLA domain in the 5’ UTR and 
the E protein coding region, shown in Figure 11a, was proposed to a play role in virus replication 
and translation regulation. Interestingly, mutations disrupting this extended RNA interaction 
resulted in reduced virus infectivity, which was partially rescued by compensatory mutations aimed 
at restoring the RNA-RNA interaction210. A peculiar feature of ZIKV infection, which is a typical 
signature of flavivirus (ZIKV, DENV, YFV, CHIKV) infections, is the accumulation of abundant 
virus-derived non-coding RNA named flaviviral subgenomic RNA (sfRNA) in infected cells246. 
This RNA represents a product of incomplete degradation of viral genomic RNA by the cellular 
nucleases that stall at the conserved highly structured elements of sfRNA. In particular, the three-
dimensional architecture is mainly directed by two stem-loops that fold into intricate knot-like 
structures, which are stabilized by the formation of a pseudoknot and other long-range 
interactions247, as shown in Figure 11b. Although most of the underlying mechanisms remain 
unknown, sfRNAs have been shown to be responsible for viral pathogenicity and host adaptation, 
and mutations disrupting sfRNAs architecture compromise these functions248.  
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Figure 11. ZIKV RNA structural elements  
(a) Representation of the long-range interaction between the SLA domain in the 5’ UTR and the E protein 
coding region in the ZIKV genome. (b) Structure of the ZIKV sfRNA. On the left side is shown the 
secondary structure with stem-loops colour-coded and pseudoknot depicted. On the right side the crystal 
structure from different perspectives. Shown in orange and blue, the 3’ end of the first stem-loop wraps 
around the 5’ end of the RNA, inhibiting unwinding from the 5’ end
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SARS-CoV and SARS-CoV-2 
Coronaviruses, including SARS-CoV and SARS-CoV-2, bear the largest single-stranded RNA 
genome in nature, which is characterized by a highly conserved architecture consisting of numerous 
RNA structural elements (Figure 12) involved in the viral life cycle and infection249–251. 
 
The 5’ UTR region is highly structured and three major conserved stem-loops (named SL1, SL2, 
and SL4) have been identified in all coronaviruses groups252. Besides these, other SLs are present in 
SARS-CoV and SARS-CoV-2 reaching the total number of eight253,254, despite the fact that SL6-
SL8 are located downstream of the start codon of ORF1, but nevertheless they are usually regarded 
as part of the 5’ UTR (Figure 12). The SL1 has a functionally bipartite structure. On the one hand, 
the upper part of the SL1 must be folded and, indeed, destabilizing mutations introduced in the SL1 
of mouse hepatitis virus (MHV), a widely used model of coronaviruses including SARS-CoV and 
SARS-CoV-2, lead to defects in viral replication that can be rescued by compensatory mutations 
restoring the base-pairing255. On the other hand, the lower part of the SL1 needs to be structurally 
dynamic to establish a transient long-range interaction with the 3’ UTR, enabling the synthesis of 
subgenomic mRNAs (sgRNAs). Accordingly, studies showed that mutations in the lower part of the 
SL1 lead to defective sgRNAs synthesis256. The specific function of SL2 still remains to be 
determined, but it was shown that mutations disrupting the SL2 stem are not tolerated and lead to 
impaired sgRNAs synthesis in MHV257. The SL4 consists of a long bipartite hairpin (SL4a and 
SL4b separated by an internal loop) located right downstream of the transcription regulatory 
sequence at the leader (TRS-L). In MHV, the complete disruption of the SL4 structure, as well as 
the separate deletion of SL4a or SL4b, is tolerated, while the complete deletion of the SL4 is 
lethal258. These observations suggest that SL4 might function as a structural spacer, determining the 
proper orientation of the SL1, SL2, and TRS-L, possibly regulating the synthesis of sgRNAs.  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Figure 12. RNA structural elements in the SARS-CoV-2 genome 
Secondary structure of SARS-CoV-2 genome obtained through NMR spectroscopy. The principal RNA 
elements are highlighted, including the eight stem-loops (SLs) located at 5’ UTR, the frameshifting element 
(FSE) in the coding region, and the BSL and s2m located at 3’ UTR. In black are shown the untranslated 
regions and in orange the coding regions. Stop represents the end of ORF9

FSE
BSL



Also the 3’ UTR region of coronaviruses genome contains functional RNA architectures. The most 
proximal structural element is the bulged stem-loop (BSL), which was proven to be essential for 
viral replication in MHV259,260. The terminal portion of the BSL has been proposed to mediate the 
formation of an alternative mutually-exclusive pseudoknotted conformation by direct base-pairing 
with the loop of a hairpin located down-stream of the BSL261, as shown in Figure 12. The 
interconversion between the BSL and the pseudoknot structure has been proposed to act as a 
molecular switch, regulating viral RNA synthesis and modulating the transition between different 
steps of the negative strand synthesis262. Another highly conserved structure element of the 3’ UTR 
is the stem-loop II-like motif (s2m), which has a very particular geometry forming a sharp 90° kink 
in the helix axis that suggests this structure element might be involved in hijacking the host cell 
protein synthesis machinery263,264. 
 
The most well studied and characterized structural element in coronaviruses genome is probably the 
ribosomal frameshifting element (FSE)265,266. Programmed ribosomal frameshifting is an 
evolutionary strategy found in many viruses, which allows maximizing the coding content of 
genomes by providing a mechanism for the translation of overlapping reading frames267. Basically, 
the transition from highly expressed structural proteins to viral enzymes expressed at low levels 
occurs by a -1 frameshift during translation. Translational frameshifting is triggered by the interplay 
of two RNA motifs that compose the frameshift signal, which include a slippery sequence where the 
reading frame change occurs, followed by a structured region that stalls the ribosome. In the case of 
coronaviruses, the RNA frameshifting element consists of a slippery sequence, followed by a 
single-stranded spacer and a three-stemmed RNA pseudoknot268,269, which is shown in Figure 13. 
The threaded conformation has been proposed to be responsible for the ribosomal frameshifting via 
a torsional restraint mechanism270. Interesting studies showed that alternating the FSE structure in 
SARS-CoV and SARS-CoV-2 leads to impaired viral functions271–273. 
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Figure 13. SARS-CoV-2 frameshifting element (FSE)  
Representation of the secondary structure of the SARS-CoV-2 frameshifting element (FSE), which is 
characterized by a three-stem pseudoknot motif. The FSE in SARS-CoV differs for a single nucleotide (C 
instead of A) as highlighted

C in SARS-CoV



Besides the well-characterized structures within the 5’ and 3’ UTRs and the FSE, the coronaviruses 
genome is predicted to have an exceptionally high propensity to form stable RNA structures, 
significantly higher compared with that of other RNA viruses, including HCV that is one of the 
most highly structured viral RNAs to date274. The majority of transcription regulatory sequences at 
the body (TRS-Bs) reside within stem-loop structures, characterized by different degrees of 
exposure of the TRS core sequence. It is conceivable that these structures regulate the accessibility 
of the TRS-Bs to finely tune the synthesis of the different sgRNAs and in this way regulating the 
expression levels of viral proteins. It was shown that coronaviruses genome is more prone to form 
locally-stable secondary structures than long-range interactions and this preference might be 
involved in safeguarding the genome stability and ensuring translation fidelity275. Nonetheless, the 
existence of several long-range interactions has also been proven, such as interactions between 5’ 
and 3’ UTRs, which have been hypothesized to drive genome circularization276. In addition, some 
studies revealed the presence of RNA G-quadruplexes in coronaviruses genomes277,278. 
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RNA STRUCTURES AS TARGET OF SMALL MOLECULES 
 
The experimental results reported before indicate that disrupting viral RNA structural elements 
through mutations lead to impairment of viral functioning and fitness, supporting a potential 
antiviral therapy based on targeting viral RNA structures. A crucial aspect to consider consists in 
assessing to what extent it is in general possible to target RNA structures by small-molecules, 
following the logics of targeting proteins. The key point is whether RNA can form specific binding 
sites capable of binding small molecules, which can alter its architecture and functionality. Recent 
evidence suggests that this is the case, encouraging the idea that targeting RNA structures by small 
therapeutics molecule could be actually developed279–281. For example, many RNA riboswitch 
regulatory elements are known to bind diverse small-molecule metabolites, which alter their 
function282, as well as small-molecule antibiotics are known to bind bacterial ribosomal RNA and 
interfere with translation283. There is currently only one approved drug class that works by binding 
RNA, which consists in the linezolid antibiotics. They are broad-spectrum antibacterial agents that 
bind to the large subunit RNA of the bacterial ribosome and interfere with correct tRNA 
positioning, preventing the bacterial protein synthesis284. 
 
Although these encouraging insights, key challenges still need to be addressed in developing RNA-
targeting therapies285. After the identification of structured RNA involved in biological functions of 
interest, it is necessary to target them. In order to develop effective and safe treatments, the 
interaction between the target RNA and binding molecule must be as specific as possible. This 
implies that the target RNA contains RNA motifs with sufficient structural sophistication to 
guarantee the achievement of high affinity and specificity binding by small-molecules286. This is a 
crucial aspect that has been largely neglected in the early research in the field of RNA-targeted 
ligand discovery. In fact, past works identified mostly small-molecule ligands positively charged 
and with planar configuration capable of intercalating RNA in a nonspecific way, which bind to 
RNA with high affinity but low selectivity287,288. The approaches are however evolving rapidly, and 
the identification of targets that allow selective bindings in now a priority285,289. The structural 
complexity of a RNA molecule can be counted as the amount of information required to define it, 
which can be measured in bits290. One bit corresponds to the information required to distinguish 
between two possibilities, for example between purine and pyrimidine bases. The total information 
content for an RNA motif is given by summing the information content for every position in the 
target element. To have an idea about the entity of this type of description of the structural 
complexity, one should consider that 10 bits is equivalent to an expected occurrence of 1 in 1024 
nucleotides randomly taken. A structural element such as a short helix requires the information of 9 
bits to be described. To be a good quality target, an RNA motif should show a structural complexity 
of 30 bits, which corresponds to a motif that will occur roughly once in a billion nucleotides and 
therefore guarantee to be reasonably confident that an RNA target is unique in the human 
transcriptome290.  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Interestingly, motifs with a complexity exceeding 30 bits commonly contain high-quality pockets 
and clefts291. These arrangements are simply consequences of having a complex structure and can 
bind efficiently ligands, such as potential drugs (Figure 14). Therefore, there is a correlation 
between the structural complexity of an RNA structure and the possibility to target it with high 
affinity and selective, which makes the investigation and the choice of the target structural motives 
of remarkable importance and lead to the general preference of higher-order secondary and tertiary 
structures. It is important to note a potential RNA target not necessarily possesses adequate features 
to be amenable targets and this can be particularly challenging to assess due to the limitations of the 
current tools in identifying complex RNA structures with accuracy292,293. Besides the identification 
of an appropriate target, it is necessary to identify small molecules able to interact with it. Screening 
approaches and discovery strategies can be applied for identifying suitable molecules, including 
high-throughput screening and the use of molecules libraries, as well as structure-inspired rational 
design and computational modelling, which however require deep structural knowledge of the 
target that can be hard to achieve in the case of complex RNA structures294–296. Affinity and 
selectivity for the target cover the main focus, but pharmacological properties and therapeutic index 
must be considered as well in order to develop safe therapeutic molecules297. It is important to note 
that finding a functional balance between affinity for the target and pharmacological properties can 
be extremely challenging. The following section reports some screening methods currently used to 
identify molecules able to interact with RNA, which contribute in uncovering and elucidating the 
molecular logics underlying RNA-binding.  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Figure 14. RNA structures as target of small molecules  
RNA structural motifs, including helical regions, hairpin loops, bulges, multi-branched loops, internal 
loops, and long-range interactions like pseudoknots, fold in three-dimensional architectures creating 
potential pockets and clefts that enable the binding of small molecules. These arrangements are 
consequences of having complex structures, which leads to the preference in the target choice for high-
order secondary and tertiary structures in order to reach selective bindings



IDENTIFYING SMALL MOLECULES BINDING RNA 

Discovering compounds that target and modulate RNA still remains challenging, although over the 
past years innovative approaches have significantly improved our chemical knowledge about RNA 
binders298,299. In particular, many methods typically used for studying protein-binding compounds 
have been adapted for RNA, while others have been specifically developed exploiting the peculiar 
RNA features. Following are reported some of the most notable ones.  
 
Fluorescence-based methods  
Many methods for studying and assessing small molecules binding RNA involve fluorescent 
labelling of the RNA molecule. RNA can be labelled at its terminus with specific probes or 
internally with modified nucleotides and the fluorescence is then used to monitor physical changes 
that occur as consequences of binding300. For instance, the probe fluorescence emission can increase 
or decrease as result of the conformational change due to the RNA-ligand interaction301,302, as 
shown in Figure 15a. Other widely used methods for identifying small-molecule binding to RNA 
rely on conjugating RNA with a donor fluorochrome and an acceptor fluorochrome to form a donor-
acceptor pair303. The transfer of energy between the two fluorochromes occurs only if they are in 
close proximity, which can result from the conformational changes upon a ligand binding (Figure 
15c). Alternatively, other methods imply the presence of a quencher, which possesses the ability of 
quench the emission of the fluorescent probe304. The conformational changes related to the binding 
of a ligand displace the quencher and fluorescence emission can be detected (Figure 15b). Also, the 
alterations in molecular rotation through fluorescence polarization (FP) can be applied to investigate 
RNA-ligand interactions305. Basically, the sample containing RNA and small molecules is invested 
by plane polarized light and the interactions can be detected because the binding influences the 
molecular rotation of the species and cause retention of polarization (Figure 15d). Other physical 
changes that occur during binding and that can thus be considered for investigating RNA binding 
molecules include changes in molecular movement in a thermal gradient (microscale 
thermophoresis306) and alterations of RNA thermal stability (differential scanning fluorimetry307).  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Small-molecule microarrays  
A powerful approach to identify RNA-binding ligands consists of small-molecule microarrays 
(SMM). This method involves the printing of small molecules on specific surfaces, which usually 
are included in wells of plates308. Labelled RNAs are then hybridized to the printed molecules, 
while unbound species are washed away. Hits are identified by accumulation of the label in 
correspondence of spots where the printed molecule and RNA interact, as shown in Figure 16, and 
are then further investigated revealing features concerning the small molecule-RNA interaction. 
Interestingly, this method can include libraries of small molecules compounds and libraries of 
RNAs and thus allow the assessment of millions of binding interactions simultaneously309. 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Figure 15. Fluorescence-based methods to identify small molecules binding RNA  
(a) A single dye can probe local changes in the RNA structure induced by ligand binding and as result 
experience an increase or decrease in the fluorescence emission. (b) Quenching-based detection methods 
rely on the fact that conformational changes caused by the binding of a ligand displace the quencher and 
fluorescence emission can be detected. (c) The donor-acceptor pair allows measuring ligand binding as the 
two fluorochromes are in close proximity as consequence of the conformational changes that occur upon 
ligand binding. (d) Fluorescence polarization (FP) assays use plane polarized light to measure the 
molecular rotation of the fluorescently labelled sample. If the fluorescent binder is not bound to the dye, 
then its rapid molecular rotation results in depolarization. If the molecule does bind, then polarization is 
retained and that change is measured using a polarimeter

d

Figure 16. Small-molecule microarrays (SMM) to identify small molecules binding RNA  
Small molecules can be directly absorbed onto the surface of agarose-coated microarrays, which are then 
hybridized with a radiolabelled RNA library. Hits are identified by signal accumulation in the 
correspondent spot and further investigated



This method was recently applied in a screening approach named two-dimensional combinatorial 
screening (2DCS) whereby a library of array-immobilized small molecules was incubated with 
libraries of RNA secondary structures motifs310. The most avid interactions were achieved including 
excess competitor oligonucleotides. The bound RNA was then excised and sequenced, building an 
encyclopedia of privileged RNA secondary structure motif-small molecule interactions, which was 
then included in the online database Inforna311. Following this approach it is possible to define a 
chemical code for recognizing RNAs with small molecules, which can inform drug design.  
For instance, in the study molecules composed of the scaffold structure shown in Figure 17 were 
identified to avidly bind 5-nucleotide hairpins with preferential sequence composition.  
 

 

 
Surface plasmon resonance  
Surface plasmon resonance (SPR) is a technique typically used for studying protein-binding, which 
has been recently adapted for RNA. It consists on hitting with polarized light a metal surface at the 
interface of materials with different refractive indices. At the appropriate angle of incidence, surface 
electrons of the metal become excited and oscillate, absorbing some light while reflecting the rest. 
If one of the surface compositions is changed, its refractive index also changes, thereby shifting the 
resonance angle required to absorb light312. To apply this principle for investigating RNA-ligand 
interactions, RNA of interest is conjugated to the metal and the binding of molecules is detected as 
resonance shifting313,314.  
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Figure 17. Scaffold structure identified to bind 5-nucleotide hairpins  
The scaffold structure highlighted in the blue boxes was identified to avidly bind 5-nucleotide RNA 
hairpins with the respective preferential sequence composition indicated beneath



Mass spectrometry-based approaches  
Mass spectrometry (MS) offers an effective tool to study small molecules-RNA interactions, as it 
allows identifying complexes identity with high precision based on their mass. Dated approaches 
focused on direct MS detection of RNA-small molecule complexes315, while more sophisticated 
methods have evolved to apply the MS principle in a wider range of contexts316. This is the case, for 
instance, of the tool named automated ligand detection system (ALIS), which is an affinity-
selection mass spectrometry platform for the high-throughput screening of small molecules binding 
to macromolecules317,318. This approach, schematized in Figure 18, implies that RNA is incubated 
with mass-encoded small-molecule mixtures, then the complexes are purified by size exclusion 
chromatography (SEC), and subsequently dissociated through reverse-phase chromatography. 
Finally, the bound ligands are detected by high-resolution MS. ALIS has been recently applied to 
screen compounds libraries in binding RNAs allowing to identify selective binders319. In addition, 
in the same study cheminformatics evaluation of the ALIS generated data provided insight into the 
physicochemical properties and chemical substructures that direct general and specific RNA 
binding.  
 

 

 
NMR and XRC-based approaches  
Nuclear magnetic resonance (NMR) is a sensitive technique suitable for finding RNA binders, as it 
allows to identify the interaction by monitoring changes in the spectra of the RNA target upon 
addition of the ligand, or in the spectra of the ligand upon addition of the RNA target320,321. NMR 
based methods can be used to identify binding sites and dynamics and to determine binding 
affinities. X-ray crystallography (XRC) is commonly used to rapidly generate high-resolution 
structures of RNA-ligand complexes, but it implies some technical issues often difficult to 
overcome, such as the fact that crystal contacts may block ligand-binding sites322,323. However, it 
provides a powerful tool in many instances.  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Figure 18. Schematic representation of the automated ligand detection system (ALIS) procedure  
ALIS involves equilibration of the RNA target with a mixture of compounds (1), SEC purifying the RNA-
small molecule complexes (2), reverse-phase HPLC dissociating the RNA-small molecule complex (3), 
and MS that identifies small-molecule hits (4)



Virtual Screening  
An approach that can be used in parallel to experimental procedures for the study of RNA-ligand 
interaction is the virtual screening324,325. This approach allows sampling the chemical space on the 
RNA target 3D structure and predict the docking of large virtual libraries of compounds based on 
computer modelling. Molecular docking estimates the binding mode as well as the binding affinity. 
Although the numerous advantages in terms of saving time and costs related to in silico approaches, 
challenges with modelling the three-dimensional structure and conformational flexibility of RNA 
targets limit the virtual screening success, especially considering that RNA can undergo large 
conformational changes upon ligand binding326. In addition, still relatively few experimental RNA-
ligand structures are available to develop scoring functions calculating the free energy of ligand 
binding305. Nevertheless, docking algorithms are continuously improved and refined to overcome 
these issues, including more parameters describing the interacting behaviour of flexible structures 
and considering experimental observations. Some of the most reliable docking algorithms currently 
available are MORDOR326, DOCK327, DrugScoreRNA328, LigandRNA329, and RiboDOCK330. 
 
The previously described experimental procedures aimed at identifying small molecules binding 
RNA usually imply the use of compounds libraries to identify novel ligands. The screening of large 
compound libraries can result technically problematic against challenging targets such as some 
RNAs331. Fragment-based drug discovery can be applied to overcome this issue, which consists of 
screening smaller sets of fragments for chemical starting points332,333. Fragments are defined as 
having less than 20 non-hydrogen atoms and allow for efficient sampling of the chemical space. 
More complex compounds can then be built starting from the identified small compounds and 
screened to obtain the most suitable ones. Another interesting device in the context of screening 
compounds libraries rely on the use of dynamic combinatorial libraries generated through dynamic 
combinatorial chemistry334,335. This concept hinges on the use of ligand binding fragments that can 
undergo reversible chemistry to form more complex binders and whose reaction equilibrium shifts 
in response to the interaction with the RNA target. In other words, upon binding, the ligand drives 
the reaction equilibrium to make more of the high-affinity species and depletes low-affinity species 
from the pool. This approach has been shown to be really effective in identifying selective RNA 
binding molecules. Furthermore, as the final aim is to found small molecules targeting RNA with 
suitable pharmaceutical properties, it may be appropriate to focus on drug-like molecules libraries 
for the screenings297,336. 
 
In order to catalog the continuously growing knowledge about RNA-ligand interactions, several 
online searchable databases have been developed, such as the already mentioned Inforna, 
SMMRNA337, R-BIND338, G4LDB339, and NALDB340. They include the available small molecules 
known to bind RNA as well as the screening approaches applied to identify them and offer an 
extremely powerful tool in the RNA drug discovery research, providing insights about the 
molecular logics underling RNA binding.  
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ADVANCES IN TARGETING VIRAL RNA STRUCTURES 
 
Although the field of targeting RNA structural elements with antiviral purposes can be still 
considered on early development, some studies explored the inhibition of viral RNA function by 
small molecule ligands. HIV and HCV remain the most extensively studied and characterized in this 
context, but notable evidences are emerging also for other viral pathogens such as IAV and 
coronaviruses SARS-CoV and SARS-CoV-2341. 
 
HIV  
Several HIV RNA regulatory elements, including the previously described trans-activation response 
(TAR), Rev response (RRE), dimer initiation sequence (DIS), and packaging signal (Ψ), have been 
investigated for small molecules binding. The TAR element serves as binding site for the Tat 
protein, which consequently stimulates viral transcription, and it was early recognized that the 
disruption of the Tat/TAR complex by competing RNA ligands blocks the viral replication342,343. 
Therefore, numerous studies have focused on the discovery and design of TAR RNA-binding 
inhibitors following different approaches, making the TAR element one of the most characterized 
example in the field344–349. For instance, the knowledge about the molecular determinants allowing 
Tat to bind the TAR element were applied following a structure-based design methodology to 
design TAR-binding compounds, which were then confirmed through NMR350. Figure 19a shows 
the TAR element in complex with a synthetic small molecule ligand designed with this strategy. In a 
more recent study, a small molecule microarray screening of TAR hairpin RNA has been used to 
identify selective ligands from a library of more than 20000 drug-like molecules351. The 
thienopyridine derivative compound shown in Figure 19b was identified following this approach 
and its antiviral activity was positively confirmed in cell-based assays. Other recent studies 
identified promising TAR-binding compounds following different strategies, such as fragment-
based screenings352, fluorescent-based screenings353 and virtual screenings354, and the antiviral 
activity of some of them was positively confirmed in vitro assays.  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Figure 19. The HIV TAR element as RNA target 
(a) Model of TAR element in complex with a synthetic small molecule ligand, shown in yellow, identified 
following a structure-based design methodology. (b) Representation of the TAR selective ligand 
thienopyridine derivative identified through a small molecule microarray screening

a
b



The RRE element, which serves as binding site for the Rev protein required for the 
nucleocytoplasmic export of HIV transcripts, has been also largely explored in the context of small 
molecules inhibitors355–358. A study identified compounds able to disrupt the Rev–RRE interaction 
in a fluorescent-based binding competition screen of 1120 FDA-approved drugs and their antiviral 
activity was confirmed in cell-based assays359. Further NMR spectroscopic analyses revealed that 
these compounds interact with the RRE stem-loop IIB (SL-IIB), which overlaps with the Rev 
binding region. Figure 20 shows the complex between RRE SL-IIB and clomiphene, which is one 
of the most promising compound identified in this study. In another interesting study, surface 
plasmon resonance (SPR) was applied to identify compounds that bind RRE with submicromolar 
affinities313. 

 

 

 
 

Other interesting studies aimed at targeting HIV RNA structural elements applied different 
strategies, from libraries screenings to rational design approaches, to identify small RNA-binding 
molecules interfering with the recognition of the packaging signal (Ψ) by the viral Gag 
protein360,361, necessary for the viral genome to be encapsidated, and disrupting the specific 
structure of the dimer initiation sequences (DIS)362,363, which is crucial for several HIV functions. 
The antiviral activity was also positively confirmed in vitro for some of these compounds.  

 
Figure 21 shows the kissing loop dimer of the dimer initiation sequence 
(DIS) in complex with an inhibitory compound.  
 
 

 
 
 

!39

Figure 20. The HIV RRE as RNA target 
Best-scored model of a complex between the RRE internal loop IIB (gray) and clomiphene (green carbon 
atoms), built by docking the ligand into the structure of subdomain IIB

Figure 21. The HIV DIS as RNA target 
Model of the kissing loop dimer of the dimer initiation sequence (DIS) in complex 
with a small inhibitory ligand shown in yellow



HCV  
The most appealing and explored HCV RNA target is the internal ribosome entry site (IRES), which 
recruits ribosomes directly at the viral start codon so that the HCV genome can be translated364–370. 
Early studies screened molecules libraries for inhibition of IRES function in cell-based reporter 
translation assays and led to the discovery of some compound with moderate selectivity for the viral 
target371,372. More recently, a mass spectrometry-based screening of 180,000 compounds identified 
aminobenzimidazole derivatives as ligands binding the internal loop RNA of subdomain IIa of the 
IRES element373. In the same study, these compounds were shown to inhibit HCV in cell culture 
assays without causing cytotoxicity. Mechanism of action studies of aminobenzimidazole 
derivatives revealed that these compounds act as allosteric inhibitors of an RNA conformational 
switch in the IRES subdomain IIa and capture this subdomain in an extended conformation which 
blocks viral translation initiation374. X-ray crystallography has provided structural insight into the 
conformational states of the subdomain IIa switch in the absence375 and presence376 of inhibitor 
ligands, showing that in the extended conformation of the switch the bound inhibitor is 
encapsulated by a deep solvent-excluded RNA pocket as shown in Figure 22. Depth structural 
complexity and physicochemical properties of the ligand-binding pocket make the IRES subdomain 
IIa an ideal target for drug-like inhibitors development. Different studies applied fluorescent-based 
methods to investigate ligands obtained optimizing the previously identified aminobenzimidazole 
derivatives and recognized promising compounds with anti-HCV activity shown in cell culture 
assays377,378. Other studies identified interesting compounds following rational design approaches 
focused on the physical and chemical properties of the binding pocket of the subdomain IIa379,380. In 
addition, brief mention should be made of copper-binding metallopeptides that have been developed 
to target domains of the HCV IRES and damage the RNA through metal catalyzed cleavage381–383. 
These metallopeptides have been reported to effectively inhibit HCV in cell culture assays, although 
they hardly possess drug-like properties because of their large sizes.  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Figure 22. The HCV IRES as RNA target 
(a) Representation of the IRES subdomain IIa in the absence of inhibitors. (b) Crystal structure of the 
subdomain IIa in complex with an aminobenzimidazole derivative IRES inhibitor. The ligand is shown in 
yellow, while positions of two magnesium ions are indicated by green spheres. (c) Target recognition by 
hydrogen bonging and partial intercalation of an aminobenzimidazole derivative in the subdomain IIa

a b c



IAV  
The most appealing structural RNA element in IAV is the partial duplex that forms through genome 
circularization and functions as promoter recognized by the viral RNA-dependent RNA polymerase. 
In an earlier study, a fluorescent-based competition assay was used to identify compounds binding 
to the IAV promoter, but the impact of ligand binding on the promoter function was not 
investigated384. More recently, a study applied an NMR-based fragment binding screen on more 
than 4000 compounds (Figure 23a) identifying among the hit compounds the drug-like amino-
quinazoline385, which is represented in Figures 23b and 23c in complex with the IAV promoter. In 
the same study, a cell-based assay demonstrated the antiviral activity of the RNA promoter-targeting 
amino-quinazoline against different strains of IAV and no cytotoxicity was detected. In a follow-up 
study, amino-quinazoline analogs and derivatives were synthesized and tested showing improved 
binding affinity to the target and antiviral activity386. However, the investigators noted that direct 
inhibition of the viral RNA polymerase might have contributed to the antiviral activity of these 
compounds.  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Figure 23. The IAV promoter as RNA target 
(a) Schematic representation of the procedure followed in the NMR-based fragment binding screen, which 
identified the compound amino-quinazoline as IAV promoter inhibitor. (b) Model of the ligand-target 
complex derived by NMR spectroscopy of the IAV promoter bound to amino-quinazoline (shown in 
yellow). (c) Detail view of the ligand binding site in the NMR model 
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SARS-CoV and SARS-CoV-2  
The coronaviruses translational frameshifting element (FSE), which is the most studied and 
characterized RNA structure in the context of coronaviruses, has been explored for small molecules 
inhibitors binding. An interesting study used an in silico docking screening approach to identify 
SARS-CoV FSE ligands and revealed a diazepane derivative among the hit compounds, which was 
confirmed as an inhibitor of translational frameshifting in cell-based assays387. Figure 24 shows the 
proposed interaction modelling between the SARS-CoV FSE pseudoknotted structure and the 
diazepane derivative identified in the study, while the direct interaction was demonstrated  
measuring the ligand binding by surface plasmon resonance (SPR)388. In the same study, 
mechanistic analysis revealed that ligand binding reduces the conformational plasticity of the FSE 
pseudoknot RNA fold and thereby affects ribosomal frameshifting. In addition, it was proposed that 
enhanced frameshifting inhibitor ability of the diazepane derivative might be due to interaction with 
multiple targets besides FSE.  
 
 

 

 
More recently, efforts have been made to target the SARS-CoV-2 frameshifting element. Recent 
evidence has led to revise the FSE structural model indicating that besides the slippery sequence 
and the three-stemmed pseudoknot, it comprises an attenuator hairpin (AH), which can be targeted 
in order to impair frameshifting efficiency389,390. An interesting study applied a small molecule 
microarray screening to identify selective binders to the SARS-CoV-2 FSE attenuator hairpin391. A 
promising drug-like small molecule was identified among the hit compounds, which avidly bound 
to the FSE attenuator hairpin structure stabilizing the hairpin folded state. In the same study, the 
identified molecule was shown to reduce the frameshifting efficiency in cell-based assays. 
Intriguingly, the ligand was further elaborated by equipping with an RNase recruiting molecule in 
order to be able to recruit a cellular ribonuclease to destroy the viral genome, thus forming a so-
called ribonuclease targeting chimera (RIBOTAC)392,393. The RIBOTAC optimization strategy 
improved the bioactivity of the compound of 10-fold and a schematic representation of the working 
mechanism is given in Figure 25. 
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Figure 24. The SARS-CoV frameshifting element (FSE) as RNA target  
Proposed binding pose of the diazepane derivative in the active site of SARS-CoV pseudoknotted structure 
generated by computational docking  



 
 

 

 
Besides the frameshifting element, other SARS-CoV-2 RNA structural elements have been 
proposed to be the target of small molecules with antiviral purposes394. A study screened a small 
molecules library identifying amiloride derivative compounds as inhibitors of SARS-CoV-2 
replication395. Further NMR-based analysis revealed that these compounds specifically interact with 
structural elements located in the 5’ UTR, in particular with stem loops 4, 5 and 6. Another study 
focused on targeting a specific RNA G-quadruplex located in the coding sequence region of SARS-
CoV-2396. The authors identified compounds that inhibit viral translation both in vitro and in vivo 
by acting as stabilizer of the G-quadruplex structure.  

 

The examples here reported (namely compounds targeting HIV TAR, RRE, packaging signal and 
DIS, HCV IRES, IAV promoter, and SARS-CoV/SARS-CoV-2 FSE) represent some of the most 
advanced and promising RNA-targeting antiviral molecules identified so far. However, besides the 
remarkable amount of effort spent in developing them, some of their features still need 
improvement before hypothesizing to apply them in therapies. In particular, the most challenging 
aspect remains to find a functional compromise between high specificity for the target and 
pharmaceutical properties. Among the mentioned examples, the HCV IRES element possesses the 
most desirable physicochemical properties pursued in an RNA target, which make the related 
binding molecules the most promising compounds currently available.  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Figure 25. Working mechanism of RIBOTAC degrading SARS-CoV-2 RNA 
The RIBOTAC strategy implies that the SARS-CoV-2 AH binding molecule (shown in blue) is equipped 
with an RNase recruiting molecule (shown in green). Upon the binding, an RNase is recruited and gets 
activated by dimerizing, so that the SARS-CoV-2 RNA is cleaved



DISCUSSION AND CONCLUSION 
 
RNA viruses are among the most relevant human pathogens, counting an impressive high number 
of different species, which can cause more or less severe disorders and diseases. Given the fact that 
they are obligate intracellular parasites that utilize the cellular components to replicate and 
propagate, it results challenging to identify specific pharmaceutical targets for defeating them 
without harming the host. Impressive research efforts over the past 30 years have led to the 
development of different effective antiviral strategies which focus on the disruption of crucial steps 
of the viral life cycle. In particular, our current antiviral arsenal mainly relies on inhibitors of viral 
entrance and of viral enzymes, often combining the use of multiple compounds simultaneously. 
Alternative approaches have also been developed focusing on the use of antisense oligonucleotides, 
monoclonal antibody, the stimulation of the host immune system and vaccination, which remains 
the most efficient preventive approach notwithstanding that it is not available for many relevant 
RNA viruses. Nevertheless, it is importantly to note that RNA viruses are characterized by 
extraordinary evolutionary and adaptive rates, which make even more challenging to counteract 
them as they rapidly develop resistance. This implies the need of a continuous research for new 
antiviral compounds and strategies.  
 
In this regard, it has been recently recognized that viral RNA genomes and transcripts fold into 
complex and intricate structural elements involved in the viral infection and fitness and RNA 
structures are considered a full-fledged component of the viral genetic code. Several RNA 
architectures have been identified in different RNA viruses and have been shown to participate in 
different steps of the viral life cycle, including replication, reverse transcription, transcriptional 
regulation, viral protein translation, nucleocytoplasmic transport, virion packaging, and evasion of 
host immune responses. An emerging theme is that much of the RNA functional complexity is 
rooted in its ability to form intricate and dynamic structures, which allow interacting with other 
molecular components to elicit specific biological functions. Interestingly, mutations aimed at 
disrupting these RNA structures lead to impairment of virus functioning, and consequently it has 
hypothesized to target them with small molecules in order to develop innovative antiviral 
approaches. The realization of this strategy implies at first instance a deep understanding of the 
molecular logics that underlie RNA structuring, which correlates with the development of 
sophisticated tools to study this phenomenon. Remarkable advances have been reached in the field 
of RNA structure determination over the past years thanks to the development of innovative 
approaches that couple the traditional structural probing techniques with NGS technologies, 
reaching a point where it is feasible to characterize the RNA structure on a high-throughput and 
genome-wide scale. Nevertheless, there is still room for improvement and in particular it still 
remains challenging to determine RNA high-order tertiary and three-dimensional structures. On the 
other hand, it is necessary to understand to what extent it is possible to target RNA structures with 
small molecules following the logics of protein targeting. Although the recent evidence are 
promising and suggest that therapies based on targeting RNA could be actually developed, many 
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key challenges still need to be addressed. Insights in the field of targeting RNA indicate that it is 
crucially important to select RNA targets containing motives with sufficient structural complexity 
and sophistication, possibly with pockets and clefts, so that can bind ligands with enough affinity 
and selectivity. It is important to note that RNAs explicating biologically relevant roles, as RNAs 
involved in virus functioning, not necessarily possesses adequate features to be amenable targets 
and this can be particularly challenging to assess due to the limitations of the current tools in 
identifying complex RNA structures with accuracy. Another challenging point is the discovering of 
compounds that target and modulate RNA. Despite the fact that over the past years innovative 
approaches have significantly improved our chemical knowledge about RNA binding, efforts are 
still required to improve our ability to manipulate RNAs with small molecules. Although the field 
of targeting RNA structural elements with antiviral purposes can be still considered on early 
development, some studies explored the viral inhibition through RNA targeting and provided 
promising results in vitro studies. Nevertheless, these studies indicated that finding a functional 
balance between affinity for the target and pharmacological properties can be extremely 
challenging, which is however necessary to achieve in order to develop effective and safe therapies. 
Interestingly, most of these problematic issues are simply connected to technical limitations. The 
notable progresses and advances of the past years bode that currently technical obstacles in 
determining complex RNA structures and in identifying small molecules RNA binding possessing 
desired features will be soon overcome. In addition, predicting algorithms and software for 
computational modelling are constantly improving and their use can dramatically speed up 
experimental processes.  
 
Targeting RNA structural elements in the genomes and transcripts of viral pathogens offers an 
extraordinary opportunity to expand our repertoire of antiviral drug targets and to open the doors to 
a completely innovative antiviral strategy, which is of critical importance considering the worrying 
development of resistance against the currently available antivirals. One of the strongest and most 
promising point of RNA-targeting antiviral therapies relies on the significant observation that the 
RNA structures involved in viral infections are characterized by high structural complexity, which is 
indeed necessary to explicate their function, and at the same times gives them the features to be 
good targets for small binding molecules. Furthermore, these structures are evolutionary conserved 
because of their crucial roles, which promises a high barrier to resistance development.  
 
In my opinion, RNA-targeting therapies will be a concrete reality in the near future and not only in 
the antiviral context. Although it will probably take still a consistent amount on time, mainly in 
relation to the need of overcoming the current technical limitations, targeting RNA with small 
molecules will remarkably improve our therapeutic possibilities and the deriving benefits will be 
notable. I believe for these reasons that studying and understanding RNA biology and in particular 
the relation between RNA structure and function should be considered of essential interest. In the 
context of RNA viruses, the investigation of the function of RNA elements should be a priority, as it 
can reveal new potential targets and the direction for intervention. The promising early results in  
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targeting viral RNA structures should be taken as encouragement to invest serious research efforts 
in the field given its enormous potential.
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