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Abstract

MALORQA: A Machine Learning approach to Objective Reflection Quality
Assessment

by Rick DE JONGE

This thesis gives approaches to creating a machine learning model as an alternative
to an analytical approach, which determine the smoothness of a surface visible in
an image. It starts with describing what the analytical approach was set out to do,
and how a machine learning model could improve on this. It then clarifies some
important concepts, like what we mean by smoothness and how this can be visual-
ized, and an existing algorithmic way of categorizing this smoothness. The creation
of a dataset to identify this smoothness using machine learning is then explained,
including the generation and rendering of the data. A first attempt at the machine
learning program is defined, using machine learning on images of objects rendered
using the same reflection lines as used in the Objective Rendering Quality Assess-
ment (ORQA), of which the results are insufficient. A second attempt then builds
on this by increasing the information in the input using normal mapping, and it is
demonstrated that this improves both accuracy and speed of the learning process.
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Chapter 1

Introduction

Creating a smooth surface can be a monumental, but important task. Smooth sur-
faces can make creations more efficient (e.g. aircraft or machinery parts), they can
be more visually pleasing (e.g. art sculptures), or make an accurate reconstruction
of a real-world object. Since computer models of these creations are limited in the
amount of data that can be obtained or stored, algorithms have been created to fill in
the missing information in these surfaces based on the information present. These
algorithms do however have slight differences in their interpretations of the surface,
and need to be compared to find the complete surface most fitting the application it
is used for. These differences can be in speed (for real time calculations) and accu-
racy (how realistic is this given the information we have). While these algorithms
do have theoretical limitations, inaccuracies due to the limits of the algorithm do not
necessarily need to be present on the model itself. Creating an algorithm that can
accurately determine the smoothness of a surface based on a rendered model can
help in making the optimal choice in these cases.

In order to determine the smoothness of a surface based on the rendering of
a model, ORQA [6] was created to give an objective score to surfaces. A score is
assigned by mapping the derivatives of the polylines extracted from reflection line
renderings of the surface onto a linear score. An example of this can be seen in Figure
1.1, as can be found in [6].

~ = -

FIGURE 1.1: Samples from the ORQA dataset, the score indicating the
smootness of the reflection lines rendered. Images from the original

paper. [6]

While ORQA gives promising results, there are still extremes in the dataset the
authors created that were classified poorly, e.g. in the cases of certain polyline
lengths, which can be seen in Figure 1.2. The aim of this project is to change the
method for scoring the surface. Where ORQA used analytical and mathematical
methodologies to determine the results, a machine can learn aspects of the data that
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were not thought of before. A machine learning algorithm could train itself to rec-
ognize these now unknown patterns of the data.

(a) Score 2.24 (b) Score 2.01 (c) Score 1.00

FIGURE 1.2: Samples from the ORQA dataset, which were classified
incorrectly. The correct order would be an increasing score from left
to right. Images from the original paper. [6]

Where the original ORQA algorithm will assign a score to a surface, when train-
ing a new machine learning algorithm I will start with a smaller goal, in order to
discover the future possibilities. The goal of this MALORQA project is to determine
whether a machine learning algorithm for the ORQA project is possible. If this is the
case, we can determine whether this machine learning approach can produce better
results than the analytical approach.

Concretely, the goal of the implementation is to create a model that is able to
classify images into a smoothness category. For this classification, I will use the
C-notation, which I briefly explain in the next chapter. The created model will be
judged based on the accuracy of the classification, or the percentage of correctly
classified images the model was not trained on.

After explaining what is meant with smoothness in Chapter 2, I explain how the
input data for training and validation of the models was created in Chapter 3. Chap-
ter 4 and 5 outline two approaches to creating and training the models, one using
images with reflection lines, the other using color maps. Following that, the results
of the two approaches and further steps for the process are given in the discussion
and conclusion, Chapters 6 and 7.



Chapter 2

Smoothness

The aim of this project is to identify the smoothness of an object. In this paper,
this is done by analysing a surface of the object in question. The smoothness of a
surface can be classified using the C-notation. The lowest order in this system is the
C~! continuity, meaning a discontinuous surface. A surface with C" continuity is
connected, and its n-th derivative is also continuous. A C? continuous surface has a
discontinuous first derivative, a C1 continuity has a continuous first derivative, but
a discontinuous second derivative, and so on. The highest class of smoothness is
C*, of which all derivatives are continuous.

The images generated as the input dataset for the machine learning algorithm are
in the categories C°, C! and C?, depending on the techniques used to generate the
meshes. This process is described in Chapter 3.3. The smoothness in these images
may not be equal across the whole image. We can distinguish here between local
and global smoothness. Local smoothness is the smoothness measured at a single
edge, face or vertex. Global smoothness is the smoothness of the whole normal field,
determined by the lowest smoothness of each edge, face and vertex in the field.

Examples of the smoothness category of a curve, in two dimensions, can be
found in Figure 2.1.

(a) C~1, discontinuous data (b) CY, connected data

_/_1_’_\/1//_

(c) CL, continuous first deriva- (d) C2, continuous second
tive derivative

FIGURE 2.1: Smoothness categories visualisation, in two dimensions

In three dimensions, we can visualise this using reflection lines, which are de-
scribed later, to show the first derivative of the surface. In images like those in Figure
2.2, the derivative is taken in the vertical direction relative to the camera. Figure 2.2a
displays a continuous surface, with a discontinuous normal. This can be seen along
the red edge, where the reflection lines do not line up. Figure 2.2b, both the posi-
tion and the angle of the reflection lines on the edge meet, signifying a continuous
normal field.
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In general, the smoothness category of the normal field is one lower than the
smoothness of the surface itself. In some cases however, an object uses fake normals
to create a smoother object. In Figure 2.3, the reflection lines do meet at the edge,
but the angles are slightly misaligned. In this case the surface and fake normal field
smoothness are classified as C°.

(a) CY, connected data (b) C1, continuous first derivative

FIGURE 2.2: Surface smoothness categories visualisation, in three di-
mensions

FIGURE 2.3: An object with both surface and fake normal smoothness
Co



Chapter 3

Data Acquisition

To create the datasets for the machine learning process, a rendering program is
needed. The data that is fed to the machine learning algorithm is similar to the
images created for the ORQA program, but many more images are needed for an
accurate result. Concretely, I created a program that produces images based on an
input mesh. This input mesh is refined using multiple different interpolation and
subdivision techniques. A surface based on these meshes is then rendered, and this
rendering is saved as an image file. This chapter starts by explaining the interpola-
tion and subdivision techniques used, the specifics of the program, and the different
ways to show the smoothness of the surface rendered.

3.1 Code Base

The generation of the dataset was created in the Qt framework, using the C++ lan-
guage. The Qt framework can be used to easily create a user interface that helps
with generating images quickly. It also adds multiple libraries that allow easier cod-
ing of specific and often used features. The C++ language is suited to make quick
calculations while Qt allows for the use of higher level functions that allow for quick
implementation and to write code that is still readable, and therefore less error-prone
than other low-level programming languages.

3.2 Rendering Techniques

Since the mesh is simply a system of vertices and edges, they need to be shown using
reflection lines or normal maps, as described below, to allow an algorithm looking
at an image to determine what is in the image. There are different approaches to
render the subdivided or interpolated mesh to an image. Using the interpolation
techniques described below the program has access to the coordinates and normals
that correspond to the surface made up by the mesh. Using this information, we can
generate a color for each pixel in the image. The program can render the mesh using
the following maps from this information to a color.

3.2.1 Reflection Lines

This technique aims to construct black and white bands on the surface to visualise
the normal field. For each point on the surface, the normal is given. The angle
between this normal and the viewpoint is then calculated. A simple step function
then determines whether the color of the surface should be white or black.

This step function assigns half of the values to black, and the other half to white.
A flat surface would have unchanging normals, but their angle to the viewpoint will
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be changing at a constant rate, resulting in a surface with equally spaced bands. The
changing normal will result in bands that are thinner on a convex surface and wider
on a concave surface. Using this information, we can see irregularities in the normal
tield of the object, in parts of the surface where the bands are pinched. An example
of this can be found in Figure 3.1.

“

FIGURE 3.1: An area where the reflection lines are close together with

a very small width, a pinch indicating an irregularity in the normal
field.

3.2.2 Normal Map

Although the reflection lines are a useful tool for a human observer, they do lose
some information. Mapping each normal coordinate to a color does not suffer this
problem, but it makes it harder for a human to spot irregularities in the normal field.
The machine learning algorithms are improved by supplying them with more infor-
mation, and are excellent at spotting patterns in a normal mapped surface. A normal
is also easily mapped to a color. We can scale the angle between the normal and the
viewpoint from 0 to 255 and create a grayscale image, or take a normal with x, y and
z values from -1 to 1 and map those linearly to red, green and blue values between
0 and 255. Since in this project we are looking for the smoothness of an object, or the
change in the normals of the surface of this object, they grayscale normal map gives
enough information to continue. Using the normal of the surface makes sure that
only information about the surface’s curvature is used by the model. Using shading,
like reflection lines or Phong shading [7], adds unimportant information, e.g. depth
to the camera or angle to the light source, which may be detrimental to the resulting
model.

3.3 Interpolation and Subdivision Techniques

To obtain dense meshes with different types of smoothness, I started with simple
meshes consisting of only a few vertices, edges and faces. These meshes are then
either left simple, e.g. flatshading, subdivided before rendering, e.g. using Loop
[5] and Catmull-Clark subdivision [3], or interpolated while rendering, e.g. Point-
Normal Triangles [9] and Phong Tessellation. [2] The main difference between the
subdivision and interpolation techniques mentioned in this thesis are their place in
the pipeline. The subdivision of meshes is done on the CPU, which is slower but can
be stored and edited after the fact. The interpolation is done using tessellation, on
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the GPU, which is faster because of the large amount of parallelisation in the GPU.
The downside is that this information can only be used in this rendering stage of the
pipeline.

The smoothness of the resulting surfaces belonging to these meshes depends
on the technique used. The goal of interpolation and subdivision is to supply the
rendering process with information about the position and normal on each point in
the surface that is defined by the mesh.

3.3.1 Triangular mesh

The rendering of the mesh is done in two ways, either uniform over each face in
the mesh, or calculated per pixel based on the face and its vertices. In the first case,
the surface of the object is rendered using the positions present in the mesh. The
normals of each point on the surface is the average of the normals of the vertices of
the face it is on. This rendering technique is called flat shading. The continuity of
the reflection lines on the surface of a triangular mesh rendered using flat shading is
C~1 at the vertices and edges, where the normal field is discontinuous. The surface
itself is connected, and therefore smoothness CY. This is visible in Figure 3.2, where
the reflection lines on the vertical diagonal edges are not continuous.

FIGURE 3.2: Rendering an octahedron with flat shading and reflec-
tion lines.

3.3.2 Loop Subdivision

Loop subdivision [5] is a technique to subdivide a triangle mesh into smaller trian-
gles, based on quartic box splines [1]. The resulting mesh of a single subdivision
step will have four triangles in the place of each triangle in the original mesh, where
the position of the vertices of these new triangles are a weighted combination of the
previous triangle. This process can be repeated to create a denser mesh, in the limit
the result is called a limit surface.

A new vertex is created for each edge in the mesh. The position of this new
vertex is a weighted sum of the vertices of the triangles adjacent to the edge. The
two vertices at the ends of the edge are weighted three times more then the other
vertices of the triangles.

The new position of an existing vertex is also a weighted sum, over all the ver-
tices that share an edge with the current vertex. Loop’s original weights B were



8 Chapter 3. Data Acquisition

105341 0s ¥y
n\8 ‘8747,

with 7 being the valency of the vertex. The weight of the original vertex is (1 — n)
times the weight of the other vertices. In this project Warren’s [10] implementation is

calculated as

. . 6 8n
used instead, where the weights are — when the vertex has valency 3, or 3 when

the valency is higher. These weights were chosen because of the lower computation
time.
The results of this subdivision on a simple mesh can be found in Figure 3.3.

(b) The mesh subdivided (c) The mesh subdivided

(a) No subdivision .
once twice

FIGURE 3.3: A simple mesh, subdivided using Loop’s algorithm

The smoothness of a limit surface created using Loop’s technique is C? every-
where, except at extraordinary vertices (EVs), vertices without valency six, where it
is Cl. An example of this can be seen in Figure 3.4, where the reflection lines around
the front vertex of the octahedron, an EV with valency four, are pinched, but still
continuous.

FIGURE 3.4: Rendering an octahedron with reflection lines, after the
mesh has been subdivided using Loop subdivision nine times.
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3.3.3

Catmull-Clark Subdivision

Catmull-Clark subdivision [3] is a technique to subdivide meshes. The algorithm
works best on quadrilateral meshes, where it creates four new faces for each face
in the previous mesh. Other shapes, like triangles, are subdivided into quads in
their first subdivision. In the limit, this technique produces regular bicubic B-splines
surfaces. Each iteration of the Catmull-Clark algorithm goes through the following

steps,

1.

which are applied to the mesh to create a denser mesh:

Create new face points: A face point is a vertex in the subdivided mesh that is
placed at the average location of all vertices of a face in the original mesh.

Create new edge points: Edge points are vertices in the subdivided surface
that are created for every edge in the original mesh at the average location of
4 points: the end points of the original edge and the face points created in the
previous step for the 2 faces adjacent to that edge.

Create new vertex points: For each vertex in the original surface a vertex is
added to the subdivided mesh. The location of this vertex is determined by the
average % +2R 4 @, where Q is the average of the face points of adjacent
faces, R is the average of the edge points of all outgoing edges, S is the location

of the original vertex and 7 is the valency of that vertex.

Create new edges: Edges are created by connecting each face point to all its
adjacent edge points and each edge point to its adjacent vertex points.

Create new faces: A new face in the subdivided surface is defined as the linear
space enclosed by edges created in the previous step.

Applying this process to a regular cube results in a mesh as in Figure 3.5.

(a) No subdivision (b) The mesh subdivided once (c) The mesh subdivided twice

FIGURE 3.5: A simple mesh, subdivided using the Catmull-Clark al-
gorithm

The smoothness of a Catmull-Clark subdivided limit surface is similar to one us-
ing Loop subdivision: C? everywhere, except at EVs, vertices without valency four,
where it is C!. Figure 3.6 is an example of an octahedron, rendered using reflection

lines.
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FIGURE 3.6: Rendering an octahedron with reflection lines, after the
mesh has been subdivided using Catmull-Clark subdivision seven
times.

3.3.4 Point-Normal Triangles

The first interpolation technique used in this project is the Point Normal (PN) tri-
angle method [9], which can be used on triangle meshes. The new coordinates of
the points on the surface are interpolated cubically, whereas the normals are inter-
polated quadratically, calculated independently for each triangle in the mesh.

The smoothness of the surface on a single face interpolated using PN triangles is
C*, but on edges between faces this is only C’. An example of this can be seen in
Figure 3.7, where the sharp angles of the reflection lines on the edges can be seen as
the indication of a connected but suddenly changing normal field.

FIGURE 3.7: Rendering an octahedron with reflection lines, after the
mesh has been interpolated using PN triangles, using a tessellation
level of 50.
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3.3.5 Phong Tessellation

Phong Tessellation [2] is based on the same principles that make up Phong shading
[7], namely to interpolate the normals of the triangle vertices to calculate the normal
of a point. This process consists of three steps:

¢ Compute the linear tessellation of the given triangle.

¢ Project the resulting points on planes tangent to the triangle’s normals.
¢ Compute the barycentric interpolation of the projected vertices.

* Interpolate between flat tessellation and Phong tessellation

The final step here is weighted using a variable a, which is suggested to be

4
around § In this project, 5 resulted in optimal renderings and will be constant

from here on. The above steps result in an estimated position for the selected vertex,
after which a weighted average of the old and estimated vertices is taken. Like PN
Triangle surfaces, the global smoothness of the surface is C’, as can be seen in Figure
3.8, with the same reasoning as for PN triangles.

FIGURE 3.8: Rendering an octahedron with reflection lines, after the
mesh has been interpolated using Phong tessellation, using a tessel-
lation level of 50.
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Chapter 4

Reflection Line Approach

Machine learning experiments were done using images of subdivided and interpo-
lated meshes, rendered using reflection lines, similar to the ORQA project. This
attempt aimed to eventually reach output comparable to the ORQA project, given
the same input as that program, where an image would be given a score based on the
smoothness of the rendered object. This process was divided into multiple simple
steps, in order to gradually build to this goal.

4.1 The Machine Learning Program

41.1 Code Base

The program was coded in the Python programming language, using the Tensorflow
library specifically designed for the creation of machine learning programs. This
library is well-known and used in for academic purposes already, and is currently
on its second major version. It is well documented too, which allowed me to select
the specific implementations which were appropriate for the project.

Python itself is easy to learn, and it is easy to learn the functions of new libraries.
Using Pycharm and the build-in debugger and syntax highlighting allows for quick
development and a relatively clean codebase.

4.1.2 Parameters

Building on the structure provided by Tensorflow, the main parameters to tune are
the machine learning model and the input to the program. The Tensorflow library
supplies functions to load large amounts of data and supply this data to the model
efficiently, and to save the resulting model parameters. Attempts were made to sim-
plify the process, e.g. by simplifying the image format, but using the provided
dataset structure was more efficient without spending too much time modifying
code.

4.1.3 Input Data

To start with a simple dataset, simple meshes were used to render the input data.
These simple meshes include a cube, icosahedron and octahedron. These meshes
were then subdivided or interpolated using the described methods, and rendered
using reflection lines. To ensure the program had uniform input, the objects were
centered to the frame and close enough to show no background. This was done
because the model would learn to identify contours instead of identifying the surface
smoothness using patterns in the reflection lines. A sample of this dataset can be
found in Appendix B. To artificially create a larger dataset, the images were rotated
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Method Isolines Subdivision Tessellation Global surface
steps level smoothness

Triangular mesh 60-100 o

Loop 30-60 89 Ct

Catmull-Clark 30-60 6-7 Clt

Point-normal Triangles | 30-60 50 c?

Phong Tessellation 30-60 50 c?

TABLE 4.1: Program settings
+ The smoothness of the surface is C? for any initial mesh without
EVs.

and the zoom level was changed slightly in multiple copies of the original image.
The exact settings of the generation of the datapoints can be found in Table 4.1.

The full dataset was created using a few different basic meshes, namely an Icosa-
hedron, an octahedron, a cube. Along with these meshes, variations on these were
created by perturbing the position of certain vertices to create different angles be-
tween the faces of the mesh. These meshes were then subdivided or interpolated,
for each of these techniques, a number of images were taken of the mesh, where the
mesh was rotated randomly along all three axes. For the largest set of 20000 images,
this number was 500 images per technique per mesh.

To train the model, two sets of images are needed, namely a training set and a
validation set. The Tensorflow dataset structure that loads the images allows us to
directly split the input data into two, with a parameter of the ratio between the two
sets. In this experiment, 20% of the data is randomly chosen to be the validation set,
and the other 80% as the training set.

4.14 Machine learning Model

The main variable of this part of the program is the model itself. This model con-
sists of several layers and the metrics for improvement. While the library has many
different kinds of layers available to slot in here, these are the most useful for iden-
tifying slopes in a two-dimensional image:

* Rescaling
This is a processing option that rescales an image with color-values between 0
and 255 to one with values between 0 and 1, since the algorithms are optimized
with this scale in mind.

¢ 2D convolution
A convolution tries to discern patterns in smaller areas of the image. This filter
can look at a small area, say 3 x 3 pixels, for example to learn extreme changes
in areas or look at larger areas, say 11 x 11 pixels, to learn a particular curvature
in the texture.

¢ 2D MaxPooling
This filter is used to decrease the size of the data. This uses the values of the
pixels in an area and results in a single value for this area. This result is the
maximum value of the input for MaxPooling.

¢ Flatten
At some point, it does not make sense to represent the data as a 2D object
anymore. At this point, the data is flattened, turning it into a simpler 1D tensor.
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¢ Dense
These are the simplest layers for a multi-layer perceptron, a 1D tensor of nodes.
Once patterns have been established in the previous layers, this layer’s nodes
represent certain combinations of the previous nodes, weighted by a variable
for each node. The final layer of the whole model will be a tensor consisting of
one node for each category, of which the highest valued node will be returned
as the category assigned to the input image.

The metrics of the model we can change are the following:

¢ The value metric
This is the metric we want to optimize. In this project, the aim is to be able to
accurately predict the smoothness category of a surface. The accuracy param-
eter here means that the model will optimize for the most relative amount of
successfully classified images in each batch.

¢ The loss function
The loss function used here is the cross-entropy [8] between the true labels and
the predicted labels.

* The optimizer method
The optimization technique can be specified to control how the model will
optimize the value metric. The difference between loss functions was not sig-
nificant during the training in this project, so the Adam optimizer was used,
which is a stochastic descent algorithm [4].

The starting model was based on the basic Tensorflow model, which could iden-
tify different animals. This model started with three convolution layers, followed by
two dense layers, as specified in Figure A.1. From there the model was changed to
include more or less convolution or dense layers, or to increase or decrease the sizes
of these layers, as can be seen in Appendix A.

4.2 Results

The results of these tests can be found in Figure 4.1 As is clearly visible here, the
machine easily learns the properties of the test dataset, and accurately classifies those
images. The validation sets however are classified only a little better than a random
choice. The results for this dataset are still consistent.

Dataset of 6250 images

FIGURE 4.1: Training a model on images rendered using reflection
lines.

Increasing the size of the dataset could improve the result, as can be seen in Fig-
ure 4.2. Here, one attempt to training the model resulted in a validation accuracy of
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over 80%. This increase in size does however significantly increase the time it takes
to complete the learning process. This time consuming nature combined with the
widely varying results make this approach not good enough to eventually classify
more complex images that would need to be trained on an even larger dataset. Some
results of the training lead to models that are as good as a random guess, as can be
seen in a single result in Figure 4.2. While there is still some variation in the results,
in this variation the model, only a single small dense layer was used. This suggests
that too little of either convolution or dense layers, combined with a model that ends
up learning the wrong aspects of the images can lead to outliers that are not useful
for further refinement.

Dataset of 20000 images

00 05 10 15 20 25 30 35 40
Epoch

FIGURE 4.2: Increasing the size of the dataset to 20000 images.

Through this test which increases the size of the dataset, we can see that increas-
ing the amount of data could improve the results of the learning process. But since
these results are not very consistent, creating other ways to supply the machine with
more information to learn from would be the next step in improving the results.
Starting with a better controlled dataset could also lead to the model learning the
right information, and rely less on the size of the dataset alone.
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Chapter 5

Color Map Approach

Since the first attempt at a machine learning model to categorize smoothness of an
object did not give useful results, some core ideas about the project needed to be
changed. Firstly, the input data immediately tried to be comparable to the input
that ORQA was created to analyze. A simpler start would reach a higher validation
accuracy more quickly. Secondly, the input was still filtered to allow for a human
opinion on the image, while a machine can easily parse more information.

5.1 Input Data

The goal for this second attempt is to see the effects of feeding images into the ma-
chine learning program which are more information dense. This is done by using
normal mapping instead of rendering the objects using reflection lines. This means
that more information can be learned than just the edges of the reflection lines. Mod-
elling the more detailed slopes of the normals of the rendered object can result in a
more accurate estimate of the smoothness of this normal field.

5.1.1 Input Meshes

The previous meshes used to render the images of the first attempt were simple
meshes, but this approach may still create too many different local smoothness areas
in the image. Some of the used subdivision and interpolation techniques have a
different smoothness category at different valency vertices, so the images taken will
focus on these differences. The images will focus on either a vertex or an edge, with
valencies ranging from three to six. This means that only a single vertex or edge of
the original mesh (before any subdivision or interpolation is used) is visible in the
image.

To generate enough data for a model to train on, the rendered vertex or edge
was not centered to the image, and the resulting images were rotated around the
center. Different zoom levels were also used to create differences in the dataset.
For the dataset with 8000 images centered on vertices, 400 images were taken for
each technique and mesh combination. As with the previous approach, 20% of these
images were randomly selected as validation data, while 80% were training data.

Examples of this generated dataset can be found in Appendix C.

5.1.2 Program Settings

The change in the rendered input meshes results in a global smoothness determined
by both the subdivision or interpolation technique and the valency of the edge or
vertex displayed. The label smoothness categories used to train the model can be
found in Table 5.1.
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Mesh vertex valency | 3 4 5 6

Triangular mesh coO cv ¢V C°
Loop ct ct ct c?
Catmull-Clark ct ¢ ct ¢t
PN triangles co ¢t ¢ ¢
Phong Tessellation | C® C° % (9

TABLE 5.1: The smoothness of the rendered surface using the tech-
nique displayed left, created from a mesh with vertices of valency as
displayed above.

5.2 Results

The first tests were to establish the usefulness of training on edges or vertices. The
Figures 5.1 show that, the vertices are more useful to the model to classify the smooth-
ness of the shown surface. Training on the edges show a limit in accuracy, 5.1a
plateaus almost immediately, while the accuracy in 5.1b is simply much lower than
the others. Most notable on the positive side are Figure 5.1c, where the validation
accuracy approaches 90%, and 5.1f, in which the validation accuracy is higher than
the training accuracy. This resulted in the choice to let the model train on vertices ex-
clusively. For now, this could achieve the best accuracy. In future tests with a larger
surfaces, like the surfaces in the ORQA test images, multiple vertices will likely be
visible in the image, so the images that cannot be classified using results following
from this conclusion will be minimal.

Basic model, 12k images, 4 categories, 6 models Lo, Basic model, 2k images, 4 categories, edge, val=4
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Basic model, 2k images, 4 categories, vertex, val=3

zzzzz

(a) Edge, mesh with vertex va- (b) Edge, mesh with vertex va-

lency 3 lency 4 (c) Vertex, valency 3

Default model, vertex valency 4 Basic model, 2k images, 4 categories, vertex, val=5 Basic model, 2500 images, 3 categories, vertex, val=6
10

(d) Vertex, valency 4 (e) Vertex, valency 5 (f) Vertex, valency 6

FIGURE 5.1: The basic model (A.1) trained on a single edge or vertex.

After deciding on the content of the dataset, this dataset was used to train all
the models as they were in the previous attempt. Some of these results are shown
in Figure 5.2. Out of these results, of which the models were chosen to vary in
different ways compared to the default model, the model that increased the amount
of convolution layers achieved the highest accuracy, as seen in Figure 5.2b.

From this most prominent model, variations were made to increase the accuracy
further. Some of the attempts can be seen in Figure 5.3a, while best results are shown
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layer. dense layer.

FIGURE 5.2: Different models trained on a dataset focused on vertices
of different valencies.

in Figures 5.3b and 5.3c, where the validation accuracy reaches and stays around
90%. In these figures, the validation accuracy is higher than the training accuracy.
This means that the model learned the characteristics of the categories, instead of the
details of the images in the training set. While this is unusual in machine learning,
this does mean that the model is not overfitting, in which a model learns details of
the training data which are not representative of the data as a whole. Both valida-
tion accuracies do plateau in fairly quickly in the learning cycle, which means that
increasing the time the model learns the data will likely result in overfitting if the
learning continues.

Variations on the model with more convolution filters
— Training Accuracy More convolution layers, 4 categories, vertex, val=3-6 4 categories, vertex, val=3-6
10
Validation Accuracy

06 W .%M / £os /
7 .
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(a) Multiple variations on

Model A .2c. (b) Model A 4a. (c) Model A.4b.

FIGURE 5.3: Slight adaptations on Model A.2c, highlighting the two
best performing adaptations.






21

Chapter 6

Discussion

The best results of the previous experiments classify the smoothness present in an
image 90% of the time. This means that so far this method is not as reliable as ORQA,
which is more nuanced in it’s conclusion, giving a score instead of a defined cate-
gory. More importantly, when using ORQA, there are some known patterns in the
images that can cause less accurate results. With the machine learning approach, it
is yet unknown which patterns in the input give inaccurate results. Getting to the
optimal solution is hard in itself. So far, some machine learning models have had
large differences in the accuracy when training on the same architecture multiple
times, so training the machine learning model likely has to be executed more than
once to reach a good result.

While overfitting is present in the models, it is hard to determine partly through
training whether this state has been reached. Multiple machine learning models
have fluctuated heavily in their evaluation of the validation data, sometimes over
20% between epochs. However, in the best results the validation accuracy for each
training epoch seems to peek or steadily come to a plateau.

Despite these problems, this technique still has clear pathways that can be ex-
plored in order to increase this accuracy, compared to ORQA which is mostly work-
ing as intended. The main improvement is the creation of a dataset which is much
larger, and includes more realistic meshes, which were left out here due to time con-
straints. A model training on a larger and more varied dataset, while taking much
longer to train, will be more stable and reach a better validation accuracy. While
various model architectures were investigated, there are numerous small variations
left, and more than are vastly different.

The experiments have also not included other Tensorflow model layers other
than convolution, maxpooling and dense layers. Other layers like cropping or aver-
aging layers may be useful in selecting the right areas for the model to train on or
to disregard unimportant details present in the image. Other tools from and beyond
the Tensorflow library could also improve the results presented here.
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Chapter 7

Conclusion

Creating a machine learning model is a long and detailed process. The dataset needs
to be generated, the machine created and the variables tuned. In this project, the way
towards competing with the original ORQA project using machine learning is still
incomplete. Step by step however, progress is made. Starting with creating a dataset
that allows a model to train itself to recognize the areas around a vertex to indicate its
smoothness. While more complicated data needs more time to train, this project has
proven that such a machine learning model can achieve an acceptable accuracy on
simple renderings. The specific architecture used for this is still to be tuned further,
but this should be done weighing the time it takes to tune versus the accuracy it
needs to achieve.

All in all, the goal of creating a machine learning model that is able to distin-
guish between different smoothness categories has been achieved, if only on simple
rendered surfaces. This project gives a foundation to increase the accuracy and com-
plexity of such a machine learning model, and concludes that a machine learning
approach to this analytical problem of determining smoothness is possible, but for
now the alternative is still better.
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Model Diagrams
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FIGURE A.2: Variations on the model shown in Figure A.1.
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Appendix B

Input Data Samples, Reflection
Lines Approach
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FIGURE B.1: Samples of the input data, from rendering a cube. Ren-
dered using flat shading. These images were labeled as smoothness
Cco.
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FIGURE B.2: Samples of the input data, from rendering a cube. Ren-
dered using PN triangles (a, b) and Phong tessellation (c, d). These
images were labeled as smoothness C°.
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FIGURE B.3: Samples of the input data, from rendering a cube. Ren-
dered using Loop (a, b) and Catmull-Clark subdivision (c, d), labeled
as smoothness C!.
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Appendix C

Input Data Samples, Color Map
Approach

-

FIGURE C.1: Samples of the input data, around a vertex with valency
3. Rendered using flat shading, labeled as smoothness C°.

(@ (b) (© (d)

FIGURE C.2: Samples of the input data, around a vertex with valency
3. Rendered using PN triangles (a, b) and Phong tessellation (c, d),
labeled as smoothness C°.
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FIGURE C.3: Samples of the input data, around a vertex with valency
3. Rendered using Loop (a, b), and Catmull-Clark subdivision (c, d),
labeled as smoothness category C'.

Vl

FIGURE C.4: Samples of the input data, around a vertex with valency
4. Rendered using flat shading, labeled as smoothness C°.

(a) (b) (©) (d)

FIGURE C.5: Samples of the input data, around a vertex with valency
4. Rendered using PN triangles (a, b) and Phong tessellation (c, d),
labeled as smoothness C°.

FIGURE C.6: Samples of the input data, around a vertex with valency
4. Rendered using Loop subdivision, labeled as smoothness C!, and
Catmull-Clark subdivision, labeled as smoothness C2.
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