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Abstract

This Bachelor Integration Project introduces communication delays within a distributed
control scheme for DC microgrids. The distributed control scheme without communication
delays is designed to achieve two control objectives: current sharing and average voltage
regulation. A distributed control system depends on exchanging measurements of connected
local controllers via a communication network. By introducing communication delays that
may occur in the communication between controllers, the performance of the controller is
evaluated. Simulations with constant delays over one of the subjected parameters indicate
that the system shows robustness against delays to some extent. However, when delays are
simulated over both parameters, the system is robust only to small delays and thus needs
further improvement to validate stability and reliability under the influence of communication
delays.
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Chapter 1: Introduction

1.1 Introduction to microgrids
The electric power system is the most complex managed power system. As demand increases
per year and the conventional energy sources gradually exhaust, an alternative energy source
to sustain the growth of power generation in the future is required (Kaur et al., 2016).

Solutions entail implementing a cluster of loads and micro sources operating as a single local
controllable system (Delfino et al., 2018). In general, such a cluster is defined as a microgrid
and is a low voltage electrical distribution network, composed of Distributed Generation Units
(DGUs), loads, and storage systems interconnected through power lines (Cucuzzella et al.,
2018). Renewable energy sources (RESs) are implied mostly as small scale DGUs in microgrids
(Kotpalliwar et al., 2015). The microgrid can either be connected to the main power grid, or
operate in isolated mode reliant on its own generation capacity (Saleh et al., 2018).

Most microgrids have been implemented as Alternate Current (AC) microgrids as they match
the characteristics of the conventional AC grid. AC microgrids are a logical consequence of the
extensive experience with large AC grids, the wide availability of AC loads, and the maturity
of the inverter industry in converting Direct Current (DC) power into AC power (Zubieta,
2016).
However, many sources and loads (e.g. photovoltaic panels, batteries, and electronic appliances)
can be directly connected to DC microgrids by using DC-DC converters, making DC microgrids
in some situations more efficient than AC microgrids (Trip et al., 2018). Because of their
reduced complexity, DC microgrids are often deployed where reliability is essential (Zubieta,
2016).

In literature, two control problems of DC microgrids have been addressed and are respectively
(1) current sharing, and (2) average voltage regulation. Current sharing within the microgrid
prevents the overstressing of any source. It is desired that the total demand of the network
is shared among all the various DGUs proportionally to the generation capacity of their
corresponding energy sources (Trip et al., 2018). Moreover, regulating the voltages is required
to ensure the proper functioning of connected loads (Cucuzzella et al., 2018). In particular,
achieving both objectives simultaneously has proven to be a challenge. However, in Trip
et al. (2018) a distributed control scheme is proposed which achieves both current sharing
and average voltage regulation. These objectives are achieved independently of the initial
condition of the controlled microgrid, require only measurements of the generated currents
(no voltage measurements are needed), are independent of the microgrid parameters, and the
topology of the used communication network.

Communication networks are implemented in distributed controllers to exchange local mea-
surements between neighboring nodes to control the system more locally than centrally. This
network consists of multiple communication lines between the connected nodes (Trip et al.,
2018). That said, when data is exchanged via a communication network, the system is
inevitably exposed to potential time delays as it always suffers from communication limitations
(Ding et al., 2018). Therefore, it is important to include these delays at the design stage of
the controller to ensure reliable and stable performance.

1



2 CHAPTER 1. INTRODUCTION

1.2 Thesis Outline
The structure of this thesis is as follows: in chapter 2, the problem context, the system
description, stakeholders in the research and the problem statement are covered. Subsequently,
the research goal and questions are discussed in chapter 3, as well as the strategy of this
research. The validation of the research is addressed in chapter 4.
Chapter 5 introduces the mathematical model considered in this research and includes the
control objectives which will evaluate whether the system under communication delays,
introduced in 6 and simulated in chapter 7, is operating within expectations. In chapter 8
and 9, the performance of the controller is evaluated and afterwards discussed. Chapter 10
concludes the outcome of this thesis.



Chapter 2: Problem Analysis

2.1 Problem context
As stated in chapter 1, distributed controllers of DC microgrids face two control problems.
Trip et al. (2018) has proposed a control scheme for DC microgrids which achieves both
problems simultaneously, meaning that the controller is able to achieve current sharing and
average voltage regulation.

All connected DGUs have to be properly controlled to manage the bidirectional power
exchange to accommodate the excessive DC demands with minimal power disruptions or load
shedding (Radwan and Mohamed, 2014). As this coordination is dependent on communication
across the resources, potential influences on communication must be considered. One of the
main influences of such a communication network is possible delays that may occur in a
communication line, resulting in a delay in the exchange of measurements to and from different
DGUs. The proposed controller, however, does not include the influence of communication
delays.

2.2 System description
This research is build upon the proposed distributed control scheme of a DC microgrid in Trip
et al. (2018). The mathematical models and parameters of the article are elaborated on in
chapter 5. Under the influence of delays in the communication network, this project will first
modify the proposed control scheme to include these delays. Afterwards, it will be purely
investigated if the controller is able to distribute the power to satisfy the demand by means of
the control objectives mentioned in chapter 1.1.

2.3 Stakeholder analysis
The first stakeholder of this Bachelor Integration Project is prof.dr.ir. J.M.A. Scherpen. The
research conducted in this project lies within the focus of the Discrete Technology Production
Automation (DTPA) research group, of which she is chair. Besides, the control scheme on
which this project is based was co-authored by her, making her a primary stakeholder.

The second stakeholder is dr. S. Feng. He is a post-doctoral researcher of the DTPA research
group and is the daily supervisor of this integration project. As daily supervisor, he has a
significant level of influence on the direction of the project and is thus considered an important
stakeholder.

2.4 Problem statement
The following problem statement is derived:

As a microgrid can include DGUs with different generation capacity, proper coordination
among the DGUs is required. Exchanging measurements of these connected DGUs requires
a communication network within the microgrid. The proposed DC microgrid control scheme
by Trip et al. (2018) includes the communication network, however, does not include the
possibility of delays occurring in the communication lines. In order to operate as reliable as
possible in terms of current sharing and average voltage control throughout the grid, these
influences should be included in the control scheme.

3



Chapter 3: Research Focus

3.1 Research Goal
The goal of this research is to include communication delays in the distributed control scheme
developed in Trip et al. (2018). The modified control scheme should still achieve its control
objectives of current sharing and average voltage control under these delays. Performance of
the modified control scheme will be validated by means of simulations. The research should
be realised within a period of 2 months.

3.2 Research Questions
Based on the problem analysis performed in chapter 2 and the research goal stated in chapter
3.1, the main research question is constructed as follows:

1. ”Does the proposed controller developed in Trip et al. (2018) still achieve
its control objectives when adjusted in its design in order to include com-
munication delays?”

(a) To what extent influence communication delays the controller’s performance?

(b) In what way can the influences of communication delays be implemented in the
proposed controller?

(c) Does the controller, which includes the communication delays, still achieve its
control objectives?

3.3 Research Strategy
Three key decisions are taken in order to make a solid choice for a research strategy (Verschuren
et al., 2010):

1. Breadth vs. depth: This research is associated as a depth research. The research is
aimed to modify a control scheme for a DC microgrid. This could be considered a
small-scale approach.

2. Qualitative vs. quantitative research: This research will include a qualitative research
as the implementation of communication delays is included in one specific distributed
control scheme.

3. Empirical vs. desk research: The testing of a controller requires values for its parameters,
however, this data will not be collected in reality but is related to it and mentioned in
the considered article by Trip et al. (2018). Besides, desk research is conducted to fully
grasp all aspects when modifying a controller.

Based on these three decisions, it is concluded that a case study is performed. The comparative
case study is considered, as the research will both focus on analysing the microgrid control
scheme when including time delays in the communication network, as well as an ideal controller
to compare performance of the controller. The research will include mathematical modeling
and data analysis with the tools Matlab and Simulink.

4



Chapter 4: Validation

The final deliverable of this research, i.e. the artifact, is a validation whether the proposed
control scheme of a DC microgrid in Trip et al. (2018) still reaches its control objectives under
the influence of communication delays.

The validity of this study can be ensured by initially replicating the control scheme of Trip et al.
(2018) and testing the robustness of the model through simulations. Moreover, the modified
control scheme is also evaluated in this research. This is carried out by first simulating the
behaviour of the control scheme when delays are introduced. Analysis of the simulations
afterwards will justify whether, with the modifications made to the controller proposed in
Trip et al. (2018), the system still meets the objectives of current sharing and average voltage
regulation.

5



Chapter 5: Theoretical Framework

5.1 Model description
The microgrid model that is considered in this project is defined and formulated by Trip et al.
(2018). The model describes a typical DC microgrid composed of n DGUs connected to each
other through m resistive-inductive (RL) power lines.
The energy source of each DGU is represented by a DC voltage source that supplies a local
load through a DC-DC buck converter. The local DC load is connected to the so-called Point
of Common Coupling (PCC) (Trip et al., 2018). Besides, a current sensor, inductor, resistor,
capacitor, load resistor and a voltage sensor are included in the model. The power transmission
line consists of an inductor and resistor. The described set-up of a DGU can be found in
Figure 5.1.

Figure 5.1: Electrical scheme of DGU i and line k (Trip et al., 2018)

The complete scheme of the microgrid considered in this research consists of 4 interconnected
DGUs and 4 resistive-inductive power lines, which is shown in Figure 5.2. Moreover, the
blue dashed lines represent the communication lines between nodes of the microgrid. Further
elaboration on the communication network is provided in chapter 6.1.

Figure 5.2: Scheme of considered microgrid with communication network (Trip et al., 2018)

6



5.2. MATHEMATICAL MODEL 7

5.2 Mathematical model
The model as described above is mathematically justified by Trip et al. (2018). For DGU i,
the following equations characterize its dynamic behaviour:

Ltiİti = −Vi + ui (5.1)

CtiV̇i = Iti − ILi −
∑
k∈εi

Ik, (5.2)

where εi is the set of power lines incident to the DGU i. The control input ui represents the
buck converter output voltage. Moreover, the current from DGU i to DGU j is denoted by Ik,
and its dynamic equation is given by

Lkİk = (Vi − Vj)−RkIk (5.3)

The symbols used in (5.1), (5.2) , and (5.3) are displayed in table 5.1.

State variables

Iti Generated current
Vi Load voltage
Ik Line current

Parameters

Lti Filter inductance
Cti Shunt capacitor
Rk Line resistance
Lk Line inductance

Inputs

ui Control input
ILi Unknown current demand

Table 5.1: Description of the used symbols

The overall network of DGUs and power lines is represented by a connected and undirected
graph G = (V, E), where the nodes, V = {1, ..., n}, represent the DGUs and the edges,
E = {1, ...,m}, represent the power lines interconnecting the DGUs. The network topology is
represented by its corresponding incidence matrix B ∈ Rnxm. The ends of edge k are arbitrarily
labeled with a + and a -, and the entries of B are given by

Bik =


+1 if i is the positive end of k
1 if i is the negative end of k
0 otherwise.



8 CHAPTER 5. THEORETICAL FRAMEWORK

5.3 Control objectives
The two control objectives to be achieved by the proposed control scheme are current sharing
and average voltage regulation. These two objectives are mathematically expressed in the
following equations:

lim
t→∞

It(t) = Īt = W−11i∗t (5.4)

lim
t→∞

1
TW−1V (t) = 1

TW−1V̄ = 1
TW−1V ∗ (5.5)

Current sharing is formulated in (5.4) where W = diag(w1, ..., wn), wi > 0 and i∗t = 1T IL
1TW−11 .

(Proportional) current sharing is achieved when wiIti = wjItj for all i, j ∈ V , where a relatively
large value of wi corresponds to a relatively small generation capacity of DGU i.
Average voltage control is formulated in (5.5) where the weighted average value of the steady
state voltage (V̄ ) of all DGUs is identical to the weighted average value of the desired voltage
(V ∗).

5.4 Control scheme
Trip et al. (2018) considers a distributed controller at node i ∈ V of the form:

Tθiθ̇i = −
∑

j∈N com
i

γij(wiIti − wjItj) (5.6)

Tφiφ̇i = −φi + Iti (5.7)

ui = −Ki(Iti − φi) + wi
∑

j∈N com
i

γij(θi − θj) + V ∗i (5.8)

The parameters Tθi, Tφi,Ki ∈ R>0 permit appropriate tuning of the transient response. The
set N com

i is the set of nodes connected to node i via a communication network, with edge
weights γij = γji ∈ R>0. The overall communication network is, similar to the topology of
the microgrid, represented by a connected and undirected graph Gcom = (Vcom, Ecom), where
Vcom = V and the edges, Ecom = {1, ...,m}, represent the communication links between the
DGUs. The communication network topology is described by its corresponding incidence
matrix Bcom ∈ Rnxmc , which is defined similarly as B.

Resulting from equations (5.6)-(5.8), the overall control scheme can be written for all i ∈ V:

Tθθ̇ = −Lcom ∗W ∗ It (5.9)

Tφφ̇ = −φ+ It (5.10)

u = −K(It − φ) +W ∗ Lcom ∗ θ + V ∗i , (5.11)

where Tθ, Tφ,K ∈ Rnxn are positive definite diagonal matrices. Furthermore, Lcom is the
(weighted) Laplacian matrix associated to the communication network.
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5.5 Used parameters
Table 5.2 shows the used parameters in modeling the controller, stated in Cucuzzella et al.
(2018).

DGU 1 2 3 4

Lti (mH) 1.8 2.0 3.0 2.2
Cti (mF) 2.2 1.9 2.5 1.7
wi (-) 0.4−1 0.2−1 0.15−1 0.25−1

Lines {1,2} {2,3} {3,4} {1,4}
Rk (mΩ) 70 50 80 60
Lk (µH) 2.1 2.3 2.0 1.8

Table 5.2: Microgrid parameters

5.5.1 Modeling
Based on the mathematical model (chapter 5.2) and the proposed control scheme (chapter 5.4),
the general Simulink model of the system is depicted in Figure A.1. For simulation analysis
and comparison, the generated currents and voltages of the DGUs are depicted in Figure A.2a
and A.2b. The currents in the lines in between the DGUs can be viewed in Figure A.2c.



Chapter 6: Communication Network and its Delays

6.1 Communication network principle
As stated in chapter 5, the communication network within the microgrid consists of several
communication lines between the interconnected DGUs. The communication lines ensure that
local measurements are exchanged through the microgrid.

The distributed control scheme of a DGU, stated in equations (5.6) - (5.8), does not require
any voltage measurements from the connected nodes. However, as can be specifically seen
in equation (5.6), DGU i does require It measurements of DGU j in order to calculate its
θi value. In addition, equation (5.8) shows that DGU i needs DGU j its θ measurements
in order to compute ui. Concluding, the distributed controllers prescribe a communication
network to exchange information on the generated current (It) and the value of θ among
neighboring nodes. The principle of communication between two nodes is depicted in Figure 6.1.

Figure 6.1: Communication between two nodes

Each distributed controller receives measurements (It and θ) of the node and transmits
the controller output (u) back to the system. The dashed line in Figure 6.1 depicts the
communication line through which information is exchanged between the two nodes. This
communication is key to achieve the control objectives current sharing (5.4) and average
voltage regulation (5.5). In Figure 6.2 the communication lines in the considered microgrid
are depicted with the blue dashed lines (simplified version of Figure 5.2), kij represent the
power lines.

Figure 6.2: Communication lines between the different nodes

Following from this figure, the incidence matrix (Bcom) of the communication network can be
obtained:

Bcom =

−1 0 0
1 −1 0
0 0 1


10
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6.2 Communication delays
As previously mentioned, the main dependency of a distributed control system is that it needs
support from a communication network to exchange local measurements between DGUs.
The main problem, however, is that time delays are typically present in systems that must
communicate over a network. This is mainly because delays in communication lines impede the
transmission of information and will affect the performance of all connected nodes (Allen-Prince
et al., 2017). In addition, the distributed control scheme of this project requires bidirectional
interactions which adds to the complexity of the time delay (Dong et al., 2017).

Delays in the network can lead to unpredictable behavior of the microgrid system and are
impossible to ignore (Allen-Prince et al., 2017). If not dealt with in the design phase, time
delays can lead to instability of the microgrid (Khalil et al., 2016).

Time delays in microgrid systems have been investigated in many articles. Several methods
have been proposed to incorporate these delays into control systems. However, the literature
has mainly focused on communication delays between different control layers: (Baros et al.,
2020), (Han et al., 2017), (Dong et al., 2017), and (Khalil et al., 2016). Delays between local
controllers and the microgrid central controller have also been mentioned in several articles:
(Saleh et al., 2018), (Ustun et al., 2012), and (Macana et al., 2013).
In order to include communication delays in the specific distributed control scheme by Trip
et al. (2018), the methodologies of all the articles mentioned are observed. Chapter 7 explains
the strategy used in this project. For analysis purposes, communication delays between
neighboring nodes are assumed to have the same, constant delay.

The values of the delays in this project are based on various statements in articles. Normally,
as stated by Ustun et al. (2012), the communication delays occurring in microgrids are of
milliseconds range. In Du et al. (2018), expected ranges of time delays are summarized based
on real-time network traffic data. Cited articles in this chapter mainly apply delays in the
range of 1− 300ms and thus will be set as limits of the delays described in chapter 7.



Chapter 7: Communication Delay Implementation

7.1 Constant communication delays over It measurements
In this section, constant time delays will be modeled over It measurements to analyze the
system’s stability.

When considering DGU i, one can observe in equation (5.6) that measurements of Itj (its
neighboring node) are required and will thus be exchanged via the communication network.
Delays only occur over transmitted measurements from other nodes and not from the specific
node itself. As can be seen in Figure 6.2, several DGUs will exchange data with multiple
DGUs.

To demonstrate how the communication delays will be simulated in the model, a mathematical
modification to equation (5.11) is given in (7.1) specifically for DGU 1. The same general
concept will be applied to all DGUs.

Tθ1θ̇1 = −Lcom ∗W ∗


It1(t)

It2(t− τ)
It3(t− τ)
It4(t− τ)

 (7.1)

The following time delays (τ) occurring in the communication lines are simulated:

• Scenario 1: 20ms

• Scenario 2: 200ms

7.1.1 Simulation results
In Figure 7.1, the simulation results of scenario 1 are shown. Figure 7.2 shows the results of
the second scenario. Figures 7.1a and 7.2a show the generated currents in the DGUs. Figure
7.1b and 7.2b represent the voltages in the DGUs. Lastly, the current in the lines between the
DGUs are depicted in Figure 7.1c and 7.2c. Figure B.2 shows the detailed overview of the
Simulink model with delays over It measurements.
The interpretation of results will be elaborated on in chapter 8.

12



7.1. CONSTANT COMMUNICATION DELAYS OVER IT MEASUREMENTS 13

Scenario 1

(a) Plot of the generated currents in the DGUs (b) Plot of the voltages in the DGUs

(c) Plot of the current in the line between the DGUs

Figure 7.1: Simulation results It, τ = 20ms
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Scenario 2

(a) Plot of the generated currents in the DGUs (b) Plot of the voltages in the DGUs

(c) Plot of the current in the line between the DGUs

Figure 7.2: Simulation results It, τ = 200ms
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7.2 Constant communication delays over θ measurements
In this section, constant time delays will be modeled over θ measurements to analyze the
system’s stability. The It measurements are considered ideal: no delays are modeled over these
measurements.

When considering DGU i, one can observe in equation (5.8) that measurements of θj (its
neighboring node) are required and will thus be exchanged via the communication network. A
similar mathematical formulation as in chapter 7.1 is provided to simulate the delays. For
DGU 1, the following equation is considered:

u1 = −K(It − φ) +W ∗ Lcom ∗


θ1(t)

θ2(t− τ)
θ3(t− τ)
θ4(t− τ)

 + V ∗ (7.2)

The following time delays (τ) occurring in the communication lines are simulated:

• Scenario 1: 20ms

• Scenario 2: 200ms

7.2.1 Simulation results
The results of the first scenario are depicted in 7.3, and of scenario 2 in 7.4. The generated
currents can be view in 7.3a and 7.4a. Voltages in the DGUs are shown in 7.3b and 7.4b.
Figure 7.3c and 7.4c plot the line currents between the DGUs. Figure B.3 shows the modified
Simulink model in order to include the different delays over θ measurements.
Further interpretation of the results will be elaborated on in chapter 8.
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Scenario 1

(a) Plot of the generated currents in the DGUs (b) Plot of the voltages in the DGUs

(c) Plot of the current in the line between the DGUs

Figure 7.3: Simulation results θ, τ = 20ms
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Scenario 2

(a) Plot of the generated currents in the DGUs (b) Plot of the voltages in the DGUs

(c) Plot of the current in the line between the DGUs

Figure 7.4: Simulation results θ, τ = 200ms
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7.3 Constant communication delays over It and θ measure-
ments

In this section, both modeled delays of chapter 7.1 and 7.2 are combined in order to simulate
a time delay throughout the whole model and observe the system’s stability.

The following time delays (τ) of It and τ are simulated:

• Scenario 1: 20ms per measurement

• Scenario 2: 200ms per measurement

• Scenario 3: 2ms per measurement

7.3.1 Simulation results
As scenario 1 and scenario 2 show similar exponential behavior, it is decided to include plots
from one scenario instead of both.

Plots from scenario 1 and 2 can be observed in Figure 7.5, scenario 3 in Figure 7.6. Generated
currents be found in Figure 7.5a and 7.6a, whereas the voltages in the DGUs are depicted in
Figure 7.5b and 7.6b. The current in the lines between the DGUs are shown in Figure 7.5c
and 7.6c. The overall Simulink model used to simulate these plots can be found in Figure B.1.
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Scenario 1 and Scenario 2

(a) Plot of the generated currents in the DGUs (b) Plot of the voltages in the DGUs

(c) Plot of the current in the line between the DGUs

Figure 7.5: Simulation results, τ = 20ms and τ = 200ms
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Scenario 3

(a) Plot of the generated currents in the DGUs (b) Plot of the voltages in the DGUs

(c) Plot of the current in the line between the DGUs

Figure 7.6: Simulation results, τ = 2ms



Chapter 8: Results

8.1 Constant communication delays in It measurements
8.1.1 Scenario 1
Figure 7.1a shows the generated currents of each DGU along with the corresponding values
(dashed lines) corresponding to (proportional) current sharing for t > 1. Moreover, Figure 7.1c
shows that current is flowing from one DGU to another. It can be observed that the current is
balanced between the nodes and, according to equation (5.4), the objective of current sharing
is achieved.

The steady state voltage is achieved after one second for both the initial start of the simulation
and after the variation in IL at t = 4 as observed in Figure 7.1b. As the weighted average
steady state voltage of the graph equals the reference voltage (380V ), it is concluded that
average voltage regulation is achieved according to equation (5.5). Moreover, it can be seen
that when the generated currents increase, the voltage exhibits an opposite behavior.

8.1.2 Scenario 2
The influence of τ = 200ms compared to τ = 20ms in scenario 1 can be observed in greater
oscillations in the generated current plot (Figure 7.2a) and in the line current plot (Figure
7.2c). It can ,however, be concluded that as current is shared between the DGUs, and the
generated currents reach its (proportional) steady state value, the current sharing objective
5.4 is achieved.

The voltages in the DGUs (Figure 7.2b) show the same behavior as described in scenario 1
(8.1.1). It is concluded that average voltage sharing, stated in equation (5.5), is achieved.

8.2 Constant communication delays in θ measurements
8.2.1 Scenario 1
The results of simulating τ = 20ms over θ measurements, equal the results of simulating
τ = 20ms over It measurements (8.1.1):
The currents generated in the DGUs are depicted in Figure 7.3a. Together with the line
currents (Figure 7.3c), one can observe that current is shared between the nodes and that,
according to equation (5.4), current sharing is achieved.

The steady state voltage is achieved after one second for both the initial start of the simulation
and after a variation in IL at t = 4 as observed in Figure 7.3b. As the weighted average steady
state voltage equals the V ∗ (380V ), it is concluded that average voltage regulation is achieved
according to equation (5.5).

8.2.2 Scenario 2
The influence of τ = 200ms compared to τ = 20ms in scenario 1 is quite similar to scenario
1 (8.2.1). It can be observed that a greater delay in θ measurements, does not influence the
deviation in oscillations in the generated current plot (Figure 7.4a) and in the line current plot
(Figure 7.4c). However, the system does take a slightly longer time to reach its steady state.
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It can be concluded that, as current is shared between the DGUs and the generated currents
reach its (proportional) steady state value, that the current sharing objective, equation 5.4, is
achieved.
In addition, compared to the generated currents when applying the same delay over the It
measurements (Figure 7.2a), it is concluded that a delay over It measurements has a greater
impact on the generated currents in the DGUs compared to a delay over θ measurements. This
can be validated as It measurements are required in both equation (5.9) and (5.11), whereas
θ measurements are solely included in (5.11); limiting its influence on the overall system’s
performance to some extent.

The voltages in the DGUs (Figure 7.4b show the same behavior as described in scenario 1
(8.2.1). It is therefore again concluded that average voltage sharing is achieved.

8.3 Constant communication delays in It and θ measurements
8.3.1 Scenario 1 and Scenario 2
As can be seen in Figure 7.5, the system its dynamics are exponentially increasing per time
step when implementing τ = 20ms and τ = 200ms. Neither of the control objectives are
achieved and it is apparent that with these delays, the distributed control system cannot
achieve the optimal solution and is, in fact, unstable.

8.3.2 Scenario 3
Figure 7.6 shows the results of the simulation when both measurements are subjected to
τ = 2ms. One can observe the generated current plot and the line current plot. The line
current plot illustrates that current is flowing from one DGU to another. According to
equation (5.4), it can be concluded that current sharing is achieved. Besides, delays over both
measurements require a slightly longer time to reach the system’s steady state. In addition,
oscillations are increasing as well, which is unfavorable behavior in terms of reliability.

Moreover, Figure 7.6b shows the voltages in the DGUs. After approximately 3 seconds, average
voltage control is achieved. At t = 4, the variation in IL is simulated and after 2 seconds the
steady-state V is again similar to V ∗ (380V ). In accordance with equation (5.5), the average
voltage regulation objective is achieved. Moreover, greater oscillations in DGU currents imply
greater peaks in the DGU voltage.



Chapter 9: Discussion

This thesis provided new insights in the robustness of the proposed distributed controller by Trip
et al. (2018) through introducing time delays in the communication network. Constant time
delays in It and θ measurements showed that delays over one of the two measurements could
be handled by the system. However when simulating similar delays over both measurements
simultaneously, the system showed instability. K is proven to be an effective control parameter
on the boundaries of delays that can be handled by the system (Khalil et al., 2016). Without
adjusting the control parameter K, the system showed no robustness against communication
delays. However, this specific control parameter also has a great influence on oscillations
during the transient. This is why all simulation results show transient behavior, which is not
favourable regarding system’s performance and reliability. Hence why the simulated graphs
in chapter 7 show different behavior compared to the plots shown in Figure A.2. Lastly, the
variation in IL at t = 1s was shifted to t = 4s in order to demonstrate the controller response
to variations in current demand.

For future research, the distributed control scheme should be modified in its equations to be
able to react more stable when subjected to communication delays. In addition, time-varying
delays can be implemented instead of constant time delays, since communication delays
between neighbors may be time-varying and non-uniform because of protocol variations in
the nature of data transmission or uncertainties and disturbances in communication channels
(Ding et al., 2018). Furthermore, influences of possible packet losses are to be researched and
included to bridge the gap between simulations and experiments. Moreover, an algorithm
could be developed that adjusts the tuning parameters according to the scenario being applied
to improve the performance of the system. Lastly, communication delays in combination with
possible communication line failures could be researched in order to validate if the control
scheme proposed by Trip et al. (2018) is stable under such circumstances.
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Chapter 10: Conclusion

In this Bachelor Integration Project, the distributed control scheme proposed by Trip et al.
(2018) is subjected to communication delays in its communication lines. The influences of
such delays are inevitable in a distributed control system and should thus be included in the
design phase of a controller. By building the model in Simulink, simulations are executed
in order to evaluate the performance of the distributed control scheme in terms of current
sharing and average voltage regulation.

Firstly, implementing delays on It measurements was modeled. Simulations provide the
insights that the system shows some robustness and both its control objectives are achieved.
However, as the control parameter K must be adjusted in its value in order to achieve stability
of the system, transient behavior is introduced. The greater the delay, the greater oscillations
in generated currents and line currents are.
Secondly, delays on θ measurements were investigated. The system was subjected to the
same delays as in previous scenarios and showed again robustness to some extent. Current
sharing and average voltage regulation were achieved. Important to note here is that from the
simulation results, it is observed that the system shows more robustness against delays on
θ measurements than on It measurements which can be validated due to the fact that the
influences of θ throughout the control scheme are significantly lower than It, especially when
the value of control parameter K is enlarged. Lastly, the control scheme was subjected to
delays in both measurements (It and θ). Here, the system only showed robustness against
communication delays when relatively small delays were simulated.

In all scenario’s the control performance is somewhat poor since the system response is very
oscillatory, reducing the system’s performance and reliability. Hence, it can be concluded that
even though including communication delays in the distributed control scheme designed Trip
et al. (2018) is needed in order to make the DC microgrid more reliable, further research on
the control scheme and its delays should be performed before the system is able to remain
stable and limit its transient behavior when including communication delays.
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Appendix A: Modeling without delays

A.1 Simulink model

Figure A.1: Overview of the used Simulink model (based on the article by Trip et al. (2018))
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A.2 Plots of generated currents, voltages, and line currents

(a) Plot of the generated currents in the DGUs (b) Plot of the voltages in the DGUs

(c) Plot of the current in the line between the DGUs

Figure A.2: Simulation results (based on the article by Trip et al. (2018))



Appendix B: Modeling with delays

B.1 Simulink model with delays

Figure B.1: Overview of the used Simulink model with delays
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Figure B.2: Detailed overview of modeled delay over It

Figure B.3: Detailed overview of modeled delay over θ
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