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Abstract

To deal with the degraded performance of Global Navigation Satellite Systems
(GNSS) in indoor environments, numerous Indoor Positioning Systems (IPS)
have been developed. The rapid proliferation of smartphones has led to many
Indoor Positioning Systems that utilize positioning technologies that are readily
available on modern smartphones; including Bluetooth Low Energy (BLE).

Using radio signals such as Bluetooth Low Energy in indoor environments
comes with a number of challenges that can limit the reliability of the signal.
In dealing with these challenges, most existing BLE-based Indoor Position-
ing Systems introduce undesired drawbacks such as an extensive and fragile
calibration phase, strict hardware requirements, and increases in the system’s
complexity. In this project an Indoor Positioning System is developed and
evaluated that requires minimal setup for novel indoor environments and has
a sufficiently low complexity to be run locally on a modern smartphone.

The Indoor Positioning System consists of a filtering step that utilizes a mea-
surements window. In this step, variance of the Received Signal Strength
Indicator (RSSI) measurements in the measurements window were filtered by
calculating the mean, median and mode. The resulting value was used to esti-
mate the distances to the corresponding beacons by using a distance estimation
model. Four models were considered: the classic log-distance path loss model
and three models obtained by fitting RSSI measurements taken at distances
from 0.5 to 12 meters. Finally, the distance estimates were used to calculate
position estimates utilizing three positioning methods: trilateration, Weighted
Centroid Localization (WCL), and probability-based positioning. To represent
the reliability of the position estimates a confidence indicator is proposed.

To evaluate the different parameter combinations of the Indoor Positioning Sys-
tem, a system was used to replay RSSI measurements sequentially. The RSSI
measurements were obtained by traversing a predefined ground truth path ten
times. The positioning errors for different parameter combinations using the
ten sets of RSSI measurements were averaged. Our analysis of the parameter
combinations suggests that filtering RSSI measurements by taking the median
of a measurements window consisting of 10 to 20 measurements significantly
reduces the positioning error. The best performing parameter combinations
resulted in a mean positioning error of 1.59 ± 0.319 meters, while using the
log-distance path loss model for distance estimation and Weighted Centroid
Localization with a weight exponent between 2.0 and 3.5 for position estima-
tion. Finally, filtering the position estimates using the confidence indicator
resulted in a small, but significant decrease in the positioning error.
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1 Introduction

1.1 Motivation

In 1888 Heinrich Hertz became the first to conclusively prove the existence of
electromagnetic waves, and in particular radio1 waves. Following his discov-
eries, at the turn of the century, interest in using radio waves for positioning
and navigation was growing [2]. This led to substantial amounts of research
and innovations throughout the 20th century, culminating in the launch of the
Global Positioning System (GPS) in 1987. Alongside other Global Navigation
Satellite Systems (GNSS), such as the European Union’s Galileo, the Global
Positioning System is still used to this day to provide position estimates to
users across the globe. However, these systems have a significant limitation;
they are not useful when positioning in indoor scenarios is required. This is
caused by the fact that the GNSS’ signal is not strong enough to penetrate
through solid building materials — severely degrading the indoor performance
of these systems. Consequently, many Indoor Positioning Systems (IPS) have
been developed to fill the gap in the global coverage of satellite-based systems.

The global indoor positioning and navigation market was valued at 6.92 billion
dollars in 2020, and is projected to grow to 23.6 billion dollars by 2025 [3].
This evaluation is driven by the many application areas of Indoor Positioning
Systems, as well as the growing ubiquity of the technologies supporting these
systems. In particular, the rapid proliferation of smartphones with support
for receiving and transmitting various radio frequency has led to accessible,
low-cost solutions. Additionally, these smart phones are directly linked to their
users, making positioning of these smart phones synonymous to positioning the
corresponding users. This, in turn, enables Internet of Things (IoT) integration
and provides opportunities for market research, navigation aid and context-
aware assistance.

While there are many different technologies that are used for indoor position-
ing, only a handful are currently available on modern smartphones. Notable
examples include Bluetooth Low Energy (BLE)2 and Wi-Fi. This thesis aims
to take full advantage of the ubiquity of modern smartphones and their sensing
capabilities. In particular, it focuses on using BLE beacons as reference points
to determine the position of a positioning subject that is carrying a smartphone
serving as a BLE receiver.

1It would take almost 20 years for the term “radio” to become universally adopted [1]
2A technology similar to classic Bluetooth but with significantly lower power consumption

1



Chapter 1. Introduction

1.2 Problem description

The main challenge of using radio signals such as Bluetooth Low Energy for
indoor positioning is dealing with various effects that compromise the radio
signal, decreasing its reliability. Examples of such effects include complicated
interference patterns, multipath propagation where the signal reaches the re-
ceiver through multiple different paths, and Non-Line-of-Sight (NLOS) con-
ditions in which the signal strength is reduced due to obstacles between the
transmitter (beacon) and receiver.

A lot of research has been conducted on dealing with these problems, and
many Indoor Positioning Systems using Bluetooth Low Energy have already
been developed [4, 5]. However, in dealing with the challenges of using BLE,
many solutions introduce undesired drawbacks such as requiring an extensive
calibration phase (that is invalidated when the indoor layout changes), strict
hardware requirements, and increases in the system’s complexity [4]. When
the system becomes too complex to be run locally on the smartphone, signif-
icant latency between receiving BLE signals and position estimation can be
introduced. Additionally, offline positioning becomes infeasible.

1.3 Research objectives

There are two primary objectives of this project, accompanied by corresponding
secondary objectives:

1. Develop a BLE-based Indoor Positioning System that requires minimal
setup for novel indoor environments, has a sufficiently low complexity
that positioning can be done in real-time — locally on the smartphone
— and that uses inexpensive, readily-available BLE beacons.

a) Measure and identify variance between measurements from BLE
beacons

b) Investigate methods to efficiently deal with the aforementioned vari-
ance

c) Explore how to convert beacon measurements into distance esti-
mates

d) Explore methods to approximate the smartphone’s position using
the distance estimates

2. Assess the performance of the developed Indoor Positioning System by
comparing predicted positions to reference ground truth points, and cal-
culating relevant positioning error metrics.

a) Exhaustively explore the system’s parameters.

b) Explore and visualize the best results.

2



Chapter 1. Introduction

The secondary objectives are constrained by the requirements denoted in the
related primary objectives.

1.4 Contributions

The main contributions of this master thesis include:

• An extensive, up-to-date literature review;

• An Indoor Positioning System (IPS) with a mean positioning error of
about 1.6 meters, that runs locally on a smartphone and requires minimal
setup;

• A novel confidence indicator for position estimations;

• An exhaustive exploration of the parameters involved in the different
stages of the IPS by replaying recorded beacon measurements.

Additionally, this thesis also includes explorations of ideas from the literature
such as on-device identification of BLE channels and ground truth interpola-
tion.

1.5 Thesis outline

In this chapter, Chapter 1, an overview of the motivation, the problem de-
scription, the research objectives, and the main contributions of this project is
provided. Chapter 2 gives an extensive review of available positioning technolo-
gies by evaluating them based on six core requirements. Subsequently, useful
signal properties are introduced, and common positioning methods utilizing
these properties are presented. Then, seven recent related works are examined
that also utilize Bluetooth Low Energy as their primary positioning technol-
ogy. Finally, a brief overview of indoor positioning applications is given. Next,
in Chapter 3, the implementation of the Indoor Positioning System developed
for this thesis is discussed. The implementation is broken down in four main
steps that are used to structure the chapter. The chapter is concluded with
a rundown of the architecture of the Indoor Positioning System. Chapter 4
discusses the experiment environment, experiment parameters and how they
can be efficiently explored. It also presents the ground truth for the experi-
ments and a method to extend the ground truth when required. Lastly, the
error metrics used to evaluate the experiments are introduced. The results of
the experiments are presented and discussed in Chapter 5. Finally, the thesis
is summarized in Chapter 6, and future work is discussed in Chapter 7.

3



2 Literature study

In this chapter a frame of reference on indoor positioning is presented based on
the available literature. In Section 2.1 we introduce six core requirements, that
are then used to introduce and compare different positioning technologies. In
the following section, Section 2.2, common positioning methods are presented,
together with the signal properties that enable these positioning methods. To
put this thesis into perspective, Section 2.3 covers seven recent works that
also utilize Bluetooth Low Energy. Finally, in Section 2.4, a brief overview of
indoor positioning applications is given. The aim of this overview is to further
contextualize this thesis, and explain why research towards indoor positioning
is relevant.

2.1 Positioning technologies

Indoor positioning solutions with a global coverage and a (sub-)one meter ac-
curacy are still a far away reality. Current indoor positioning solutions often
require installation of multiple transmitters and, depending on the technology,
a custom (mobile) receiving device. Due to the lack of a global solution, each
situation requires a different Indoor Positioning System (IPS), utilizing a differ-
ent positioning technology. In this section the various positioning technologies
are introduced and evaluated using the following six core (non-functional) re-
quirements [6, 7, 8]:

1. Accuracy — Accuracy is arguably the most important requirement of a
positioning system, and is often the primary reason to choose one tech-
nology over another. It is defined in the Joint Committee for Guides in
Metrology (JCGM) as the closeness of agreement between a measured
quantity value and a true quantity value of a measurand [6]. For Indoor
Positioning Systems, this translates to the average Euclidean distance be-
tween the ground truth coordinates and the coordinates estimated by the
positioning system. Accuracy/error metrics other than the mean error
are introduced in Chapter 5.

2. Range — Range describes the effective range under Line-of-Sight (LOS)
conditions at which performance of a positioning technology is guaran-
teed. It is mainly applicable to techniques that make use of electromag-
netic radiation to send information between stationary transmitter and
a mobile receiver [7, 8].

4



Chapter 2. Literature study

3. Ubiquity — In this context ubiquity refers to the availability of the
positioning technology on the user’s device. We define three ubiquity
categories:

a) Low: a low ubiquity indicates that the technology is not ubiquitous,
and not readily available on user devices. This category is mostly
reserved for positioning technologies that require proprietary hard-
ware.

b) Moderate: a moderate ubiquity means that the positioning technol-
ogy is present on a significant portion of the user devices and is easy
to come by; it is moderately ubiquitous. New technologies that are
starting to become main stream fall into this category.

c) High: a high ubiquity signifies that most user devices include sup-
port for the positioning technology, the technology is ubiquitous.

It is fundamental that a positioning technology is ubiquitous for it to
gain wide-scale adoption.

4. Scalability — The scalability of a technology depends on the ability
to add additional hardware to an Indoor Positioning System in order to
increase the spatial coverage of the system.

5. Cost — Cost can be defined in multiple ways, including time cost for
the installation [6], space costs and maintenance costs. For this literature
study we only consider the capital cost of the hardware required to use
the positioning technology.

6. Power consumption — Power consumption of the positioning tech-
nology is important because high power consumption might limit the
adoption of the technology, as well as increase the maintenance required
to keep an Indoor Positioning System using the technology operational.

At the end of this section a short summary is provided, listing the evaluation
of each core requirement for every positioning technology.

2.1.1 Visible light

Visible light refers to the segment of the electromagnetic spectrum with wave-
lengths between 380 nm to 700 nm, as shown in Figure 2.1.

Wavelength (λ)

Frequency (f)

10 nm

30 PHz

100 nm

3 PHz

1 μm

300 THz

100 μm

3 THz

1 mm

300 GHz

1 cm

30 GHz

10 μm

30 THz

10 cm

3 GHz

1 m

300 MHz

10 m

30 MHz

100 m

3 MHz

1 km

300 kHz

10 km

30 kHz

Figure 2.1: Visible light segment of the electromagnetic spectrum

We will discuss two positioning technologies that use visible light, Visible Light
Communication (VLC) and computer vision.
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Visible Light Communication (VLC)

Visible Light Communication (VLC) technology has been around since the
nineteenth century, but has seen an increase in popularity over the last few
decades. This increase in popularity is driven by advances in VLC technology,
and the increase in LED-based illumination facility [9, 4]. VLC-based systems
utilize existing LED or fluorescent lamp infrastructure and are therefore espe-
cially suited for continuously lit environments such as hospitals and shopping
malls. The usage of existing infrastructure makes VLC-based systems generally
low cost.

The working principle behind Visible Light Communication is to encode infor-
mation by switching the intensity level of the emitted light. Fluorescent lamps
can transmit signals at 10kb/s, while LEDs can reach transmission speeds of up
to 500 Mb/s, which is fast enough to be imperceptible to the human eye [4, 5].

There are two types of receivers used in VLC-based positioning; photodiodes
and image sensors [9]. Photodiodes require additional hardware and increase
the cost of the system, whereas image sensors are ubiquitous as they are used in
the cameras of virtually all modern smartphones. While the power consump-
tion for LEDs is exceptionally low, the power consumption on the user device
is relatively high.

The accuracy of VLC-based systems is high and commonly measured in cen-
timeters [9, 4]. However, the highest accuracies are only achieved by using
photodiodes; and VLC-based systems require Line-of-Sight (LOS) conditions
for accurate localization — decreasing the scalability and effective range of
these systems. Additional complications with Visible Light Communication
include emitter time synchronization and resilience to sunlight [4].

A final advantage of VLC-based systems is that they can be deployed in sit-
uations where RF-interference is not desirable, or when the RF-spectrum is
already overly crowded.

Computer vision

Computer vision and Artificial Reality (AR) technologies rely on cameras to
operate. As such, these technologies are often referred to as camera-based,
or optical technologies [6, 5]. Computer vision based Indoor Positioning Sys-
tems can be divided into two categories: systems with references and systems
without references.

One of the most straightforward solutions is to spread markers such as printed
QR codes throughout the environment, and use these as reference points for
positioning [6, 7, 4, 5]. Other computer vision based systems that use references
include using laser-projected reference points, a 3D model of the building, and
series of reference images captured throughout the building [6]. The accuracy
of such systems varies widely, typical accuracies fall in the range of 1 centimeter
to 1 meter [6, 4].
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While systems that use references are most common, there are also positioning
systems that uses pre-existing landmarks and features for positioning. Due to
the lack of exact references, these systems are usually significantly less accu-
rate [6, 4, 5]. Systems without references also include static cameras used to
locate moving objects.

Even though cameras are present in most modern smartphones, a lot of the
indoor positioning solutions use standalone cameras [6]. Still, the prevalence
of smartphones makes computer vision technology ubiquitous and low-cost.

Similar to VLC-based IPSs, accuracies of positioning systems using computer
vision also suffer from interference of bright light [5]. Furthermore, these sys-
tems also require strict Line-of-Sight (LOS) conditions, hurting the scalability.
Other drawbacks include the relatively high power draw of the camera when
using smartphones. Also, the smartphone holder must actively carry the device
for the computer vision based systems to function.

2.1.2 Infrared (IR)

The infrared segment of the electromagnetic spectrum starts at 700 nm, the
edge of the visible light spectrum, and continuous to 1 mm or 300 GHz. This
is illustrated in Figure 2.2.
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Figure 2.2: Infrared segment of the electromagnetic spectrum

Infrared (IR) has longer wavelengths than visible light, and is therefore mostly
invisible to the human eye. This makes IR-based positioning systems less in-
trusive than systems using visible light [6, 7]. Research in the area of infrared-
based positioning is relatively sparse compared to the other positioning tech-
niques. A pioneering work in this area is the “The Active Badge Location
System” introduced in 1992 by Want et al [10]. This system uses so-called
“Active Badges” that emit short IR pulses with unique codes. These signals
are picked up by a sensor network of IR-receivers, to then be processed on a
central server [6, 10]. Although IR sensors are low cost, infrared-based po-
sitioning systems require a large number of transmitters as well as receivers;
making it an overall expensive positioning technology [5].

Further disadvantages of infrared technology include the fact that it is nowhere
near ubiquitous in modern day devices. It also suffers from similar LOS con-
straints as the visible light based systems discussed in Section 2.1.1. Further-
more it is also susceptible to interference from direct sunlight and other heat
sources. These heat sources negatively affect the accuracy of infrared-based
systems. Other IR-based systems where developed to detect humans using
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the difference between their skin temperature and the surroundings, but these
systems proved to have similar limitations as the active tag systems [6, 5].

The power consumption of the infrared-based IPSs is generally low, but the
accuracy is only suitable for room-level positioning, or rough positional esti-
mates [6, 5].

2.1.3 Radio Frequencies (RF)

In this section we will cover all the techniques that fall into the radio frequencies
part of the electromagnetic spectrum. This includes frequencies that range from
around 30 GHz to 30 kHz and above (wavelengths upwards of 1 cm), as shown
in Figure 2.3.
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Figure 2.3: Radio frequencies segment of the electromagnetic spectrum

Positioning technologies that fall into the Radio Frequency (RF) segment in-
clude Bluetooth Low Energy (BLE), Wi-Fi, Zigbee, Ultra-wideband (UWB),
Radio Frequency Identification Device (RFID), and Near Field Communication
(NFC).

Bluetooth Low Energy (BLE)

Bluetooth Low Energy (BLE) operates on the 2.4 GHz ISM band, as shown in
Figure 2.4.
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Figure 2.4: Bluetooth Low Energy segment of the electromagnetic spectrum

It is a technology designed and marketed by the Bluetooth Special Interest
Group, just like the classic Bluetooth technology. Unlike classic Bluetooth,
Bluetooth Low Energy provides low power consumption and cost while main-
taining a similar communication range of up to 100 meters.

BLE-based positioning systems use so-called BLE beacons as transmitters.
These beacons are powered by their own battery, and transmit signals on
channels around the 2.4 GHz frequency. The transmitted signals contain infor-
mation about the beacon’s id and its expected transmit power at a reference
distance of one meter. For positioning, a receiver with BLE capabilities is
needed. Nowadays all modern smartphones support BLE, making it an ubiq-
uitous technology.
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Accuracy of BLE-based positioning systems is dependent on the amount of
deployed beacons, more beacons lead to a better coverage and more reliable
distance calculations. Typical accuracies of BLE-based positioning systems are
in the range of 1 to 5 meters [4].

The scalability of Bluetooth Low Energy is excellent as it only involves adding
more beacons to the Indoor Positioning System. As mentioned before, these
beacons have their own battery removing the reliance on external electricity in-
frastructure [4, 11]. Furthermore BLE-based positioning systems do not require
LOS conditions, even though Non-Line-of-Sight (NLOS) conditions negatively
affect the system’s accuracy.

Wi-Fi

Wi-Fi is the IEEE standard 802.11 for WLAN [12]. Wi-Fi-based positioning is
sometimes addressed by the name of WLAN positioning, which is the result of
Wi-Fi being the default technology for setting up a WLAN [4]. Wi-Fi operates
on the 2.4 GHz and 5.0 GHz frequencies, shown in Figure 2.5. Signals from
bands of 2.4 GHz are less affected by NLOS conditions.
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Figure 2.5: Wi-Fi segment of the electromagnetic spectrum

Because Wi-Fi operates in the same frequency band as Bluetooth Low Energy,
indoor positioning systems based on Wi-Fi are comparable to BLE-based sys-
tems. The achieved accuracies typically fall in the same range, the systems op-
erate on the same principles and have similar architectures. The efficient range
of both positioning technologies is also comparable. A notable disadvantage of
Wi-Fi over BLE is the higher power consumption of both the transmitters and
receivers.

Just like VLC-based positioning systems, Wi-Fi-based positioning solutions
also utilize existing infrastructure [9, 4, 5]. This has the advantage that the
deployment cost is low, but existing infrastructure is rarely designed with in-
door positioning in mind increasing the complexity of Wi-Fi-based IPSs. This
also hinders the scalability of such systems as scaling the system would re-
quire consideration for the communication aspect of the additional transmit-
ters. Scalability is also limited by the fact that most Wi-Fi routers require to
be connected to an external power supply.

A final aspect of Wi-Fi as a positioning technology is that it is one of the most
ubiquitous technologies in this list. It is available on all modern smartphones
as well as most Internet of Things (IoT) devices, and as mentioned before,
infrastructure is already in place in most of the cases.
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Zigbee

Zigbee is an IEEE 802.15.4-based specification [13] developed by the Zigbee Al-
liance (since May 2021 known as the Connectivity Standards Alliance (CSA)).
It can be regarded as a short distance personal area network [6, 7] that runs
on the following frequency bands: 2.4 GHz (worldwide), 915 MHz (Americas
and Australia) and 868 MHz (Europe) [14]. These frequencies are shown in
Figure 2.6.
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Figure 2.6: Zigbee segment of the electromagnetic spectrum

Basic Zigbee nodes are small, low cost, and are designed for applications that
require low power consumption and data throughput [7]. Although Zigbee is
prone to interference from signals operating at the same frequency [4], its main
disadvantage over BLE and Wi-Fi is that it is not an ubiquitous technology.

Indoor Positioning Systems based on Zigbee work the same as the previously
discussed RF technologies; reference nodes (similar in function to BLE beacons)
are deployed throughout the environment, and a so-called blind Zigbee node
is used for positioning. The accuracy and range of Zigbee-based positioning
systems are also similar to BLE- and Wi-Fi-based systems [6, 9].

Ultra-wideband (UWB)

Ultra-wideband (UWB) is a positioning technology that has been widely used
and extensively researched for its applications in indoor positioning systems [4].
The agreed upon definition of UWB is that of the USA Federal Communications
Commission (FCC), which states that it refers to RF-signals whose bandwidth
is greater than 20% of the center carrier frequency, or is greater than 500
MHz [6, 7, 4]. The frequency range of UWB is limited to 3.1 GHz to 10.6
GHz in the USA, and 6.0 GHz to 8.5 GHz in Europe [6]. The limitation to
this frequency range prevents interference with common RF-signals such as
Bluetooth and Wi-Fi. The maximum frequency range is shown in Figure 2.7.
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Figure 2.7: Ultra-wideband segment of the electromagnetic spectrum

UWB-based indoor positioning systems work similarly to the Infrared (IR)-
based systems discussed in Section 2.1.2 — UWB tags are used as Active
Badges that transmit signals to a network of UWB receivers. The cost of these
UWB tags and receivers is substantially higher than the previously discussed
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RF positioning technologies [8]. Another drawback is that, for accurate mea-
surements, the receivers’ internal clocks have to be precisely synchronized [15].
This requirements reduces the scalability of UWB-based systems. A final dis-
advantage of Ultra-wideband over previously discussed positioning Radio Fre-
quency technologies, is that it is not included in modern smartphones and
therefore not ubiquitous; although this has started to change [8].

Previous RF positioning technologies suffered from multipath propagation —
the phenomenon where radio signals reach the receiver via multiple, different
paths — UWB is mostly resistant to this phenomenon [6, 4]. The large band-
width of UWB enables it to only send short pulses, consuming little power. It
also enables accurate Time of Flight (ToF) measurements (elaborated upon in
Section 2.2.1), which leads to centimeter-level accuracies [4, 15, 16].

Radio Frequency Identification Device (RFID)

Radio Frequency Identification Device (RFID) is a technology where data,
usually including an identifier, is stored in electronic tags and obtained by
readers through Radio Frequencies. The full range of Radio Frequency can be
used as shown in Figure 2.8.
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Figure 2.8: RFID segment of the electromagnetic spectrum

There are two types of RFID tags: active tags and passive tags. Active tags are
conceptually similar to BLE beacons. They contain batteries and broadcast
their data periodically. Passive tags do not have batteries, but instead are
powered by the energy of RFID readers so-called interrogating radio waves. A
hybrid between the two also exists, where RFID tags start actively broadcasting
their data only when a reader’s signal is detected [6, 4]. For this literature study
we will focus on passive tags, as they have some unique properties compared
to the previously discussed Radio Frequency technologies and they are used by
of the recent RFID-based Indoor Positioning Systems [16].

Since passive RFID tags do not have batteries, they require virtually no mainte-
nance, and can be embedded in building materials such as concrete [6]. Passive
RFID tag based positioning systems usually work by deploying a large amount
of tags throughout the environment, and attaching a RFID reader to the posi-
tioning subjects [4]. While RFID tags are very low cost, RFID readers are ex-
pensive. Consequently, IPSs that require support for the positioning of a large
amount of subjects be very expensive. The need for dedicated RFID readers
instead of integration in smartphones, makes the technology non-ubiquitous.

Because passive tags are powered by RFID readers, their range is dependent on
the reader’s signal power [4]. Generally, their range is between 1 to 12 meters,
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tending towards the lower-end. Because of this low range, the scalability of
RFID-based positioning systems is moderate, even though the tags are inex-
pensive. Also, when the tags are embedded in the building materials, scaling
the system might be impractical.

Finally, the accuracy of RFID-based systems is, similar to the previous posi-
tioning technologies, dependent on the amount of deployed tags. Because these
tags are very inexpensive, they can be densely deployed resulting in sub-meter-
level accuracies [4].

Near Field Communication (NFC)

The final Radio Frequency-based positioning technology is Near Field Commu-
nication (NFC). NFC uses a frequency of 13.56 MHz, as shown in Figure 2.9.
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Figure 2.9: NFC segment of the electromagnetic spectrum

NFC has many of the same qualities as passive RFID tags — NFC tags are very
inexpensive, and do not require power but instead are powered by the nearby
NFC scanner. Unlike RFID scanners, NFC scanners are included in most
modern smartphones, making the technology significantly more ubiquitous [4,
5].

The main drawback of NFC technology is that the is range very short, and
basically requires the subject to touch the scanner to the NFC tags. The active
involvement of the positioning subjects makes NFC-base positioning systems
unattractive in most scenarios [4]. An example application of NFC being used
in an IPS is the work of Sakpere et al. [5, 17], where, when a user needs help
finding a destination within the building, they can tap the closest NFC tag
which enables the positioning application to determine the current location
and show it on a map.

Because of the extremely short range of NFC, the user has to be positioned
at the NFC tag when it is scanned, pinpointing the position of the user to the
location of the tag — resulting in centimeter-level accuracies.

2.1.4 Sound

In this section we will discuss sound as a positioning technology. We will cover
both audible sound and ultrasound. As opposed to electromagnetic waves,
sound requires a medium, such as air, to propagate in. Indoor Positioning
Systems use the air and building materials as propagation medium [4].
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Ultrasound

Ultrasound includes sound waves with frequencies of above 20 kHz — be-
yond the limit of human hearing. There has been considerable research into
ultrasound-based Indoor Positioning Systems. Pioneering works include the
“Active Bat” [18], “Cricket” [19], and “Dolphin” [20] systems [4, 5]. These sys-
tems work similar to RF-based systems; ultrasound transmitters (beacons) are
deployed throughout the environment, and an ultrasound receiver is attached
to the positioning subject to receive the different signals. Unfortunately, ul-
trasound receivers are not yet embedded in modern smartphones, making ul-
trasound a non-ubiquitous positioning technology. However, [21] states that
ultrasonic transducers can be easily integrated into modern smartphones.

Just like UWB-based positioning systems, ultrasound-based systems most com-
monly rely on Time of Flight measurements of the signals for positioning. Con-
sequently, ultrasound receivers and/or transmitters have to also be time syn-
chronized. But, due to the relatively slow propagation speed of sound (about
343 m/s) compared to the speed of light (close to 300,000,000 m/s), a lower
time synchronization accuracy between different nodes can be tolerated for
ultrasound-based IPSs than for UWB-based positioning systems [21].

Ultrasound-based positioning systems require a moderate amount of power to
operate [5]. The ultrasonic sensors used in ultrasound-based systems are gen-
erally quite low range, with a maximum distance of up to 10 meters. The
standout feature of ultrasound as a positioning technology is the achieved ac-
curacies, which are often sub-centimeter [8, 4, 21]. These accuracies are not a
guarantee however, due to a problem unique to sound-based systems. Changes
in the propagation medium have a significant effect on the speed of the sound
waves, specifically changes in air humidity and temperature [4]. To account
for this, Time of Flight-based systems are usually deployed with temperature
sensors, potentially increasing the cost [8].

While ultrasound-based Indoor Positioning Systems are inexpensive when im-
plemented at room level, they grow expensive when deployed on a large scale [5].
The scalability of such systems is also quite poor, as the performance and ac-
curacy degrade when the system is scaled up, and the complexity of the system
grows [4, 5].

Audible sound

Audible sound includes frequencies that can be perceived by the human ear,
ranging from 20 Hz up to 20 kHz. Indoor Positioning Systems based on audible
sound are less popular than systems based on ultrasound. Nevertheless, the
audible sound band has some advantages over its inaudible counterpart. The
main advantage being that microphones for the audible part of the sound spec-
trum are included in all smartphones, making audible sound as a positioning
technology ubiquitous [6, 8].
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Another benefit of using audible sound is that the accuracy of IPSs relying
on audible sound are generally quite good, with reported accuracies of a few
centimeters [4]. Despite these relatively high accuracies, and the ubiquity of
the technology, research on audible sound for indoor positioning is limited.
This is due to the many, considerable disadvantages and limitations of audible
sound based positioning system. These disadvantages include a susceptibility
to external noise, limitations of microphones in modern smartphones, and the
risk of creating sound pollution [8, 5].

2.1.5 Pedestrian Dead Reckoning (PDR)

Pedestrian Dead Reckoning (PDR) is a technology unlike any of the previously
discussed positioning technologies. It refers to the process of estimating the
positioning subject’s (pedestrian’s) current position based on a previously de-
termined position (a fix), by utilizing measurements from sensors that describe
the subject’s movement. Examples of such sensors are accelerometers for speed
estimation, gyroscopes for heading information and magnetometers for orienta-
tion with respect to the earth’s magnetic field [4, 5]. Consequently, PDR does
not require external references such as beacons or other sensors. This has the
advantage that Indoor Positioning Systems relying solely on PDR can be used
in any situation, and enable a seamless transition between indoor and outdoor
positioning [5].

Modern smartphones include most of the sensors needed for PDR, and have
the necessary computing capabilities [4]. As such, Pedestrian Dead Reckoning
is a ubiquitous positioning technology. Scientific works utilizing PDR have
also used so-called Inertial Measurement Units (IMU) — electronic devices
that include all necessary sensors for dead reckoning. These IMUs are usually
mounted to the feet or legs, to enable more precise measurements [4]. While
the using IMUs increases the accuracy of PDR-based systems, it drastically
reduces the ubiquity, and can even increase the costs of such systems.

Because integrating accelerometer measurements to obtain velocity data mag-
nifies measurement errors, PDR-based Indoor Positioning Systems often rely on
step detection and step length estimation instead [6, 7, 4]. Even so, PDR-based
systems’ accuracy still degrades over time as positioning errors accumulate. To
alleviate this problem, PDR is often combined with other positioning technolo-
gies to periodically recalibrate the position estimate [6, 4]. Other technologies
are also needed to obtain a initial starting position.

Because of the accumulation of errors, the accuracy decreases over the distance
travelled. Typical accuracies of IPSs using solely Pedestrian Dead Reckoning
are between 1 to 10 meters for limited distances [6, 4].

2.1.6 Hybrid positioning systems

As alluded to before in Section 2.1.5, positioning technologies are often used
in tandem to obtain better accuracies. Examples include combining Wi-Fi
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and BLE [22, 23], combining ultrasound with a RF-based technology [19], and
combining any of the RF-based technologies with Pedestrian Dead Reckon-
ing [6, 4, 5].

2.1.7 Summary

In Table 2.1, all the findings of the previous sections are summarized. It shows
the six core requirements for each positioning technology that we covered, along
with some optional complementary notes.

Technology
(Typical)
Accuracy

Range Ubiquity Scalability Cost
Power con-
sumption

Additional notes

VLC 1–10 cm 1.4 km High Medium Low Low
Requires strict Line-of-Sight
conditions, range is affected by
obstacles.

Computer vision 1–100 cm N/A High Medium Low High
Requires strict Line-of-Sight
conditions. Range is dependent
on the camera resolution.

Infrared 2–10 m 3–10 m Low Low Medium Low
Requires strict Line-of-Sight
conditions.

BLE 1–5 m 70–100 m High High Low Low -

Wi-Fi 1–5 m 50–100 m High Medium Low Medium
Wi-Fi routers often rely on ex-
isting power infrastructure.

Zigbee 1–5 m 20–100 m Low Medium Low Low -

Ultra-wideband 1–50 cm 15–100 m Low Low High Low
Time synchronization between
nodes is needed.

RFID 15–200 cm 1–12 m Moderate Medium Low Low

Passive RFID tags do not re-
quire any power, and can be
embedded in building materi-
als.

NFC 1–10 cm 0–5 cm High Low Low Low
Requires active participation of
the positioning subjects.

Ultrasound 1–20 mm 1–10 m Low Low Medium Medium
Time synchronization between
nodes is needed.

Audible sound 1–10 cm 1–10 m High Low Low Medium -

PDR 1–10 m N/A High High Low Low
Does not require sensor deploy-
ment.

Table 2.1: Summary/comparison of the different positioning technologies

2.2 Positioning methods

Now that we have covered the different technologies used for indoor positioning,
we will discuss the positioning methods that utilize these technologies to esti-
mate the positioning subjects’ position. First the signal properties are covered,
after which the most prevalent positioning methods are introduced.

2.2.1 Signal properties

As covered in Section 2.1, the vast majority of positioning techniques involve
some sort of signal that is transmitted either by using electromagnetic waves
or sound waves. To estimate the position of a subject, Indoor Positioning
Systems rely on different properties of these signals. These properties are at
the core of each positioning method, as they are used directly in the underlying
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calculations and algorithms. There exist various signal properties, but we will
focus on four basic properties that are most widely used, i.e. Time of Arrival
(TOA), Time Difference of Arrival (TDOA), Angle of Arrival (AOA), and
Received Signal Strength Indicator (RSSI) [7, 4, 5].

Time of Arrival (TOA)

The first signal property we will look at is Time of Arrival (TOA). The Time
of Arrival of a signal is the time at which a signal emitted by a transmitter
is received by a receiver. It is used to estimate the distance between the
transmitter and the receiver. To estimate this distance, the Time of Flight
(ToF) of the signal is calculated and multiplied by the propagation speed of
the signal [8, 4]. This relation is described by Equation 2.1,

dij = |Ti − tj | · v, (2.1)

where dij is the estimated distance between transmitter i and receiver j, Ti is
the Time of Transmission (ToT) from transmitter i, tj is the Time of Arrival
at receiver j, and v is the propagation speed of the signal. The Time of Flight
is represented by the term |Ti − tj |.

In most cases, the Time of Transmission is send along with the signal [7, 8].
Because the ToT is based on the internal clock of the transmitter, and the
TOA is based on the internal clock of the receiver, precise time synchroniza-
tion between the transmitters and receivers is necessary for accurate distance
calculations and, consequently, accurate positioning [7, 8].

Time Difference of Arrival (TDOA)

The Time Difference of Arrival (TDOA) is similar to the Time of Arrival, but
instead of using only a single arrival measurement, it utilizes the time differ-
ences between multiple Times of Arrival. Unlike TOA, TDOA does not require
time synchronization between both the transmitters and receivers, but only be-
tween the receivers. Consequently, when TDOA is used, the transmission time
also does not have to be included in the signal [8, 5]. A potential drawback of
using TDOA over TOA is that it might require multiple receivers in order to
measure the differences in arrival times, which can raise the cost of an IPS.

The Time Difference of Arrival is used to find the difference in distance between
the transmitter and a pair of receivers [7, 8, 5]. This is done by multiplying the
Time Difference of Arrival by the propagation speed of the signal, as formulized
in Equation 2.2 below.

∆djk = ∆tjk · v, with ∆tjk = |tj − tk|, (2.2)

where ∆djk is the difference in distance between receiver j and receiver k, ∆tjk
is the difference in time of arrival between receiver j and receiver k, and v is
the signal’s propagation speed. The times of arrival of receiver j and receiver
k are represented by tj and tk respectively.
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An important thing to note is that the TDOA can also be used in systems
where the positioning subject carries a receiver, and the transmitters are spread
throughout the environment. In this case the Time of Transmission does have
to be send along with the signal, and the transmitters’ internal clocks have to
be synchronized [8]. The difference in distance is then calculated between pairs
of transmitters, based on the times of transmission.

Angle of Arrival (AOA)

As the name suggests, Angle of Arrival (AOA) refers to the angle at which
the signal reaches the sensor of the receiver [4]. To estimate the Angle of
Arrival, the receiver has to be equipped with an antenna array [8]. The angle
is then calculated using the phase-difference between the different antennas.
An alternative is to use a directional antenna.

Unlike the other signal properties, the Angle of Arrival is not used to calculate a
distance related quantity, but it is instead used directly for positioning [7, 8, 5].
This is called triangulation, and is further elaborated upon in Section 2.2.2.

Received Signal Strength Indicator (RSSI)

The Received Signal Strength (RSS) is one of the most widely used signal prop-
erties for indoor positioning [8]. The Received Signal Strength (RSS) is the
raw power strength of the signal received at the receiver, measured in decibel-
milliwatts (dBm) or milliWatts (mW). The RSSI is merely an indicator that
provides a relative measurement of the actual RSS. The relation between the
RSS Indicator and actual RSS is independently defined by each chip manufac-
turer. As a result of this, the RSSI can use arbitrary units [8, 24]. Nonetheless,
the RSSI still provides an accurate indication of the power level of the received
signal. In many instances, the RSS is used directly as the RSSI, in which case
the terms can be used interchangeably.

To obtain distance estimates from RSSI measurements, signal propagation
models are used [7, 8]. These models rely on the fact that signals incur a loss in
signal strength as they propagate through space. This is a consequence of the
reduction in power density due to attenuation — a phenomenon called path
loss, or path attenuation. A commonly used path loss model is the so-called
log-distance path loss model [25], given in Equation 2.3,

PL[dB](d) = PL[dB](d0) + 10n log10

(
d

d0

)
, (2.3)

where PL refers to the average path loss, d0 is a reference distance at which the
path loss is known (usually one meter), n is the path loss exponent indicating
the rate at which the path loss increases with distance, and d is the distance
between the transmitter and receiver.

The path loss can be substituted by the RSSI, and the term d
d0

can be simplified
to just d when a reference distance of one meter is used. This results in the
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following equation:

RSSI = RSSI(d0) + 10n log10(d). (2.4)

Finally, rewriting this equation for the distance d gives us:

d = 10
RSSI−RSSI(d0)

10n . (2.5)

The RSSI at a reference distance d0 of one meter is often included in the signal
send by the transmitter.

2.2.2 Triangulation

As alluded to before, triangulation utilizes the Angle of Arrival (AOA) sig-
nal property. The arrival angles are used to reconstruct the so-called lines of
bearing [26] between the transmitters and the receiver, as shown in Figure 2.10.

(a)

Tx2

Tx3

Tx1

θ2
θ1

θ3

(b)

Figure 2.10: Triangulation

To calculate the position of the receiver, the intersection between the lines is
calculated by using basic geometry, and the known positions of the transmit-
ters [26]. An advantage of triangulation is that it only requires two transmitters
in 2D, and three transmitters in 3D [8, 5, 27]. A disadvantage is that the angle
measurements have to be very precise, and errors in the angle measurement are
magnified as the distance between the transmitter and receiver increases [8].
As such, usually the “proximity principle” is employed, where the closest three
transmitters are used [5].

2.2.3 Trilateration

In geometry, trilateration is defined as the process of determining absolute or
relative locations of points by measurement of distances [28]. As discussed in
Section 2.2.1, the distances to the beacons can be estimated using both the
Time of Arrival (TOA) and the Received Signal Strength Indicator (RSSI).
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Once the distances to at least three transmitters are known a 2D-position can
be calculated. For three dimensions, the distances to at least four transmitters
are required. Just like triangulation, when more than the required amount of
transmitters are detected, only the closest ones are used. A disadvantage of
trilateration is that it requires one more transmitter than triangulation.

For each transmitter, the set of possible positions of the receiver can be de-
termined based on the distance between the transmitter and receiver. In two
dimensions, the set of possible positions equates to a circle given by Equa-
tion 2.6,

di =
√

(xi − x)2 + (yi − y)2, (2.6)

where di is the distance between transmitter i (Txi) and the receiver, and
(xi, yi) is the known reference position of transmitter i. In Figure 2.11 three
transmitters are shown, along with the corresponding circles on which the
receiver might be positioned.

(a)

Tx2

Tx1

d2

Tx3
d3

d1

(b)

Figure 2.11: Trilateration

To find the position of the receiver, the intersection of the three circles has to
be calculated [8, 5]. This is done by solving the following system of equations,

di =
√

(xi − x)2 + (yi − y)2, for i = 1, 2, 3. (2.7)

Since the distance estimation is rarely completely accurate, a common trick is
to calculate the intersection points of the two closest transmitters and use the
third transmitter to determine which intersection point to use as the receiver’s
position estimate.

The Time Difference of Arrival (TDOA) signal property also utilizes distances
to calculate the target’s position. But instead of absolute distances, differ-
ences between distances are used. Because of this, each pair of receivers (or
transmitters, depending on the system architecture), along with the difference
in distances between the pair, defines a hyperbola on which the positioning
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subject is located [8, 27]. This hyperbola is given by Equation 2.8,

∆djk =
√

(xj − x)2 + (yj − y)2 −
√

(xk − x)2 + (yk − y)2, (2.8)

where ∆djk is the difference in distance between receivers j and k, (xj , yj) is
the known reference position of receiver j, and (xk, yk) is the known reference
position of receiver k. Correspondingly, in three dimensions a hyperboloid is
defined [8, 27]. In Figure 2.12, three transmitters are shown along with three
hyperbolas corresponding to the differences in distances between the denoted
transmitter pairs (transmitters are used in this illustration, but using receivers
would result in a analogous figure).

Tx2 Tx1

Tx3

(a)

Tx2 Tx1

Tx3

Δd1,3

Δd1,2

Δd2,3

(b)

Figure 2.12: Trilateration using TDOA-based hyperbolas

Similar to the circles defined by the absolute distances, the position of the
receiver is estimated by finding the intersection of the hyperbolas.

2.2.4 Fingerprinting

Instead of using signal properties to determine distances, fingerprinting uses
certain signal properties directly. Usually the RSSI is used, as it is location-
dependent [7]. Fingerprinting involves two stages [7, 8, 5, 29, 30]:

1. An offline (training) stage — in the offline stage, measurements are col-
lected by performing a site survey of the indoor environment. Usually,
the floor plan is used to create a grid of points. At each point of this pre-
defined grid a so-called location fingerprint is constructed. In the case of
RSSI, each location fingerprint consists of a vector of the collected RSSI
measurements for all nearby transmitters. These location fingerprints are
stored in a training database.

2. An online (estimation) stage — in the online stage, real-time measure-
ments are matched against the location fingerprints stored in the training
database, and used to estimate the most likely position.
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Algorithms to match the offline measurements with online measurements in-
clude clustering methods such as k-nearest-neighbours (kNN), neural networks,
support vector machines (SVM) and probabilistic methods [8, 27, 29].

The term fingerprinting is mostly used when radio frequencies (RF) are in-
volved [7, 27]. A more general term is scene analysis which is defined by Sakpere
et al. as follows: “scene analysis collects information or features from a scene
or observation and then estimates the position of an object by matching or
comparing the collected information with the one in an existing database” [5].
This definition would leave room for the image matching used in computer
vision, mentioned in Section 2.1.1.

The main disadvantages of fingerprinting over the other positioning methods is
the effort required to collect an adequate number of training fingerprints [4, 5].
Furthermore, the training fingerprints have to be updated when the infrastruc-
ture of the building changes, or when a transmitter is re-positioned [5].

2.2.5 Weighted Centroid Localization (WCL)

The next method is a multilateration method called Weighted Centroid Local-
ization (WCL), first introduced by Blumenthal et al. in 2007 [31]. Because
it is a multilateration method, it utilizes all detected transmitters to estimate
the target’s position. It works by calculating the weighted mean of the known
coordinates of nearby transmitters. Transmitters that are closer to the receiver
are weighed higher and contribute more to the final predicted position. The
position of the weighted centroid is defined by Equation 2.9 [31, 32].

(x, y) =

∑n
i=1(xi, yi) · wi∑n

i=1 wi
, (2.9)

where (x, y) is the predicted position, n is the number of considered transmit-
ters, (xi, yi) are the coordinates of the i-th transmitter and wi is the weight
allotted to the i-th transmitter.

The weight is inversely proportional to the distance, and is given by Equa-
tion 2.10,

wi =
1

dgi
, (2.10)

where di is the distance to the i-th transmitter and g is a parameter that
controls the weight drop off at larger distances.

An important limitation of the weighted centroid method is that it only pro-
duces reasonably results if the receiver is within the convex hull of the installed
transmitters, since no negative weights are considered and thus the predicted
position can not go outside of the convex hull [32].
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2.2.6 Probability-based positioning

Finally, we have the probability-based positioning method, introduced by Knauth
et al. [33]. This method is an alternative to fingerprinting, but does not require
prior fingerprint collection. It only requires the indoor environment to be di-
vided into a grid of points [32, 33]. The probability-based positioning method
makes use of a parametric probability density function p(d, di). The function
describes, for an estimated distance di to transmitter i, the probability p for
the receiver to be at a distance d from the transmitter’s position. A typical
probability density function is defined in Equation 2.11 [32],

p(d, di) =
1

(d− di)2 + c
, (2.11)

where c is a parameter influencing the sharpness of the function. The proba-
bility is higher if the distance d is closer to the estimated distance di.

Equation 2.11 gives the probability for a single transmitter. To get the prob-
ability for all transmitters we multiply the probability of each transmitter to
get a residual probability, as given by Equation 2.12,

p((xj , yj)) =

n∏
i=1

p(|(xi, yi)− (xj , yj)|, di), (2.12)

where (xj , yj) are the coordinates at which the probability is calculated, n is
the number of transmitters, (xi, yi) are the coordinates of the i-th transmitter
and di is the estimated distance to the i-th transmitter.

Now that we can calculate the probability at a certain position using all trans-
mitters we can go to the final step of probability-based positioning. In this
step we divide the floor plan into discrete coordinates and then loop over these
coordinates. At each coordinate we calculate the residual probability given by
Equation 2.12. After looping over all coordinates the point with the highest
residual probability is chosen to be the predicted position.

One drawback of this method is that it can get computationally expensive quite
fast, and might not be feasible for very large buildings [32]. This can be solved
by approximating the location using another (cheaper) positioning technique
or by performing probability-based positioning on a coarser grid. Then the
approximate position is used to perform a finer search on an area surround it.
Another final thing to note is that the spacing of the grid has to be sufficiently
small as to not unnecessarily decrease the accuracy.

2.3 Related work

As discussed in Chapter 1, the focus of this thesis is to develop an Indoor
Positioning System (IPS) that uses Bluetooth Low Energy (BLE) as the pri-
mary positioning technology. This section provides an overview of seven related
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works that also utilize Bluetooth Low Energy. These works were selected based
on their influence on the field of BLE-based indoor positioning, as well as their
relevance to this thesis. Furthermore, all included works were published in the
past six years, from 2015 to 2021.

Location Fingerprinting With Bluetooth Low Energy Beacons [34]

The first work was written in 2015 by Faragher and Harle [34], and is one of
the most influential works on BLE-based indoor positioning [4]. It provided
the first experimental test of fine-grained BLE positioning using fingerprinting,
and it was the first work to show that the use of three advertising channels to
transmit BLE signals leads to severe RSS variations.
In order to mitigate these variations when collecting measurements, they used
a time window of RSS measurements. The measurements in this window were
filtered to provide a more reliable RSS value. This method of mitigating the
variance was used in both the offline and online stage of fingerprinting. In the
offline stage three filters were considered: the mean, median and maximum.
The values obtained from these filters were inserted into the location finger-
print. For the online stage only a median filter was considered, and the filtered
RSS values were used for the position estimation.

In their experiments, the BLE beacons were initially set to broadcast at a
frequency of 50 Hz with a transmit power of 0 dBm. In total, 19 beacons were
distributed around an approximately 600 m2 environment. With this setup,
window sizes of around 0.5 to 2.0 seconds — for the measurements window used
in the online stage — provided the best performance with a median positioning
error of about 1 meter. Further exploration of the parameters revealed that
reducing the transmit power to -12 dBm and the broadcast frequency to 10 Hz
resulted in a similar median positioning error.

Improving Indoor Localization Using Bluetooth Low Energy
Beacons [35]

In 2016, Kriz, Maly and Kozel [35] combined BLE fingerprinting with Wi-Fi
fingerprinting to improve the overall positioning accuracy. For each technology
a separate set of fingerprints was collected and stored. Each fingerprint was
taken in a 52 m by 43 m area, in which 17 BLE beacons were deployed. To
evaluate the positioning error, a leave-one-out cross-validation technique was
applied on the collected fingerprints. From the set of 680 fingerprints, one was
chosen in each iteration and its position was estimated based on the distance to
the other fingerprints. This was done for both the BLE and Wi-Fi fingerprints,
as well as for the combination of both. The results showed a 23% improvement
when BLE beacons were used in addition to Wi-Fi access points, and yielded
a median positioning error of 0.77 meters. However, the mobile application
was only capable of collecting fingerprint measurements, and the system was
only evaluated using fingerprints that were constructed from a large number of
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RSSI samples — the 680 measurements consisted of 115,511 individual RSSI
samples. Each measurement took 10 seconds to complete.

The authors also experimented with different scanning durations for the mea-
surements, by down-sampling the collected fingerprints — resulting in higher
positioning errors for lower scanning durations. The exact number of sam-
ples obtained for each scanning duration is unclear as the beacon broadcast
frequency was not specified.

Smartphone-Based Indoor Localization with Bluetooth Low Energy
Beacons [36]

In the same year, Zhuang, Yang, Li, Qi and El-Sheimy [36] proposed an algo-
rithm consisting of multiple components in order to provide smartphone-based
indoor positioning using BLE beacons. The components include a channel-
separate polynomial regression model (PRM), channel-separate fingerprinting
(FP), multi-level outlier detection and extended Kalman filtering (EKF). The
polynomial regression model was used to provide distance estimates by mod-
elling the relationship between RSS and distance (for the BLE beacons) as
an nth-degree polynomial. The polynomial coefficients were estimated by col-
lecting RSS values at several known locations in the experimental setup, and
performing least squares fitting. This was done for each advertising channel.

For the fingerprinting component, fingerprint databases were constructed for
each advertising channel, and for the aggregate of all channels. In the online
phase, position estimates were generated for each channel by matching new
measurements to the constructed databases. These position estimates were
then used in the first outlier detection step, together with the distance esti-
mates from PRM, to obtain an enhanced distance estimate for each observed
beacon. This was done by converting the FP position estimates to distances by
calculating the distance between the position estimate and the corresponding
beacon. These FP distances were then used together with the PRM distances1

to construct a confidence interval. Any distances outside of the confidence in-
terval were removed, after which the mean of all remaining distances was taken
to obtain the enhanced distance estimate.
Finally, the enhanced distance estimates were supplied to an extended Kalman
filter which was used to predict the position of the target. After the EKF, the
second outlier detection algorithm based on statistical testing is performed to
remove remaining outliers from the EKF.

The proposed algorithm was evaluated in the corridors of an environment cov-
ering 60 by 40 meters, using BLE beacons set to transmit at a frequency of 10
Hz with a transmit power of -16 dBm. Missing ground truth points were gen-

1Six distances in total, three for the different channels times two for the FP and PRM
distances.
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erated by interpolating between reference points, using timestamps collected
with a stopwatch.

The results showed that the mean positioning error averaged over two trajecto-
ries was 1.66 meters for a dense distribution of beacons (1 beacon per 9 meter),
and 1.98 meters for a sparse distribution of beacons (1 beacon per 18 meter).
The median positioning error averaged over both trajectories was 1.59 meters
for the dense distribution, and 1.67 meters for the sparse beacon distribution.

Beacon Based Indoor Positioning System Using Weighted Centroid
Localization Approach [37]

Later in 2016, Subedi, Kwon, Shin, Hwang, and Pyun [37] published a paper
that focused on using Weighted Centroid Localization (WCL) with BLE bea-
cons. To estimate the distances between the receiver and the BLE beacons
from the measured RSSI values, the log-distance path loss model was used.
Before the distance was estimated, the RSSI measurements were filtered using
a Kalman filter on top of a moving average filter.

The developed system was evaluated in a 2.5 meters wide corridor using BLE
beacons that broadcast at an interval of 300 ms, or 3.33 Hz, with a transmit
power of 4 dBm. In total 14 beacons were placed along the corridor. The
placement was done in pairs of two at a height of 2.5 meters, with a distance
of 4.5 meters between each pair.

The results showed that, out of the considered weight exponents of 0.5, 1.0,
and 1.5, a weight exponents of 0.5 performed best for their test environment.
The corresponding mean positioning error was about 1.8 meters when all mea-
surement locations were averaged.

RSSI-Based Indoor Localization With the Internet of Things [38]

Two years later, in 2018, Sadowski and Spachos [38] compared Wi-Fi, BLE,
Zigbee, and LoRaWAN for use in an Indoor Positioning System.

To estimate the distances to the BLE beacons from the RSSI, the log-distance
path loss model was used. After obtaining the distance estimates, trilateration
was used to estimate the location of the receiver. For their BLE experiments,
three beacons were used. These beacons were placed to form a right-angled
triangle with an equal base and height of length d. Three values were con-
sidered for the length d: 1 meter, 3 meters, and 5 meters — corresponding
to experimental areas of 0.5 m2, 4.5 m2, and 12.5 m2 respectively. For each
length, the receiver was placed at three points within the experimental area.
The resulting nine configuration were evaluated in two separate environments.

The results showed that the average mean positioning error for all 18 experi-
ments, divided between both environments, was 0.753 meters when using BLE.
When only including experiments where d equals 5 meters, the average mean
positioning error was 1.151 meters.
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The authors also compared the average power consumption between the consid-
ered technologies, and concluded that Wi-Fi used the highest amount of power
utilizing 216.71 mW, while BLE used the least amount of power, consuming
only 0.367 mW.

A Robust Indoor Positioning Method based on Bluetooth Low
Energy with Separate Channel Information [39]

Similar to the work of Zhuang et al. [36] from three years earlier, in 2019,
Huang, Liu, Sun, and Yang [39] proposed an indoor positioning method that
took advantage of the three separate BLE advertising channels. To separate
the advertising channels, BLE beacons were configured to only broadcast on
a single channel. For each advertising channel a series of RSS measurements
was performed at distances between 0 and 19.2 meters, with 1.2 meter incre-
ments. Using these measurements, three channel-specific distance models were
obtained by fitting the data.

Before the distance models were used, a data filtering step was performed. In
this step, a sliding window was employed to filter the RSS values. Filtering
was done by taking the median of the measurements in the sliding window. If
an advertising packet was not received at a certain point in time, an empty
RSS reading was still included in the sliding window with a tag marking it as
lost. Whenever the median filtering selected an empty RSS reading, the whole
sliding window was discarded, and no RSS value was produced.
This data filtering step was performed for each advertising channel. The RSS
values obtained from the data filtering step were used to estimate the distances
using the distance models. The distances for each separate channel were com-
bined into a single, final distance estimate. If there was only one distance —
because the other channels did not produce an RSS reading — no final distance
was computed. If there were two or three distance estimates, the final distance
estimate was computed by taking the weighted average of the distances. The
weights were based on the variance of each advertising channel corresponding
to the RSS sample leading to the distance estimate. Finally, weighted tri-
lateration was used to convert the processed distance estimates into position
estimates.

The system was evaluated in two environments; a classroom measuring 5 by
10 meters, and an office room of 9 by 12 meters. In each environment four
beacons were deployed, one at each corner of the environment.

The proposed method achieved median positioning errors between 1.8 and 2.0
meters over three experiments. The two experiments were performed in the
classroom, and one in the office room. Furthermore, two different smartphones
were used in the classroom experiments.
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Real-Time Indoor Positioning Approach Using iBeacons and
Smartphone Sensors [40]

In 2020, L. Liu, Li, Yang, and T. Liu [40] published a real-time indoor po-
sitioning method that fused positioning estimates obtained by using trilater-
ation and fingerprinting. Additionally, a Pedestrian Dead Reckoning (PDR)
approach was explored, and the results from both the BLE-based method and
the PDR method were fused using a Kalman filter. The initial position needed
in the PDR method was provided by the BLE-based method.

The BLE-based method used the log-distance path loss model to convert RSSI
measurements to distance estimates. These distance estimates were fed directly
into the trilateration positioning method, and the corresponding RSSI values
were used in the fingerprinting method. To fuse both methods, the weighted
average of both position estimates was taken. To calculate the weights, the
distances between the current position estimate and the last position estimate
were calculated for both methods. When the distances for both methods were
equal to or above 1 meter, large distances equated to small weights. Con-
versely, when both distances were below 1 meter, large distances equated to
large weights.

To evaluate the system, it was deployed on a 44 by 16 meter university floor.
Only a single corridor was utilized. This corridor spanned the entire width of
the floor and the majority of the length of this corridor had a width of only
1.7 meters. In total 10 were deployed along the edges of the corridor. These
beacons had a broadcast frequency of 1 Hz. In total, two different routes were
traversed, and three experiments were performed per route. The results of
all six experiments for the BLE-based method were averaged, resulting in a
median position error of 2 meters.

2.4 Applications

There are countless applications for Indoor Positioning Systems. This section
aims to provide a brief overview of the various possibilities. To start of with,
the most straightforward use-case of indoor positioning is navigation in large
buildings. This mainly includes public buildings such as hospitals, airports,
museums, railway stations, and shopping malls. Indoor Positioning Systems
for these buildings would not only be helpful for people unfamiliar with the
building, but they could also be used to assist visually impaired people. Apart
from navigation in hospitals, the health sector as a whole could benefit greatly
from indoor positioning. An example is Ambient Assistant Living (AAL), a
type of system that provides elderly people assistance in their homes [41]. These
systems could even raise the alarm when movement patterns indicate a medical
emergency. This technology could also be used in smart homes, where IPSs
could be integrated with Internet of things (IoT) devices.

Another application area that has already been extensively discussed in liter-
ature is asset management and tracking [8]. Innovations in the area of indoor
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positioning could lead to better inventory management systems, and more ef-
ficient ways to manage assets.

As mentioned earlier, shopping malls could use indoor positioning to help cus-
tomers navigate through the buildings. A potentially more significant use-case
however, is context-aware location based marketing [8], where customer’s loca-
tion data is used to present them with relevant advertising. The location data
could also be used to increase sales by optimizing product placement. Fur-
thermore, apart from navigation, museums could use IPSs to aid exhibitions
by showing relevant information when a visitor enters a certain area. Indoor
Positioning Systems for these public places could also help with disaster man-
agement and security by tracking emergency response units.
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3 Implementation

In this chapter the implementation of the BLE-based Indoor Positioning Sys-
tem developed for this thesis is described. It consists of four steps, going from
detecting the BLE beacons and obtaining RSSI measurements, to determining
the position of the smartphone receiver. The steps are illustrated in Figure 3.1.

RSSI
measure-
ments

RSSI
filtering

Distance
estimation Positioning

Figure 3.1: Steps of an RSSI-based indoor positioning system

Each step will be discussed in a separate section. Section 3.2 describes the
RSSI measurements and their characteristics, Section 3.3 deals with filtering
the RSSI measurements to decrease variance, Section 3.4 explains how the
filtered RSSI is converted to a distance estimation, and finally, Section 3.5
describes how the estimated distances are used to obtain a position estimation.
Before discussing each step, a closer look at Bluetooth Low Energy (BLE) is
provided in Section 3.1.

3.1 A closer look at Bluetooth Low Energy

In this section we will have a closer look at Bluetooth Low Energy (BLE), and
the available BLE beacons. We will also discuss the feasibility of using the
signal properties discussed in Section 2.2.1.

As discussed in Section 2.1.3, Bluetooth Low Energy is a technology that op-
erates in the 2.4 GHz band. Unlike classic Bluetooth technology that uses
seventy-nine 1 MHz wide channels, Bluetooth Low Energy uses forty chan-
nels that are 2 MHz wide. The different channels are depicted in Figure 3.2
(adapted from [42]).
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Figure 3.2: Bluetooth Low Energy channels [42]

There are two types of channels: data channels and advertising channels. The
advertising channels are used to broadcast advertising packets. Three adver-
tising channels exist in order to counter-act interference. Specifically, channels
37, 38 and 39 with frequencies of 2402 MHz, 2426 MHz, and 2480 MHz are
used. The remaining channels are intended for data transfer.

3.1.1 Bluetooth Low Energy beacons

Bluetooth Low Energy beacons are hardware transmitters that use the BLE
technology to broadcast advertising packets. Consequently, BLE beacons only
utilize the advertising channels. Each beacon transmits an advertising packet
on all three channels simultaneously1, with a constant delay between each
broadcast called the advertising interval. The receiver listens to only a single
channel at once, for a duration called the scan window. This scan window is
periodically repeated every scan interval.

The BLE beacons used in this thesis are shown in Figure 3.3. A total of
ten of these beacons were available. These beacons use the iBeacon protocol,
introduced by Apple in 2013 [43]. In accordance with this protocol, the bea-
cons transmit a unique identifier and a transmission power (TX power) value
indicating the signal power at a reference distance of one meter.

1Some beacons can be configured to only transmit on specific advertising channels.
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(a) Flat (b) Standing

Figure 3.3: BLE beacons

The BLE beacons are not time-synchronized, meaning they do not support
Time of Flight-based signal properties. Furthermore, the Angle of Arrival of
the signal is not accessible since neither the receiver nor the BLE beacons used
for this thesis support the latest Bluetooth 5.1 specification that requires an
in-built antenna array [44]. Because of these limitations, the only available
signal property is the Received Signal Strength Indicator (RSSI).

3.2 RSSI measurements

To receive the advertising packets broadcast by the BLE beacons, a smart-
phone is used. In particular the OnePlus 6 is used, which supports Bluetooth
5.0 [45]. The scanning interval between measurements is 500 ms or 2 hertz, the
maximum frequency supported by the available BLE beacons.

3.2.1 Variance in RSSI measurements

To get an idea of the variance of the RSSI, we took 100 measurements of the
RSSI at a static distance of one meter. Then, to better visualize the variance
in the RSSI, we took a rolling average and the corresponding rolling standard
deviation with a window size of 30 measurements. The results are shown in
Figure 3.4, where the blue line indicates the rolling average, and the shaded
area indicates the standard deviation.
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Figure 3.4: Rolling average and standard deviation of the RSSI over time

For this specific beacon, the average RSSI over the 100 measurements was -
57.7 dBm with a standard deviation of 1.94 dBm. The raw measurements are
shown as a scatter plot in Figure 3.5.
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Figure 3.5: Scatter plot of the RSSI over time

There are three distinct RSSI values that dominate the measurements: -55
dBm, -58 dBm, and -60 dBm. This corresponds to the three different chan-
nels on which advertising packets are send. To better illustrate this fact, the
probability density function of the RSSI is plotted in Figure 3.6.

32



Chapter 3. Implementation

64 62 60 58 56 54 52
RSSI (dBm)

0.000

0.025

0.050

0.075

0.100

0.125

0.150

De
ns

ity

RSSI probability density

Figure 3.6: Probability density function of the RSSI

In this figure, three distinct peaks are visible at the discrete RSSI levels men-
tioned before, reaffirming the existence of three distinct RSSI levels related to
the different advertising channels.

We repeated the above experiment by measuring the average RSSI at a distance
of one meter for all ten beacons. The results are shown in Table 3.1. In this
table the beacons are referred to using unique names and the corresponding
Bluetooth MAC addresses.

Name MAC address RSSI [dBm]

BR532317 00:CD:FF:0E:5E:B9 −57.7± 1.94
BR532396 20:18:FF:00:3F:E4 −56.2± 1.49
BR532386 20:18:FF:00:3F:E7 −56.6± 1.91
BR532394 20:18:FF:00:40:02 −56.7± 1.79
BR532388 20:18:FF:00:40:07 −55.8± 1.51
BR532389 20:18:FF:00:40:08 −56.2± 1.54
BR532401 20:18:FF:00:40:20 −54.0± 2.55
BR532390 20:18:FF:00:40:2C −57.0± 2.08
BR532391 20:18:FF:00:40:2D −57.7± 1.67
BR532392 20:18:FF:00:40:2E −56.2± 1.97

Table 3.1: One meter measurements for all beacons

The standard deviations of the average RSSI range from anywhere between
1.49 dBm to 2.55 dBm, with an average standard deviation of about 1.85
dBm. Additionally, the average RSSI at one meter ranges from -54.0 dBm to
-57.7 dBm.
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3.3 RSSI filtering

The next step, after measuring the Received Signal Strength Indicator, is to
try and filter out the variance between the RSSI measurements previously
observed. To do so, a measurements window is implemented, essentially acting
as a buffer to store the last n number of measurements, where n is a configurable
window size. Each beacon has its own measurements window, as illustrated in
Figure 3.7.

-59 -57 -58 -58 -73

Measurements
window

-62 -63 -59 -58 -66

-45 -46 -49 -55 -53

Packet
received

BLE packets send over time

Packet
discarded

BLE
beacons

Figure 3.7: Measurements windows for multiple BLE beacons

Once each BLE packet is received, the radio receiver reports the RSSI value.
This value is then added to the measurements window of the corresponding
BLE beacon. In the example shown in Figure 3.7, the measurements window
size is five (n = 5). When a new measurement is added, and the measurements
window is fully filled, the oldest measurement is discarded.

Now, to deal with the variance in the measurements, we implemented three
simple methods to find the central tendency of the measurements in the mea-
surement window: the mean (average), the median and the mode. Each method
will be briefly discussed in the following subsections.

34



Chapter 3. Implementation

3.3.1 Mean (average)

The mean is simply the average of the measurements in the measurements
window X, as defined in Equation 3.1,

X =
1

n

n∑
i=1

xi, (3.1)

where n is the window size and xi is the i-th RSSI measurement.

Using the values given in Figure 3.7 for the top-most beacon, the mean is:

X =
1

5
(−59 +−57 +−58 +−58 +−73) = −61 dBm.

As evident from this example, the mean is the least suitable filtering method
to deal with variance as it can be easily skewed by outliers.

3.3.2 Median

The median of the measurements window X is the middle value after sorting
the measurements. When the window size n is even, the median is found by av-
eraging the two middle measurements. The median is defined by Equation 3.2.

median(X) =

{
xn/2 if n is odd,
1
2 (x(n/2)−1 + xn+1) if n is even,

(3.2)

where X is the sorted measurements window, the measurements window is
zero-indexed, and integer division is used.

When we use the values given for the top-most beacon in Figure 3.7, we get
the following:

X = {−73,−59, -58,−58,−57},
median(X) = x5/2 = x2 = −58 dBm.

Unlike the mean, the median is not affected by the outlying RSSI measurement
of -73 dBm.

3.3.3 Mode

For the final method to find the central tendency of the measurements window
we have the mode. The mode is defined as the most frequently occurring RSSI
measurement within the measurements window. For the top-most measure-
ments window in Figure 3.7, the mode is -58 dBm; equivalent to the median.

If all measurements occur only once, the mode is not defined. When this
situation occurs, and the mode is selected as RSSI filtering method, the median
is used as a fallback method.
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3.3.4 Window size

An important parameter mentioned in the previous sections is the window size
(n) — the size/length of the measurements window. A window size of one
(n = 1) means that no RSSI filtering occurs, and that the variance in the
measurements is in no way reduced. On the other hand, changes in the RSSI
are directly reflected in the distance estimation. Conversely, if the window size
is too large, changes in the RSSI might have a delayed effect on the distance
estimation, leading to a position estimation that lags behind on reality.

Furthermore, the appropriate window size is dependent on the movement speed
of the positioning subject, as higher velocities may require smaller measurement
windows in order to keep up with the changes in position. Also, if the posi-
tioning subject is stationary, the measurements window can be expanded to
increase the accuracy of the distance estimation and decrease the positioning
error.

Adaptive window size

An ideal solution to the problem of finding an appropriate window size is to
make the window size dynamic, adapting to the velocity of the positioning
subject. Unfortunately, the (linear) accelerometer found in the OnePlus 6
(and most smartphones for that matter) just is not precise enough to sup-
port integration of the acceleration data to obtain a steady velocity estimate.
This problem is discussed before in the context of Pedestrian Dead Reckoning
(PDR), in Section 2.1.5.

While there are other heuristics that could be useful in determining an adaptive
window size, because of the aforementioned sensor precision limitations, an
adaptive window size is not implemented in the IPS developed for this thesis.

3.4 Distance estimation

The next step towards indoor positioning is distance estimation. This step is
arguably the most critical one, as accurate distance estimation directly trans-
lates to accurate position estimation. On the topic of distance estimation,
we will discuss various distance estimation models, also referred to as signal
propagation models. First the log-distance path loss model, introduced in Sec-
tion 2.2.1, is discussed. Then we will explore fitting logarithmic models to
quantitative data, and finally we will look into ways to account for switches
between different advertising channels — sometimes referred to as frequency
hopping.

3.4.1 A closer look at the log-distance path loss model

First we will take a closer look at the log-distance path loss model, defined by
Equation 2.3. This model expresses the path loss, or RSSI, as a function of
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distance. It has two parameters that can be adjusted: the path loss exponent
(n) affecting the rate at which the RSSI decreases with distance, and the RSSI
at a reference distance d0.

Typical values for the path loss exponent range from 2.0 to 3.5 [25]. To get a
better idea of the effect of changing the path loss exponent, the log-distance
path loss model is plotted in Figure 3.8 for distances between 0.5 and 12 meter,
while varying the path loss exponent from 2.0 to 3.5. The reference RSSI at
distance d0 = 1 meter is kept constant at a value of -60 dBm.
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Figure 3.8: Log-distance path loss model for path loss exponents (n) from 2.0
to 3.5. The transmission power (TX power) has a constant value of -60 dBm.

This plot clearly shows that lower path loss exponents lead to flatter curves with
an intersect that is also slightly lower. Conversely, higher path loss exponents
have a larger intersect, and the RSSI decreases at an increased rate.

The other parameter of interest is the reference RSSI at a distance of one meter,
called the transmission power (TX power). Similar to before, to explore the
effect of different values of the transmission power, we plot the log-distance path
loss model for transmission powers from -70 dBm to -50 dBm in Figure 3.9.
The path loss exponent is kept at a constant value of 2.0.
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Figure 3.9: Log-distance path loss model for transmission powers (TX power)
from -70 to -50 dBm. The path loss exponent (n) has a constant value of 2.0.

Perhaps unsurprisingly, decreasing the transmission power has the effect of
translating the model’s curve downwards.

While the transmission power is included in the packets send by the iBeacons,
we chose to utilize the values obtained by the one meter experiments, listed in
Table 3.1. The reasoning for this is that all beacons were pre-configured with
a TX power value of -59 dBm, which does not account for differences between
the individual beacons.

3.4.2 Fitted logarithmic models

Another approach to distance estimation is measuring the Received Signal
Strength Indicator for a wide range of distances, and using these measurements
to fit the data with a trendline. This trendline can then serve as a distance
model specifically tailored to the beacons’ characteristics. While such a model
does encapsulate characteristics specific to the beacons, it also inadvertently
captures qualities of the receiver.

Nonetheless, we measured the RSSI at 24 different distances, from 0.5 meters
to 12 meters with increments of 0.5 meters. At each distance we took 100 mea-
surements with Line-of-Sight (LOS) conditions, and 100 measurements with
Non-Line-of-Sight (NLOS) conditions simulated by standing in front of the
receiver. The results are shown in Figure 3.10.

38



Chapter 3. Implementation

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10
.0

10
.5

11
.0

11
.5

12
.0

Distance (m)

90

80

70

60

RS
SI

 (d
Bm

)
RSSI measurements for 0.5 to 12 meters

LOS measurements
NLOS measurements

Figure 3.10: Average RSSI measurements at distances between 0.5 and 12
meters

Each point represents the average of 100 measurements at the corresponding
distance. As expected, the NLOS measurements at each distance lie below
their LOS counterpart. Another thing to note is that there does not seem
to be a relation between the standard deviations, indicated by the error bars,
and the distance between the beacon and the receiver. Furthermore, the RSSI
decreases as the distance increases, similar to the log-distance path loss model.

Next, to obtain a distance model from the measurements, we fit the data using
a logarithmic least squares method. This involves replacing each distance d
with the natural logarithm of the distance ln(d), and then using linear least
squares to approximate the line that best fits the measurements. The LOS and
NLOS measurements are fit separately, and the average trendline is obtained
by averaging the slope and intercept of both trendlines. The resulting line
equations are given in Table 3.2.

Trendline Fitted line equation

LOS −6.338 ln(d)− 66.765
NLOS −3.851 ln(d)− 75.869
Average −5.094 ln(d)− 71.317

Table 3.2: Equations of the fitted trendlines

The fitted trendlines are plotted in Figure 3.11, along with the RSSI measure-
ments. The error bars are omitted to increase visual clarity.
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Figure 3.11: Average RSSI measurements and their trendlines at distances
between 0.5 and 12 meters

As before, each point represents the average of 100 measurements at the cor-
responding distance. The dashed lines represent the fitted trendlines for the
LOS and NLOS measurements. The average of both trendlines is also shown.

To compare the fitted models with the log-distance path loss model we plot
them together in Figure 3.12.
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Figure 3.12: Fitted model trendlines and the log-distance path loss model
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For the log-distance path loss model, a transmission power of -56 dBm is used,
which is the average of the RSSI values given in Table 3.1. For the path loss
exponent a value of 2.0 is used. Looking at the plot, the log-distance path loss
model yields significantly higher RSSI values than the fitted models.

3.4.3 Advertising channel identification

As discussed in Section 3.1, the advertising packets broadcast by the BLE bea-
cons are send on three different channels. While the beacons can transmit on
all three channels simultaneously, the radio chip in smartphones can generally
only receive packets on a single channel at once. This is a significant prob-
lem because the RSSI measurements are affected by an uneven channel gain,
resulting in different measurements for different channels [34, 46]. This prob-
lem is compounded by the fact that the BLE radio does not relay information
about on which channel a beacon was received to the smartphone operating
system [46]. As a result, the channel-dependent error can not easily be miti-
gated.

One simple way to combat this problem is to configure the beacons to only
transmit on a certain channel. Unfortunately, this was not an option for the
beacons used in this thesis. Alternatively, an algorithm can be used to try
and detect on which channel the received BLE was transmitted. To this end,
Gentner et al. introduced a novel method to identify the BLE advertising
channel on Android devices [46]. This method was implemented in the IPS
developed for this thesis. It works as follows [46]. On most smartphones the
BLE radio, when activated, starts scanning on channel 37, although, this is
not required by the BLE specification. Furthermore, the channel on which the
radio scans is toggled after every scan window. Thereby, the same order of
channels 37, 38, 39 is always pursued.

To identify the advertising channel the time at which BLE scanning starts is
registered and given by t. Then, incoming packets are classified as Î37, Î38
or Î39 based on if their reception time falls within a time-interval Îc(k) =
[t̂l,c(k), t̂r,c(k)], k = 1, 2, 3, 4, ..., with boundaries

t̂l,c(k) = 3 · (k − 1) · Ts + (c− 37) · Ts + tg/2,

t̂r,c(k) = t+ 3 · (k − 1) · Ts + (c− 36) · Ts − tg/2,
(3.3)

where Ts is the scan interval, c is the advertising channel and tg is a guard
time to compensate for clock drift [46]. Finally, the scanning is restarted after
a maximum scan time in order to further limit the clock drift.

To qualitatively evaluate the performance of the advertising channel identifi-
cation using the described method, we measured the RSSI at a static distance
and augmented the measurements with the identified channels. The results are
shown in Figure 3.13.
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Figure 3.13: RSSI measurements with channel information

The results of the channel identification look quite promising. Although there
are some misclassified measurements, overall there is a clear separation between
the different channels. Furthermore, there is a large gap between measurements
from channel 39 and measurements from the other channels. This is in line with
the frequencies of the advertising channels as depicted in Figure 3.2.

Next, we repeat the RSSI measurements at distance between 0.5 to 12 me-
ter described in Section 3.4.2. This time augmenting the measurements with
channel information. The results are shown in Figure 3.14.
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Figure 3.14: Fitted trendlines for the different advertising channels

42



Chapter 3. Implementation

The results for the measurements at different distance unfortunately do no
show a very significant separation between the different channels. Because of
this, and the fact that the channel identification is quite rudimentary, we chose
to not utilize the channel identification for the distance estimation.

3.5 Positioning

The final step towards locating the smartphone receiver is positioning itself.
In this step the estimated distances from the previous step are used by a posi-
tioning method to estimate a position.

For the IPS developed for this thesis, three positioning methods are imple-
mented: trilateration, Weighted Centroid Localization (WCL), and probability-
based positioning. Fingerprinting was also considered, but we wanted position-
ing methods that are robust to changes in the environment, and do not require
a time-consuming offline phase. The listed positioning methods were covered
in depth previously, in Section 2.2.

In this section, the implemented positioning methods are discussed, focusing
on implementation details and the adjustable parameters for each method.
After the positioning methods, a quality indicator for the position estimate is
introduced.

3.5.1 Trilateration

As the name suggests, trilateration requires three distances in order to find
a position estimation. A similar thing is true for the positioning methods
discussed in the upcoming sections. Because of this, by default, a position
estimate is only provided when three or more beacons are detected. When a
position estimate is required while less than three beacons are detected, the
following cases occur. If only one beacon is detected, the position is estimated
as the location of the detected beacon. If two beacons are detected, the mid-
point between the two beacons is calculated, weighed by the distance similar
to WCL.

To estimate the distance using trilateration, the intersection of the three circles
defined by the distance from each beacon is calculated. Because the distance
estimation is imperfect, there are three possible cases that can arise:

Case 1. The three circles have a single intersection point. In this case the
intersection point is used as the estimated position. This case is
shown in Figure 2.10.

Case 2. Only two of the circles intersect. In this case there are two intersection
points to be considered. For the position estimate, the intersection
point closest to the third beacon is used.
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Case 3. None of the circles intersect. In this case Weighted Centroid Local-
ization is used.

In reality the situation in case 1 rarely occurs, if ever. Case 2 is the most likely
to arise, and case 3 only occurs when the three circles are non-overlapping, or
when circles are contained in other circles.

3.5.2 Weighted Centroid Localization (WCL)

In Section 2.2.5 it is mentioned that a limitation of Weighted Centroid Lo-
calization (WCL) is that the receiver has to be within the convex hull of the
transmitters. Fortunately, this is the case when the beacons are installed on
and around the walls of the building.

In the definition of the weight used in WCL (given by Equation 2.10), a pa-
rameter g is introduced that controls the weight drop off when the distance
increases. In Figure 3.15 the weight is plotted against distances from 0.5 to 12
meters, for weight exponents g from 0.5 to 2.0 with 0.25 increments.
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Figure 3.15: Weight plotted for distances from 0.5 to 12 meters, for weight
exponent (g) values between 0.5 and 2.0, with 0.25 increments

As evident from the plot, increasing the weight exponent g not only increases
the rate at which the weight decreases for longer distances, it also results in
vastly higher weights for shorter distances.
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3.5.3 Probability-based positioning

Probability-based positioning is introduced in Section 2.2.6 as an alternative
to fingerprinting that only requires the environment to be divided into a grid
of reference points. It utilizes a probability density function (Equation 2.11)
that defines the probability density for any distance given a reference distance.
This function is used to calculate the probability that the receiver is positioned
at a certain reference point, using the distance between the reference point and
the beacon, and the estimated distance between the receiver and the beacon.

Additionally, the probability density function has a parameter c that controls
the sharpness of the function. Or, in other words, the height of peak in proba-
bility density at the provided reference distance (the distance estimation). To
observe the effect of the probability sharpness parameter c, in Figure 3.16, the
probability density is plotted against the distances from 0.5 to 12 meters for
different values of the probability sharpness.
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Figure 3.16: Probability density plotted for distances from 0.5 to 12 meters,
for probability sharpness (c) values between 0.5 and 2.0 (with 0.25

increments), and an estimated distance of 2.0 meters

For the reference distance a value of 2.0 meters is used. As discussed, the
probability density peaks at the reference distance. Furthermore, the proba-
bility density at the peak decreases as the probability sharpness parameter c
increases. An important thing to note is that the sharpness parameter is not
optional, since without it division by zero can occur, resulting in an undefined
probability density at the reference distance.
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3.5.4 Confidence indicator

To enrich the position estimate a confidence indicator is added. The concept is
similar to that of dilution of precision (DOP) used by the Global Positioning
System (GPS) [47]. The idea of dilution of precision is to state how errors in
the measurements will affect the final position estimation. Another source of
errors that is relevant for RSSI-based positioning, is the distance estimation.
Therefore, the confidence indicator introduced in this section is comprised of
two parts. One focusing on the error within the measurements, and one on the
error of the distance estimation. Only the closest three beacons are used to
calculate the confidence indicator.

The first part of the confidence indicator is based on the standard deviations of
the RSSI measurements, observed in Figure 3.10. This is a separate component
because, as noted before, there is no direct relation between the standard devi-
ation and the distance. To calculate the deviation confidence, first the average
standard deviation of the measurements windows corresponding to the closest
three beacons is calculated. This calculation is shown in Equation 3.4,

σ =
1

3

3∑
j=1

√√√√ 1

n

n∑
i=1

(xij −Xj)2, (3.4)

where Xj is the mean of the measurements window for the j-th beacon (as
defined by Equation 3.1), xij is the i-th measurement in the measurements
window for beacon j, and n is the length of the measurements window. The
average standard deviation is then used to calculate the deviation confidence
given by Equation 3.5,

deviation confidence = e−σ. (3.5)

Calculating the deviation confidence this way accomplishes two things. Firstly,
because of the minus sign the value is scaled to a value between 0 and 1.
And secondly, when the average standard deviation increases, the deviation
confidence decreases exponentially. This is useful because when the receiver
is moving the standard deviation is likely to increase, resulting in a lower
deviation confidence, as desired. Conversely, when the receiver is stationary
the standard deviation is likely to be lower, resulting in a higher deviation
confidence.

The second part of the confidence indicator is based on the RSSI. It is dubbed
the “distance confidence” because the distance is directly linked to the RSSI.
The distance confidence decreases when the RSSI increases because the likeli-
hood of NLOS-conditions increases. It is calculating by linearly interpolating
between 0 and 1, using the minimum RSSI (RSSImin) and the maximum RSSI
(RSSImax). The resulting line equation yielding the distance confidence is
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given by Equation 3.6,

a = (RSSImax −RSSImin)−1,

b = −(a ·RSSImin),

distance confidence = a ·RSSImean + b,

(3.6)

where RSSImean is the average of the filtered RSSI of the three closest beacons.
For the beacons used in this thesis, the minimum and maximum RSSI are -100
dBm and -40 dBm respectively.

Finally the confidence indicator is obtained by averaging the deviation confi-
dence and the distance confidence, as shown in Equation 3.7,

confidence indicator =
dev. conf. + dist. conf.

2
. (3.7)

The deviation confidence and distance confidence are abbreviated as dev. conf.
and dist. conf. respectively.

3.6 Architecture

To conclude the implementation chapter, we will briefly discuss the architec-
ture of the Indoor Positioning System developed for this thesis. The architec-
ture consists of four main components: the Android application, the Express
RESTful API, the Cassandra database and the MongoDB database. These
components are shown in Figure 3.17, and elaborated upon in the following
subsections.

BLE packets

BLE Beacons

Android
Application

Express
RESTful API

Cassandra

MongoDB

GET beacon information
(beacon coordinates + TX power)

CRUD beacon measurements
CRUD predicted coordinates
CRUD checkpoint timestamps

CRUD beacon information

POST beacon measurement
POST predicted coordinates
POST checkpoint timestamp

Figure 3.17: Indoor Positioning System’s architecture

One important thing to note is that the Express server and both databases are
dockerized, which means that they are run and contained in Docker containers.
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3.6.1 Android Application

The Android application is where the steps listed in Figure 3.1 are implemented.
The Android application continuously scans for Bluetooth Low-Energy (BLE)
beacons. When beacons are detected they are displayed in the beacon list,
shown in Appendix A, Figure A.1a. The estimated position of the smartphone
is also continuously calculated using the positioning methods discussed in Sec-
tion 3.5. The results of these calculations are listed in the “Positioning” tab,
shown in Figure A.1b.

The app bar contains a “Start Recording” button in the top right. When
this button is pressed the application starts recording the RSSI values for the
detected beacons along with their timestamps, the calculated distances, the
estimated position (using the configurable default positioning method), and an
advertising channel estimation. These measurements are send to the Express
back-end.

Furthermore, when recording is started, the positioning tab changes to the
state shown in Figure A.2a. A “Checkpoint” button is now visible along with a
checkpoint counter. Whenever the checkpoint button is pressed the checkpoint
counter is incremented, and the last checkpoint timestamp is send to the back-
end2. Finally, when the user is done recording they can tap the button in the
app bar again to stop recording.

All the parameters related to the measurements window, RSSI filtering, dis-
tance estimation, positioning and more can be configured in the settings of the
application, shown in Figure A.2b.

Currently, all the calculations are done on the device itself. This is possible
because the calculations are not too resource intensive. When there is ever a
need for further, more expensive calculations they can always be delegated to
the Express back-end server.

3.6.2 Express RESTful API

The Express back-end server is currently mainly in place to serve as a RESTful
API that provides a CRUD interface for the two databases. A short summary
of the implemented endpoints is given below.

Beacon-related endpoints

• GET /beacons - retrieve beacon information for all beacons

• GET /beacons/rssi - retrieve all beacon measurements

• GET /beacons/{beaconAddress} - retrieve beacon information for a spe-
cific beacon

2The purpose of the checkpoints and their timestamps is explained in Section 4.1.3.
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• GET /beacons/{beaconAddress}/rssi - retrieve beacon measurements
for a specific beacon

• POST /beacons - create a new beacon

• POST /beacons/{beaconAddress}/rssi - create a new beacon measure-
ment

• PUT /beacons/{beaconAddress} - update/create a beacon

• DELETE /beacons - delete all beacons

• DELETE /beacons/rssi - delete all beacon measurements

• DELETE /beacons/{beaconAddress} - delete a specific beacon

• DELETE /beacons/{beaconAddress}/rssi - delete measurements for a
specific beacon

Positioning-related endpoints

• GET /positioning - retrieve all predicted coordinates

• GET /positioning/checkpoints - retrieve all checkpoint timestamps

• POST /positioning - create new predicted coordinates

• POST /positioning/checkpoints - create a new checkpoint timestamp

• DELETE /positioning - delete all predicted coordinates

• DELETE /positioning/checkpoints - delete all checkpoint timestamps

3.6.3 Databases

There are two databases in which data send to the API is stored. A Cassandra
database, and a MongoDB database.

Cassandra database

The Cassandra database is used to store time-series data. Specifically, the bea-
con measurements, predicted coordinates and checkpoint timestamps. These
are stored in three separate tables. The beacon measurements are stored in
the measurements by beacon table, which has the following schema:

CREATE TABLE IF NOT EXISTS beacons.measurements_by_beacon (

beacon_address text,

timeuuid timeuuid,

rssi int,

distance double,
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channel int,

PRIMARY KEY ((beacon_address), timeuuid) )

WITH CLUSTERING ORDER BY (timeuuid DESC);

The predicted coordinates are stored in the predicted coordinates table,
with the following schema:

CREATE TABLE IF NOT EXISTS positioning.predicted_coordinates (

timeuuid timeuuid,

x int,

y int,

confidence double,

PRIMARY KEY (timeuuid)

);

As evident from the schema, the confidence indicator is stored together with
the coordinates.

Lastly, the checkpoint timestamps are stored in the checkpoint timestamps

table, with the following schema:

CREATE TABLE IF NOT EXISTS positioning.checkpoint_timestamps (

timeuuid timeuuid,

checkpoint int,

PRIMARY KEY (timeuuid)

);

MongoDB database

As the final component we have the MongoDB database. The MongoDB
database has a so-called collection, in which the beacon information is stored.
The beacon information consists of the beacon address (Bluetooth MAC ad-
dress) serving as a unique identifier, the TX power (transmission power) and
the beacon coordinates (x, y).
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4 Experiments

To evaluate the Indoor Positioning System developed for this thesis, several
experiments were performed. The results of these experiments are discussed
in the next chapter. In this chapter the setup and design of the experiments
is discussed. First, in Section 4.1, the environment in which the experiments
were conducted is introduced, along with the reference beacon locations and
the ground truth path. Utilizing the ground truth path, Section 4.1.3 presents
a method to interpolate between the ground truth coordinates to obtain ground
truth estimates for all positions estimated by the IPS. Next, the experiment
parameters are discussed in Section 4.2, and an effective way to explore these
parameters is introduced in Section 4.3. Finally, Section 4.4 discusses the error
metrics used to evaluate the experiments.

4.1 Experiment setup

The experiments were conducted on the first floor of a house, consisting of a
living room and a kitchen. A detailed floor plan of the first floor is given in
Figure 4.1.

Figure 4.1: Floor plan
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The floor plan includes the dimensions, furniture, and a grid with cells of 20
by 20 centimeters. The total area of the first floor is about 61 m2 and it has a
bounding box of about 12 by 9.6 meters.

4.1.1 Beacon locations

The beacons were spread uniformly along the walls of the living room on the
first floor, as shown in Figure 4.2.
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Figure 4.2: Beacon locations

Each green dot represents a beacon, and the associated label indicates the
beacon’s name. Again, the grid cells are 20 by 20 centimeters. The exact
coordinates of each beacon are given in Table 4.1. These coordinates are stored
in the MongoDB database, as discussed in Section 3.6.3.

An important thing to note is that every beacon was placed at the same height.
This was done because the implemented positioning methods are only capable
of providing position estimates in a two dimensional space. By placing all
beacons at the same height, positioning happens at the plane that intersects
all beacons, which can be directly translated to 2D coordinates. If necessary, all
methods discussed in Section 3.5 can be adapted to operate in three dimensions.
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Name MAC address Coordinates

BR532317 00:CD:FF:0E:5E:B9 (25, 438)

BR532396 20:18:FF:00:3F:E4 (230, 608)

BR532386 20:18:FF:00:3F:E7 (390, 283)

BR532394 20:18:FF:00:40:02 (575, 283)

BR532388 20:18:FF:00:40:07 (600, 593)

BR532389 20:18:FF:00:40:08 (820, 598)

BR532401 20:18:FF:00:40:20 (920, 78)

BR532390 20:18:FF:00:40:2C (1120, 298)

BR532391 20:18:FF:00:40:2D (1100, 580)

BR532392 20:18:FF:00:40:2E (740, 320)

Table 4.1: Exact beacon coordinates

4.1.2 Ground truth

The ground truth is given by a path, or so-called trace, that is defined by
nine checkpoints. These checkpoints are shown in Figure 4.3. The checkpoint
numbers indicate the direction in which the ground truth path is traversed.
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Figure 4.3: Ground truth path
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The checkpoints were chosen in such a way that they represent a ground truth
trace that covers the complete living room. The exact coordinates of the check-
points are given in Table 4.2.

Checkpoint Coordinates

1 (180, 430)

2 (390, 340)

3 (575, 340)

4 (750, 430)

5 (880, 480)

6 (1080, 480)

7 (1080, 300)

8 (870, 300)

9 (870, 120)

Table 4.2: Ground truth checkpoints

To make sure that the ground truth path was followed, the checkpoints were
carefully marked on the ground to guide the positioning subject. Furthermore,
while traversing the ground truth path, the positioning subject walked in a
straight line from checkpoint to checkpoint.

4.1.3 Ground truth interpolation

A problem with evaluating Indoor Positioning Systems is that every single
position estimate requires a complementary ground truth definition in order to
calculate the positioning error. A common way to solve this problem is to use
static evaluation [48, 49]. When using static evaluation one or more ground
truth points are defined, and the positioning system is used to obtain static
position estimates at these reference points, without moving [48]. A drawback
of static evaluation is that it is potentially difficult to capture dynamics that
are involved when the positioning subject moves and potentially obstructs lines
of sight between beacons and the receiver. Furthermore, sampling at a large
amount of ground truth reference points might require significant effort.

To solve the drawbacks of static evaluation, dynamic evaluation methods are
used. An example of a such a method is dynamic evaluation using a reference
positioning system. In this case, a positioning system with higher accuracy is
used as a reference for the evaluation of the target system [48]. The reference
positioning system is ideally at least an order of magnitude more accurate
than the target system, and consequently, is likely to be more expensive [49].
Unfortunately, such a reference system was not available for this thesis.

The method used to evaluate the IPS created for this thesis was introduced
by Osa et al [48], and falls into the dynamic evaluation category. It uses the
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predefined geometrical path shown in Figure 4.3. Furthermore, it requires the
positioning subject to indicate when each checkpoint is reached by pressing
the checkpoint button shown Figure A.2a. This way, the timestamps corre-
sponding to each checkpoint are recorded. Now, for each position estimate, a
corresponding interpolated checkpoint/ground truth point can be generated.
This is done by determining between which checkpoints the position estimate
falls and, using the timestamps of the position estimate and the checkpoints,
linearly interpolating between the previous and upcoming checkpoints. Fig-
ure 4.4 shows an example using linear interpolation.

t = 1s t = 2s

t = 1.75s

t = 1.25s

t = 1.25s t = 1.75s

y

x

Checkpoint
Interpolated
checkpoint

Position estimate

Figure 4.4: Ground truth interpolation, adapted from [48]

In this example, the first checkpoint is reached at a time of 1 second, and
the second checkpoint is reached at a time of 2 seconds. The checkpoints are
represented by black dots. In the time between the times that the checkpoints
were reached, two position estimates are provided. These position estimates are
represented by blue dots and have timestamps of 1.25 seconds and 1.75 seconds.
The corresponding interpolated checkpoints are depicted by the green dots and
lay on the between the two checkpoints.

Linearly interpolating between checkpoints only works when the positioning
subject moves in a straight line between checkpoints and maintains a constant
velocity. As such, the experiments were performed while adhering to these
constraints.

55



Chapter 4. Experiments

4.2 Experiment parameters

The experiment parameters were first introduced in Chapter 3. Specifically,
Section 3.3 covers the RSSI filtering method, and the window size is covered
in depth in Section 3.3.4. The distance models are discussed in Section 3.4,
together with the path loss exponent (Section 3.4.1). Finally, Section 3.5 covers
the positioning methods and their parameters, including the weight exponent
(Section 3.5.2) and the probability sharpness (Section 3.5.3). Table 4.3 lists all
the different parameters explored in the experiments, along with the considered
values.

Parameter Values

RSSI filtering method Mean, median, mode

Window size 1, 5, 10, 15, 20 measurements

Distance model
Log-distance path loss model, fitted LOS, fitted
NLOS, fitted average

Path loss exponent (n) 1.5 – 3.5, with 0.1 increments

Positioning method
Trilateration, Weighted Centroid Localization
(WCL), probability-based positioning

Weight exponent (g) 0.5 – 3.5, with 0.5 increments

Probability sharpness (c) 0.5 – 3.5, with 0.5 increments

Table 4.3: Experiment parameters and the corresponding values

For the window size five different values are considered, capped at 20 measure-
ments to avoid delays in the distance estimation. The values of the weight
exponent and probability sharpness are capped at 3.5, since increasing these
parameters further would have a diminishing impact on the resulting weights
and probabilities.

4.3 Replaying RSSI measurements

The parameters listed in Table 4.3 all affect the performance of the Indoor
Positioning System. However, some parameters are also affected by changes
in other, related parameters. For example, changes in the window size affect
the filtering methods. This makes it hard to test changes in a parameter in
isolation. Furthermore, RSSI measurements differ between experiments making
it even more challenging to objectively compare results.

To account for these difficulties, a system was implemented that can replay the
RSSI measurements as they were received by the smartphone. This is done
by using the stored RSSI measurements and corresponding timestamps, along
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with the timestamps recorded for each position estimate. The system calculates
the distance and position estimates exactly like the Android application, but it
is not bound by time delays between the RSSI measurements, as all measure-
ments are readily available. Consequently, it can apply different positioning
techniques with arbitrary parameters to the same data set of collected traces
— in a matter of seconds. Using this system, all parameter combinations can
be efficiently explored and objectively compared since they are evaluated using
the same RSSI measurements.

There are a total of 4680 possible combinations of the parameters given in Ta-
ble 4.3. The path loss exponent only has to be considered when the log-distance
path loss model is used, and, similarly, the weight exponent and probability
sharpness only have to be considered when WCL and probability-based po-
sitioning are used. Furthermore, when the window size equals one, no RSSI
filtering can be applied.

4.4 Error metrics

When each position estimate in a trace has a corresponding ground truth, the
positioning error (also referred to as the localization error) can be determined.
To do so, the distance between each estimated position and its ground truth
is calculated using the Euclidean distance. Equation 4.1 defines the Euclidean
distance in two dimensions,

d(p, g) =
√

(px − gx)2 + (py − gy)2, (4.1)

where d(p, g) is the Euclidean distance between the position estimate p and
ground truth point g. Furthermore, the subscripts indicate the dimension, x
or y. The calculated distances for each estimated position are aggregated into
a single statistical metric that defines the positioning error.

For the experiments in this thesis, five different positioning error metrics are
considered: the mean error, root-mean-square error, median error, 75th per-
centile error, and 90th percentile error.

The mean positioning error is perhaps the most commonly used metric to
evaluate Indoor Positioning Systems. It is defined as the average of the distance
errors, as given by Equation 4.2.

E =
1

n

n∑
i=1

ei, (4.2)

where n is the number of calculated Euclidean distance and ei is the i-th
distance error.

Another metric based on the mean is the root-mean-square error (RMSE).
When compared to the mean error, it penalizes larger errors more heavily. It is
defined by taking the square root of the mean of the squared error between the
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distance error and the target distance error. Because the target distance error
is zero, it can be dropped from the equation. The resulting RMSE formula is
given by Equation 4.3,

RMSE =

√√√√ 1

n

n∑
i=1

e2i . (4.3)

Metrics utilize the mean are relatively sensitive to outliers. This is not the case
for the median error. The median error is the middle value of the sorted list
of distance errors, and can also be referred to as the 50th percentile error —
the distance error below which 50 percent of the other distance errors fall. The
75th and 90th percentile errors can be used to get an indication of the number
of outliers.
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5 Results and discussion

This chapter describes the results obtained using the Indoor Positioning System
introduced in Chapter 3, with the methodology introduced in Chapter 4.

The ground truth path (given in Section 4.1.2) was traversed ten times, result-
ing in ten different data sets consisting of RSSI measurements and the corre-
sponding positioning data. For each data set, 4680 different sets of processing
steps were performed by replaying the RSSI measurements (as discussed in
Section 4.3) — resulting in a total of 46800 post-processed traces. Each trace
is generated using a unique combination of the parameters listed in Section 4.2,
Table 4.3. For the final positioning error of each parameter combination, the
ten positioning errors corresponding to each data set were averaged.

First, in Section 5.1, the effect of each parameter on the positioning error is
discussed, and a brief summary is provided. After that, the best performing
parameter combinations are explored, and the overall performance of the IPS
is evaluated. Finally, the effect of the confidence indicator is explored.

5.1 Parameter exploration

In order to evaluate the effect of each parameter on the positioning error, the
discrete values of the parameters were used to create notched box plots. The
notches represent the 95% confidence interval of the median, determined using
a Gaussian-based asymptotic approximation [50]. Overlaid on the box plots
are scatter plots of the corresponding data points. Each data point represent
a unique parameter combination, where the specified parameter value is kept
fixed. As such, the data points in the scatter plots are subsets of the 4680
different parameter combinations. The complete set of the average positioning
error for every possible parameter combination is shown in Figure 5.1. To re-
duce overplotting, and increase legibility, random (normally distributed) noise
is added to the data points in the x-direction — in a process called “jittering”.
Furthermore, the data points are slightly transparent to better visualize larger
concentrations of data points.

The positioning error in Figure 5.1, as well as the positioning error in the related
figures shown in each subsection, is obtained using the mean positioning error
error metric. The other error metrics are omitted, not only for simplicity’s
sake, but also because using different error metrics when comparing parameter
values does not change the relation between the parameter values, and their
relative effect on the positioning error.
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Figure 5.1: Average positioning error for every unique parameter
combination, data points are jittered to increases legibility

Looking at Figure 5.1, there is a wide spread of positioning errors for the
different parameter combinations. The best parameter combinations result in
an average positioning error of about 1.6 meters, while the worst combinations
result in errors of above 3 meters. The best combinations are most interesting,
and are further explored in Section 5.2. The median error of all parameter
combinations is about 2.40 meters (95% CI 2.388 m – 2.415 m). This value
is useful to contextualize whether a certain parameter value has a positive or
negative effect on the overall positioning error.

5.1.1 RSSI filtering method

The first parameter to be explored is the RSSI filtering method, discussed in
detail in Section 3.3. The filtering method is the method used to condense
the RSSI measurements in the measurements window into a single value, while
trying to deal with the variance between the measurements. There are three
different RSSI filtering methods: the mean, median and mode. The results for
each method are presented in Figure 5.2.
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Figure 5.2: Average positioning error for the RSSI filtering methods; data
points are jittered to increases legibility

From Figure 5.2 it is evident that the mean filtering method performs signifi-
cantly worse than the other two methods, with a median positioning error of
about 2.63 meters (95% CI 2.61 m – 2.65 m) and no data points with an error
below 2.1 meters.

The median filtering method and the mode filtering method perform equally
well; the median positioning error of the median filtering method is about 2.20
meters (2.17 m – 2.23 m), and median error of the mode filtering method is
about 2.19 meters (2.17 m – 2.22 m). The similarity in performance between
these two methods is partly explained by the design decision to use the me-
dian in cases where the mode is undefined, thus resulting in overlapping data.
Nonetheless, the best performing parameter combinations using the median
RSSI filtering method have a lower positioning error than the filtering method
that uses the mode.

5.1.2 Window size

For the window size five different values were considered: 1, 5, 10, 15 and
20. The window size controls the maximum amount of measurements that are
contained at once in the measurements window. In Figure 5.3, the results for
the different window sizes are shown. As stated before, a window size of one
equates to no RSSI filtering as the RSSI measurements are used directly in
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the distance estimation. Consequently, there are only a third of the parameter
combinations (data points) for a window size of one when compared to the
number of data points for the larger window sizes.
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Figure 5.3: Average positioning error for the different window sizes; data
points are jittered to increases legibility

The median positioning error for parameter combinations with a window size
of 1 is about 2.81 meters (95% CI 2.80 m – 2.82 m), which is well above the
median of the other window sizes. Additionally, all parameter combinations
with a window size of 1 have a positioning error above 2.68 meters. The worst
parameter combinations — with a positioning error of above 3.1 meters — also
all have a window size of 1. These observations indicate that RSSI filtering is
an effective way of reducing variances and, by extension, the positioning error.

With a median position error of about 2.28 meters (2.25 m – 2.30 m), a window
size of 10 seems to perform the best out of the explored values. Noteworthy
however, is that the performance of the window size is related to the travelling
speed as discussed in Section 3.3.4. For the experiments a casual walking speed
of around 5 km/h was maintained. At this speed the window sizes of 15 and
20 also perform relatively well, as they have a median positioning error of 2.31
meters (2.28 m – 2.35 m) and 2.31 meters (2.27 m – 2.35 m) respectively.

The similar error ranges for the window sizes of 10 and above are explained by
the fact that the median and mode RSSI filtering methods can often result in
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the same filtered RSSI measurement for the different window sizes.

5.1.3 Distance model

The distance models are used to estimate the distance to a beacon based on
the (filtered) RSSI measurement, as discussed in Section 3.4. There are four
different distance models used in the Indoor Positioning System (IPS), the
log-distance path loss model, and the models obtained by fitting distance –
RSSI measurements. The results of using these distance models are shown in
Figure 5.4.
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Figure 5.4: Average positioning error for the distance models; data points are
jittered to increases legibility

The log-distance path loss model has a lot more data points than the other
distance models because of the large range of explored path loss exponent
values, which are only relevant when the log-distance path loss model is used.

The optimal distance method depends on the indoor environment; buildings
with frequent Line-of-Sight (LOS) obstructions might be better fit to use the
log-distance path loss model or the fitted NLOS model, while open-plan build-
ings are ideal for the fitted LOS model. The fitted average model is a compro-
mise between both situations. For the indoor environment used in our exper-
iments, discussed in Section 4.1, the fitted LOS model performs the best. It
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has a median positioning error of 2.21 meters (95% CI 2.14 m – 2.29 m), which
is considerably lower than the median error of the complete set of parameter
combinations. Notable is that it also has the largest range of positioning errors
of all the distance models. The fitted average model also performs relatively
well with a median positioning error of 2.29 meters (2.24 m – 2.34 m).

The fitted NLOS model has a median positioning error of 2.53 meters (2.46 m
– 2.59 m), making it the worst performing distance model. This is in line with
expectations as it can be thought of as the counterpart of the LOS distance
model. Finally, the log-distance path loss model performs second to worst,
with a median positioning error of 2.41 meters (2.40 m – 2.43 m).

Despite the difference in median performances of the different distance models,
the best performing parameter combinations for each distance model have a
similar positioning error of about 1.6 meters.

Path loss exponent

One of the parameters used in the log-distance path loss model is the path loss
exponent. The path loss exponent affects the rate at which the RSSI decreases
over distances, as explored in Section 3.4.1. The positioning error for values
between 1.5 and 3.5, with 0.1 increments, is shown in Figure 5.5.
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Figure 5.5: Average positioning error for the path loss exponent values; data
points are jittered to increases legibility
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The positioning error seems to increase as the path loss exponent increases.
This is consistent with the previous results that showed that the fitted LOS
has the lowest positioning error since lower path loss exponents equate to a
slower RSSI drop-off, as associated with Line-of-Sight (LOS) conditions [25].

The path loss exponent 1.5 results in the lowest positioning error with a median
value of 2.25 meters (95% CI 2.17 m – 2.33 m), while the path loss exponent
with a value of 3.5 has the worst median positioning error of 2.67 meters (2.61 m
– 2.73 m). There is a difference of about 0.4 meters between the median errors
of the lowest and highest explored values of the path loss exponent. The median
positioning error obtained using a path loss exponent of 1.5 is comparable to
the median error using the fitted LOS and fitted average distance model.

5.1.4 Positioning method

The positioning method is the parameter that has the most direct effect on
the positioning error, as it specifies the method that is used to estimate the
positioning subject’s position. As discussed in Section 3.5, three positioning
methods were implemented in the Indoor Positioning System for this thesis:
probability-based positioning, trilateration and Weighted Centroid Localiza-
tion (WCL). The positioning error for the parameter combinations of the dif-
ferent positioning methods are shown in Figure 5.6.
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Figure 5.6: Average positioning error for the positioning methods; data
points are jittered to increases legibility
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The trilateration positioning method has fewer data points since no additional
parameters were explored, as opposed to the Weighted Centroid Localization
and probability-based method where the weight exponent and the probability
sharpness value are considered.

Looking at Figure 5.6, trilateration clearly has the best median performance
with a positioning error of 2.19 meters (95% CI 2.14 m – 2.24 m). Noteworthy
is that there is a clear separation between two groups of data points for the
trilateration positioning method. The group with the lower positioning error
consists of parameter combinations that have a window size of above 10, where
the RSSI filtering is done using the median or mode filtering method. Con-
versely, the group with a higher positioning error mostly consists of parameter
combinations that have window sizes of 5 or 1, and that use the mean RSSI
filtering method.

The probability-based positioning method has a median positioning error of
2.60 meters (2.58 m – 2.62 m), making it the worst performing positioning
method. Furthermore, none of the parameter combinations that use probability-
based positioning achieve a positioning error below about 1.9 meters; and all
combinations with positioning errors above 3.0 meters can be attributed to the
probability-based positioning method.

Finally, when Weighted Centroid Localization is used, the median positioning
error is 2.29 meters (2.26 m – 2.31 m) and the range of positioning errors is
similar to that of the trilateration method.

Weight exponent

An important parameter in Weighted Centroid Localization is the weight ex-
ponent, as discussed in Section 3.5.2. For WCL, the coordinates of the received
beacons are weighed inversely to their distance. The weight exponent controls
the extent to which the weight decreases as the distance increases. Higher
values for the weight exponent result in steeper weight drop offs. For our ex-
periments, six different values were explored: 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 and 3.5.
The resulting positioning errors are shown in Figure 5.7.

Figure 5.7 shows that the positioning error seems to decrease as the weight
exponent increases, indicating that more aggressive weighing of the beacon
coordinates, based on the corresponding distances, improves the performance.
This is only true to a certain extend and the effect seems to flatten off at weight
exponents of 2.0 and above. The median positioning error corresponding to the
weight exponent value of 0.5 is 2.60 meters (95% CI 2.58 m – 2.62 m), while
the median positioning error for the weight exponent with a value of 2.0 is
2.18 (2.13 m – 2.24 m) meters — rivalling the median error obtained using
trilateration.
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Figure 5.7: Average positioning error for the weight exponent values; data
points are jittered to increases legibility

As the weight exponent increases, the spread of the positioning error seems
to increase as well, even though the median error decreases. This can be
explained by the fact that for higher weight exponents, the position estimation
is dominated by the closest beacons — the beacons with the lowest filtered RSSI
measurement. As such, the accuracy of the RSSI measurements corresponding
to these beacons has a greater effect on the overall positioning error, increasing
the dependence on the effectiveness of the RSSI filtering. This is the same
phenomena observed for the trilateration positioning method; for the weight
exponent with a values of 2.0 and above there is split between the parameter
combinations with windows sizes of 10 or greater, and those with window sizes
below 10.

Probability sharpness

The final parameter that we explored is the probability sharpness. The proba-
bility sharpness is only relevant when probability-based positioning is used. As
discussed in Section 3.5.3, it controls the bias towards position estimates that
have a distance to the corresponding beacons close to the actual, estimated dis-
tances. As the probability sharpness increases, the bias towards the estimated
distances decreases. Four different probability sharpness values were explored:
0.5, 1.0, 1.5, 2.0, 2.5, 3.0 and 3.5. The results are shown in Figure 5.8.
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Figure 5.8: Average positioning error for the probability sharpness values;
data points are jittered to increases legibility

The median positioning error seems to monotonically decrease as the prob-
ability sharpness increases. Furthermore, the boundaries of the error range
decrease until the probability sharpness value of 2.0. The decline in the po-
sitioning error is not much, and the subsequent median positioning errors fall
only just below the 95% confidence interval that corresponds to the previ-
ous median positioning error. The median positioning error of the probability
sharpness with a value of 0.5 is 2.75 meters (95% CI 2.71 m – 2.79 m). On
the other end of the explored value range, the median positioning error is 2.51
meters (2.46 m – 2.55 m) for the probability sharpness value of 3.5.

5.1.5 Summary

To briefly summarize the results of the parameter exploration; RSSI filtering
is effective as indicated by the increase in positioning errors for lower window
sizes. For our experiments the window size of 10 resulted in the best perfor-
mance, closely followed by the window sizes of 15 and 20. As expected, the
median and mode are better suited for RSSI filtering than the mean.

All of the fitted distance models, except the fitted NLOS model, had a lower
median positioning error than the median error for the log-distance path loss
model. However, the log-distance path loss model performs about equally well
as the best performing, fitted LOS positioning method, when the path loss
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exponent is set to a value of 2.0 to 3.5. Furthermore, out of the implemented
positioning methods, trilateration resulted in the lowest median positioning
error but the performance is equal to Weighted Centroid Localization (WCL)
when a weight exponent of 2.0 to 3.5 is used. Both positioning methods showed
a clear divide between parameter combinations with window sizes below 10,
and sizes of 10 and above. Finally, probability-based positioning had the worst
median performance. While increasing the probability exponent resulted in
lower positioning errors, all of the errors were still significantly higher than the
errors obtained using the other two positioning methods.

5.2 Best results

In this section the best performing parameter combinations are discussed. The
best performing parameter combinations are selected and ranked based on the
average positioning error over all of the error metrics discussed in Section 4.4.
The top 21 parameter combinations with the lowest positioning error are shown
in Table 5.1, along with the best parameter combinations using trilateration
and probability-based positioning. The parameter combinations are grouped
in groups of three because the performance for these groups is the same for
the window sizes of 10, 15 and 20 due to the median filtering method. The
positioning errors are shown in meters.

Rank Mean RMS Median 75th Pct. 90th Pct.

1 – 3 1.59± 0.319 1.83± 0.408 1.48± 0.283 2.10± 0.434 2.68± 0.882

4 – 6 1.59± 0.319 1.83± 0.408 1.48± 0.283 2.10± 0.434 2.68± 0.882

7 – 9 1.59± 0.319 1.83± 0.408 1.48± 0.283 2.10± 0.434 2.68± 0.882

10 – 12 1.59± 0.319 1.83± 0.408 1.48± 0.283 2.10± 0.434 2.68± 0.882

13 – 15 1.59± 0.319 1.83± 0.409 1.48± 0.265 2.09± 0.435 2.69± 0.882

16 – 18 1.59± 0.319 1.83± 0.409 1.48± 0.263 2.09± 0.435 2.70± 0.882

19 – 21 1.59± 0.319 1.83± 0.410 1.47± 0.262 2.09± 0.435 2.70± 0.882

· · · · · · · · · · · · · · · · · ·

142 – 144 1.62± 0.310 1.89± 0.374 1.47± 0.277 2.10± 0.395 2.74± 0.728

· · · · · · · · · · · · · · · · · ·

415 – 417 1.78± 0.318 2.09± 0.563 1.54± 0.176 2.18± 0.362 3.14± 1.155

Table 5.1: Positioning error metrics for the 21 best performing parameter
combinations; parameter combinations with the same results are combined

The mean positioning error for the top 21 parameter combinations is 1.59 ±
0.319 meters. The mean error for rank 142 – 144, corresponding to the best
trilateration parameter combination, is only slightly higher than the best traces.
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Interestingly, the standard deviations corresponding to the positioning errors of
this parameter combination are generally lower than the standard deviations of
the top 21 combinations; indicating that it leads to less variance in the position
estimations.

Regarding the other error metrics, they seem to are also be fairly consistent
between the 21 best parameter combinations. There is a big jump between
the median positioning errors and the corresponding 75th percentile errors. A
similar sized jump happens between the 75th percentile and 90th percentile.
These large increases indicate that there are a significant number of relatively
large positioning errors. Reducing the errors in the upper 25th percentile would
greatly reduce the mean and root-mean-square positioning errors.

The best performing parameter combination using probability-based position-
ing (rank 415 – 417) has a mean error of 1.78 ± 0.318, and a median error
of 1.54 ± 0.176, both only slightly higher than the top ranked traces. The
largest difference to the top parameter combinations is observed for the 90th

percentile, indicating that probability-based positioning leads to significantly
higher positioning errors in the worst case scenarios. Again, decreasing the
error in the worst case scenarios would significantly decrease the mean and
RMS positioning error and might even place at among the best performing
parameter combinations.

The parameter values corresponding to the best performing traces are given in
Table 5.2. The window sizes are shown as a set of multiple values, correspond-
ing to the parameter grouping.

Rank
Filtering
method

Window
size

Distance
model

PL ex-
ponent

Positioning
method

Weight
exponent

Probability
sharpness

1 – 3 Median {10, 15, 20} Log-distance
path loss

2.4 WCL 3.0 N/A

4 – 6 Median {10, 15, 20} Log-distance
path loss

1.6 WCL 2.0 N/A

7 – 9 Median {10, 15, 20} Log-distance
path loss

1.6 WCL 2.0 N/A

10 – 12 Median {10, 15, 20} Log-distance
path loss

1.6 WCL 2.0 N/A

13 – 15 Median {10, 15, 20} Log-distance
path loss

2.7 WCL 3.5 N/A

16 – 18 Median {10, 15, 20} Log-distance
path loss

2.3 WCL 3.0 N/A

19 – 21 Median {10, 15, 20} Log-distance
path loss

1.9 WCL 2.5 N/A

· · · · · · · · · · · · · · · · · · · · · · · ·

142 – 144 Median {10, 15, 20} Log-distance
path loss

3.2 Trilateration N/A N/A

· · · · · · · · · · · · · · · · · · · · · · · ·

415 – 417 Median {10, 15, 20} Fitted LOS N/A Probability N/A 3.5

Table 5.2: Parameter values corresponding to the 21 best performing
parameter combinations given in Table 5.1
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The values corresponding to the best performing parameter combinations are
in line with the observations in Section 5.1 that explored the impact of each
parameter. All of the best parameter combinations use the median RSSI filter-
ing method, and the window sizes are exclusively above five. The log-distance
path loss model dominates the top combinations, and the fitted LOS distance
model is also included. Regarding the positioning methods, only the Weighted
Centroid Localization (WCL) is used in the best performing parameter com-
binations. The highest ranking parameter combination using trilateration is
ranked at 142 – 144, and the best performing probability-based positioning
parameter combination is ranked at 415 – 417; both still in the top 10% of
parameter combinations.

In Figure 5.9, the traces corresponding to the best performing parameter com-
bination (rank 1 to 3) are plotted. Enlarged versions of the trace plots are
given in Appendix B.
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Figure 5.9: Traces corresponding to the parameter combinations of rank 1 – 3
that use Weighted Centroid Localization

The traces for of all 10 sets of RSSI measurements are shown in Figure 5.9a
(enlarged version shown in Figure B.1). Looking at this figure, the estimated
positions at checkpoints 1, 6 and 9 seem to creep towards the “center of mass”
of the beacons. This is caused of the nature of WCL; it considers all beacons
for the weighted average position resulting in position estimates at the edges
of the ground truth path to be skewed more towards the center than position
estimates closer to the center of the beacons.

In Figure 5.9b (enlarged version shown in Figure B.2), one of the 10 traces
shown in Figure 5.9a is plotted. The error for each point of the trace is indi-
cated by a red line between the trace point and the corresponding interpolated
checkpoint. Again, the bias towards the center of all beacons is clearly visible.
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The center bias is not observed when looking at the plots in Figure 5.10, that
shows all traces for the best parameter combinations using trilateration and
probability-based positioning. As before, enlarged versions of the plots are
provided in Appendix B. Figure 5.10a (enlarged version shown in Figure B.3)
shows the best parameter combination using trilateration. Apart from the re-
duced center bias, the spread of the estimated positions looks similar to the
spread when WCL is used. A notable difference is that one of the trace using
trilateration generated a position estimate that falls outside of the building
walls/beacon convex hull. This is almost impossible when WCL is used, and
completely impossible for probability-based positioning since the grid is lim-
ited to locations inside the building. The traces corresponding to the best
probability-based parameter combination are shown in Figure 5.10b (enlarged
version shown in Figure B.4).
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Figure 5.10: All traces corresponding to the best performing parameter
combination using trilateration and probability-based positioning

The traces corresponding to the best parameter combination using probability-
based positioning look similar to the plots for the other two positioning meth-
ods. As observed before, a key difference is that the worst position estimation
yield a much higher positioning error. This is visible by the estimated positions
that are at the very edges of the indoor reference grid. The reliance on the grid
is also visible by the uniform spacing of the estimated trace points.

72



Chapter 5. Results and discussion

5.3 Confidence indicator

To evaluate the confidence indicator, introduced in Section 3.5.4, we filtered
the points in the 10 base traces based on whether the corresponding confidence
indicator was higher than a certain confidence threshold. For the confidence
threshold we chose the mean confidence indicator value minus the standard
deviation, resulting in a value of 0.256. Figure 5.11 shows the distribution of
the confidence indicator values as well as the confidence threshold, indicated
with a dashed red line.
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Figure 5.11: Histogram of the confidence indicator values

The confidence indicator values seem to follow a normal distribution that is
skewed to the left, resulting in a left-tailed normal distribution. The left tail is
cut off by the confidence threshold. Now, to determine whether the excluded
position estimates correspond to high positioning errors, we plot the positioning
error for all parameter combinations in Figure 5.12.
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Figure 5.12: Average positioning error for every unique parameter
combination, obtained using filtered traces

We can compare the results shown in Figure 5.12 with the results from Fig-
ure 5.1. The median positioning error of the parameter combinations using the
filtered traces is 2.35 meters (95% CI 2.338 m – 2.367 m), five centimeter less
than the non-filtered results — a small, but statistically significant difference.

To get a better idea of which position estimates are filtered, the best parameter
combination using probability-based positioning (shown in Figure 5.10b) is
plotted again with the filtered trace points crossed out. The results are shown
in Figure 5.13. The probability-based positioning parameter combination is
chosen because of the high 90th percentile positioning error.
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Figure 5.13: All traces corresponding to the best probability-based parameter
combination, using traces that are filtered based on the confidence indicator

Qualitatively, it seems that filtering based on the confidence indicator is suc-
cessful in removing most position estimates that lie far away from the ground
truth trace. However, not all outliers are eliminated and some position esti-
mates with a relatively low positioning error are removed.

For reference, in Appendix B - Figure B.5 the error lines corresponding to the
filtered trace points from Figure 5.13 are shown.
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6 Conclusion

In this thesis, an Indoor Positioning System (IPS) is implemented that runs
locally on a smartphone and requires minimal setup before it is able to operate.
At the core of this IPS are four main steps. First, the RSSI measurements are
collected. These measurements are then filtered by taking the mean, median
or mode of a measurements window that holds the last n measurements, where
n is a configurable window size parameter. Next, the RSSI measurements, ob-
tained from the filtering step, are used to estimate the distances between the
corresponding beacons and the smartphone receiver. To this end four distance
estimation models were explored, the well-known log-distance path loss model
and three models based on fitting a trendline to data obtained by measuring
the RSSI at distances from 0.5 to 12 meters (with 0.5 meter increments). The
fitted trendlines include a trendline for data obtained in Line-of-Sight (LOS)
conditions, a trendline for data obtained in Non-Line-of-Sight (NLOS) condi-
tions, and a trendline that averages the two. Finally, the distance estimates
from the distance estimation models are used as input to a positioning method
in order to estimate the position of the smartphone receiver. Three positioning
models were explored and implemented: trilateration, Weighted Centroid Lo-
calization (WCL), and probability-based positioning. Fingerprinting was not
considered because of the extensive setup required. Furthermore, a confidence
indicator is proposed that serves as a metric to indicate the reliability of a
position estimation. This confidence indicator is computed based on standard
deviations in the measurements window and the RSSI values for each detected
beacon.

To evaluate the Indoor Positioning System, several experiments were performed
in which the position of the positioning subject (carrying the smartphone) was
estimated periodically, while traversing a predefined path. Because every po-
sition estimate requires a complementary ground truth to calculate the posi-
tioning error, additional ground truth points were generated. This was done
by interpolating between checkpoints with known timestamps using the times-
tamps of each received RSSI measurement. The positioning error is obtained
by first calculating the Euclidean distance between the ground truth points and
the estimated positions, and then using the Euclidean distance to compute five
common positioning error metrics: the mean error, root-mean-square-error,
median error, 75th error, and 90th percentile error.

The Indoor Positioning System has seven different parameter that affect the
performance of the system. Because the effects of these parameters are hard
to study in isolation, and the positioning error can not easily be directly com-
pared across different experiments (without an excessive number of experi-
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ments), a system was implemented to replay the RSSI measurements. This
system behaves identically to the IPS, and was used to exhaustively explore
the combinations of the values for the different parameters.

For the conducted experiments, the results showed that a window size of 10
significantly decreased the positioning error compared to smaller measurement
windows. Furthermore, the median RSSI filtering method was most effective
in filtering the variance between RSSI measurements. The best performing dis-
tance estimation models for our experiment environment were the fitted LOS
model, and the log-distance path loss model using a path loss exponent be-
tween 1.5 and 2.0. Finally, the positioning methods with the lowest median
positioning error were trilateration and Weighted Centroid Localization with a
weight exponent between 2.0 to 3.5. The best performing parameter combina-
tions had an average positioning error of about 1.59± 0.319 meters, and used
the median filtering method, window sizes between 10 and 20, the log-distance
path loss model, and Weighted Centroid Localization with a weight exponent
between 2.0 and 3.5. Finally, filtering out position estimates using thresholding
of the confidence indicator yielded a slight reduction in the positioning errors.

With a median positioning error of 1.48 ± 0.283 meters, the positioning error
achieved in this thesis is lower than the majority of positioning errors pre-
sented in the related work discussed in Chapter 2.3. Furthermore, works that
achieved a lower positioning error were either evaluated in an environment with
a small area, or used fingerprinting and required an extensive calibration phase.
That being said, the test environment used in this thesis was comparatively
small, and the beacons were relatively densely deployed. Nevertheless, the test
environment was reasonably complex, and the deployed beacons only had a
broadcast frequency of 2 Hz.
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7 Future work

While the results presented in Chapter 5 are promising, with the best per-
forming parameter combinations yielding errors of around 1.6 meters, there
is still a lot of room for improvements. First off, the Bluetooth 5.1 specifica-
tion revealed by the Bluetooth Special Interest Group (SIG) in January 2019
supports Angle of Arrival (AOA) measurements enabling triangulation tech-
niques that could lead to large accuracy improvements. As of writing however,
support for Bluetooth 5.1 and above is still very limited, even in the newest
smartphones [51].

Another improvement that could be made is using a BLE beacons that is
capable of broadcasting BLE advertising packets at a higher frequency than 2
hertz (once every 500 ms). This would enable larger window sizes and more
aggressive filtering. It would also be helpful in exploring the effects of different
travelling speeds. In this thesis, only static window sizes were considered due to
inaccuracies in potential velocity estimation using the on-board accelerometer.
As an alternative, future work could look into heuristics that could be used to
dynamically adjust the window size. A possible heuristic is using step length
estimation and step detection to approximate the velocity.

The Indoor Positioning System developed for this thesis is still largely a proto-
type. It could be expanded to support multiple users simultaneously, and, for
larger indoor environments spanning multiple floors, floor detection would be
a necessity.

Finally, an interesting avenue of research that was not explored in this thesis,
is optimal BLE beacon placement and the effects of varying the number of
deployed beacons. Furthermore, only a single ground truth path was traversed
due to time and space constraints. Evaluating the IPS using multiple ground
truth paths and multiple indoor environments would result in more rigorous
experiments and results.
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A Android application screenshots

(a) Detected BLE beacon list (b) Positioning view

Figure A.1: Screenshots of the Android application

79



Appendix A. Android application screenshots

(a) Positioning view when recording

(b) Settings

Figure A.2: More screenshots of the Android application
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B Trace plots
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Figure B.1: All traces corresponding to the best parameter combination
(rank 1 – 3)
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Appendix B. Trace plots
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Figure B.2: Trace points compared to the interpolated ground truth
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Appendix B. Trace plots
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Figure B.3: All traces corresponding to the parameter combinations of
rank 142 – 144
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Appendix B. Trace plots

0 200 400 600 800 1000 1200
x (cm)

0

200

400

600

800

y 
(c

m
)

1

2 3

4
5 6

78

9

All traces plotted on the floor plan
Checkpoint
Interpolated checkpoint
Trace
Beacon

Figure B.4: All traces corresponding to the parameter combinations of
rank 415 – 417
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Appendix B. Trace plots

0 200 400 600 800 1000 1200
x (cm)

0

200

400

600

800

y 
(c

m
)

1

2 3

4
5 6

78

9

All filtered traces plotted on the floor plan with error lines
Checkpoint
Interpolated checkpoint
Trace
Beacon

Figure B.5: Filtered traces points from Figure 5.13 with error lines
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