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Introduction: One challenge that many variables in a dynamic treatment regime 

face is confounding, especially time-varying confounding. The g-formula is a 

method used to study dynamic treatment regimes. It helps in estimating the 

effectiveness of a model by using the counterfactual theory of causation. 

However, it is unclear how best to specify the g-formula. 

Data and methods: To get insight into the problem of model specification in this 

study we fitted the g-formula with generalized linear models (GLMs) and machine 

learning methods (MLMs) and then compared them in terms of their predictions 

with the help of loss functions. Using a simulation study we try to determine the 

predictivity of each model from different classes. To visually distinguish the 

predictions of each model in this study namely, the generalized linear model 

(GLM), lasso model and the random forest model we make use of density plots. 

Results: The density plots revealed that the generalized linear model (GLM) and 

the lasso predictions are very close to each other and are also quite similar to the 

validation dataset. The random forest plots were far off from the validation 

dataset. Further into the study the loss values obtained namely, the mean 

absolute error and the mean squared error indicated something similar to the 

density plots. Again the generalized linear model (GLM) and lasso model loss 

values were very close to each other while the random forest loss values were 

much higher than the other models. 

Conclusion: Determining the predictivity is an important step towards 

determining the performance of the models in causal effect estimation. After 

looking at the density plots and the loss values, both the lasso model and the GLM 

model were recommended for future studies on causal effect estimation. Lasso 

model is a machine learning method and it might work better with large amounts 

of data. However we still do not know how well machine learning methods 

(MLMs) perform with causal effect estimation. Hence, GLM models are also 

recommended.   
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 Section 1 

 

Introduction  
  

What is causal effect? 
Suppose we compare two outcomes of which one includes an action A and the 

other not including the action A considering all other things remain equal. If the 

two outcomes differ, we can conclude that the action A has a causal effect 

(causative or preventive) on the outcome. In epidemiology action A is referred to 

as exposure or treatment [1].  

 In a hypothetical scenario, Travis is scheduled to undergo an appendectomy, 

Travis dies five days after the surgery. In some way we come to know that had 

Travis not undergone the surgery (provided all other things remain the same) he 

would be alive ten days later. Most people would surmise that the surgery caused 

the death of Travis. Thus, the appendectomy had a causal effect on Travis’ ten-

day survival. Alternately, another patient named Tina underwent an 

appendectomy on the same day but ten days later she was alive, now again 

somehow, we come to know that had Tina not undergone the surgery she would 
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still be alive after ten days, Hence the surgery didn’t have a causal effect on Tina’s 

ten-day survival. These two examples represent how causal inference works. Here 

the link between causal effect and types of study is that from observation alone, 

making it difficult to determine causality. If only we had multiple Travis’ and 

expose some of them to the intervention and some of them remain unexposed to 

the intervention, we could compare the outcomes between the two groups and 

determine the effect of surgery on Travis’ survival. In the real world we don’t have 

multiple Travis’, so we have to come up with an alternative like, the RCT, which 

achieves this by randomizing the exposure to a group. In a simple trial one group 

of people are exposed to the new treatment while others remain unexposed, the 

results are then used to determine the causal effect. Experimental studies test the 

consequences of an intervention on the population as an example of a 

randomized test. Experimental studies such as Randomized clinical trials are 

considered as ‘gold standard’ for causality inferences. Alternatively, observational 

studies basically draw inferences from a sample to a population. In observational 

studies the treatment and the exposures are not under the control of the 

investigator whereas in experimental studies they are. Issues associated with 

ethics may arise concerning experimental studies also they're time-consuming 

and expensive hence, observational studies are often preferred. However, 

observational studies have a high risk of confounding.  

What is confounding? 

A confounding variable is a variable that impacts both the dependent and 

independent variables, which causes a spurious relationship I.e., where two or 

more variables are associated but not related causally. Alternately, confounding 

also takes place if there is a true causal relationship between the exposure and 

the outcome. In that case, the estimate of the true effect becomes larger or 

smaller.  
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 Figure.1, The relation of a confounding variable with the outcome, the confounding variable 

being ‘hot temperatures’. 

In figure.1, hot temperature is the confounding variable which means it causes 

both increase in rate of consumption and number of sunburns, but that does not 

mean that increase in rate of ice cream consumption leads to the outcome, which 

is increase in the number of sunburns. 

There are different types of confounding such as time-constant confounding 

where the values of confounders do not change over time for example: sex, 

birthplace; time-varying confounding where the values of confounders change 

over time for example, body mass index (BMI), blood pressure, etc [2]. There are 

several methods to deal with confounding such as restriction, matching, 

randomization, stratification. The g-formula is method which is specifically 

devised to adjust for time-varying and intermediate confounders.  

  

What is the G-formula?  
  

The g-formula is one of the methods employed to study dynamic treatment 

regimes as in such regimes we often stumble across time-varying confounding. It's 

a technique developed by statisticians and used by both statisticians and 

epidemiologists which helps in estimating the effectiveness by using the 

counterfactual theory of causation I.e., the causal claim is elucidated with 

relevance to the counterfactual theory or conditions. According to Keil et.al 

“Unlike standard regression approaches the parametric g-formula can be used to 

Hot temperatures 

Rate of ice cream 

consumption 
Number of sunburns 
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adjust for time-varying confounders that are affected by prior exposures” [3] 

therefore, according to Bijlsma et.al “it's the potential to account for hypothetical 

changes during the method while also allowing for the interdependency between 

the determinants” [4]. Usually, the effectiveness is measured by either comparing 

two counterfactuals (everyone exposed vs nobody exposed) or by comparing the 

‘natural course’ to the hypothetical intervention.  

The natural course is an approximation of the empirical data which depicts the 

outcome if there is no intervention. Interventions are often measured by 

regression models and are adjusted for confounders, for instance a Cox regression 

model estimates specific hazard ratios and so averages it which could lead on to 

confounding away effects of the exposure. Generalized linear models (GLM) have 

risk of overfitting and a bias in time-dependent covariate which might be caused 

by a confounder and a causal mediator hence, g-formula is preferred. There are 

several modelling procedures which can be incorporated into the g-formula, 

commonly incorporated are GLMs, however, newer methods such as machine 

learning methods are also possible. Although, machine learning methods are at a 

greater risk of overfitting the data. 

What is overfitting? 
 Overfitting is when a model fits too closely to the dataset it was developed with 

(training dataset) which could lead to wrong predictions and poor generalizations 

on testing data. This is because the model has high variance and low bias towards 

the training dataset. “Variance is how much a model changes in response to the 

training data” [5]. If the model predicts too closely to the training dataset then 

that means it has high variance. A model with high variance usually performs 

badly when applied to a dataset other than it was trained with (validation 

dataset). Precision is the converse of variance but if a model fits too closely to the 

data (it appears to have high precision) then it results in a bias. A low bias may 

seem like a beneficial thing but each model makes assumptions about the data 

and should leave room for differences which cannot be seen in the training 

dataset. 
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Figure 2. An example of overfitting. 

In figure 2, the points in the graph represent the data and the dotted lines 

represent the model predictions. The graph on the right depicts the model which 

overfits the data as we can that it predicts too close to the training dataset. 

Whereas the graph on the left represents a good fit or a robust model. 

 One of the methods to deal with overfitting is cross-validation. According to 

Brownlee “Cross-validation is a statistical method used to estimate the skill of 

machine learning models. It is commonly used in applied machine learning to 

compare and select a model for a given predictive modeling problem because it is 

easy to understand, easy to implement, and results in skill estimates that 

generally have a lower bias than other methods” [6]. Some of the types of cross 

validation are k-fold cross validation, leave-one-out cross validation, etc.  

The aim of this thesis is to compare generalized linear models to machine learning 

methods such as regression trees inside a g-formula and see which fits better to 

the validation dataset. 

 

Research question 

To what extent does a g-formula fitted with underlying machine learning methods 

(regression trees, lasso) and a g-formula fitted with underlying generalized linear 

model fit to complex data from a dynamic treatment regime? 
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Section 2 

Data and Methods 

 

As the aim of this thesis is to compare g-formula fitted with generalized linear 

models (GLM) and g-formula fitted with machine learning methods (MLM), it is 

important to know the basics of these two methods. GLMs are interpreted by two 

components one that the distribution of the dependent variable should be a 

member of the exponential family which includes probability distributions like 

normal, binomial, Poisson distributions. Secondly the link function basically 

converts a non-linear relationship to a linear one so that the linear model can be a 

fit. By doing so it describes how the mean of the outcome and the linear 

combination of the predictors are related [7]. In contrast to GLMs, Machine 

learning methods such as regression trees make use of algorithms in their 

construction. Regression trees are decision trees (predictive models) where the 

dependent variable can take categorical as well as continuous values [8]. The two 

modelling approaches will be compared through cross validation to see which fits 

better to the data. Data will be simulated through the data generating process, as 

described below. 

 

 

Data-generating process 

There are many processes to generate data where it can be generated from 

already studied models by producing parametric draws or by repeated resampling 

from a dataset with replacement [9]. However, the data generating process in this 

thesis consists of pure simulations I.e., not based on real data. Pure simulations 

allow the coefficients in the data simulation to be known and can be used to 

compare the estimates. Multiple scenarios will be investigated going from simple 
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to more complicated. A scenario was simulated for asthma treatment which is 

visually represented in Figure 3. 

Figure 3. Flow diagram of the factors influencing each other 

In figure 3, The D1 box represents the people who take different dosage levels of 

Inhaled corticosteroids (ICS), D2 box represents a binomial variable where the 

population either takes long-acting beta agonists (LABA) or does not. D3 box 

represents the number of exacerbations a person has. D4 box represents the peak 

flow meter readings of a person. The Y box represents the outcome variable 

which is the perceived asthma control which is measured by the visual analogue 

scale (VAS). All of the variables affect the outcome variable Y. 

Below is the equation we use to generate the data. 

 

 

𝛿1  ~ 𝑈𝑛𝑖𝑓(0,5) 

𝛿2  ∼  𝐵 (−0.5 + 𝛿1. 0.2)  

𝛿3  ∼  𝑃𝑜𝑖𝑠(1 + 𝛿1 + 𝛿2 +  𝛿1. 𝛿2. 0.1)  
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𝛿4  ∼  𝑁(100(5 + 𝛿1 + 𝛿2  + 𝛿3 + ( 𝛿1. 𝛿3) . 0.01). 20,50)  

𝑌~ 𝑁(10 + 𝛿1. 1 + 𝛿2. 1 + 𝛿3. 1 + 𝛿4. 1,5) 

Where Unif refers to uniform distribution N refers to normal distribution, Pois refers to 

Poisson distribution and B refers to binomial distribution, we take as our outcome of 

interest. 

 

 

  

Estimation 

Parameterization 

Once the data is generated we use the following equations in the GLM and Lasso to 

estimate relationships in the data, as if they were empirical data to be analyzed 

 

𝛿2  ∼  𝐵 (𝛽2,0  +  𝑑1𝛽2,1) 

𝛿3  ∼  𝑃𝑜𝑖𝑠 (𝛽3,0  +  𝑑1𝛽3,1 + 𝑑2𝛽3,2) 

𝛿4  ∼  𝑁 (𝛽4,0  +  𝑑1𝛽4,1 + 𝑑2𝛽4,2 + 𝑑3𝛽4,3) 

𝑌  ∼  𝑁 (𝛽5,0  +  𝑑1𝛽5,1 + 𝑑2𝛽5,2 + 𝑑3𝛽5,3 + 𝑑4𝛽5,4) 

Where β refers to the unknown coefficient values. 

 

Monte Carlo (MC) integration: 

Following the estimation of the earlier specified models, we then use Monte Carlo (MC) 

integration to estimate quantities in our g-formula. In the GLM and Lasso we simulate 

by taking random draws from the following specified distributions:  

�̃�2 ~  𝐵(𝑑1�̂�2,1) 

�̃�3 ~  𝑃𝑜𝑖𝑠(𝑑1�̂�3,1 + �̃�2�̂�3,2) 

�̃�4 ~ 𝑁(𝑑1�̂�4,1 + �̃�2�̂�4,2 + �̃�3�̂�4,3 + �̂�4
2 ) 

�̃� ~  𝑁(𝑑1�̂�5,1 + �̃�2�̂�5,2 + �̃�3�̂�5,3 + �̃�4�̂�5,4 + �̂�5
2) 
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Where �̂� refers to estimated coefficients from our earlier specified models, �̃� and �̃� 

refers to the simulated values and �̂�2 refers to the variance of the residuals. 

 

 

 

Fitting the models 

The data was simulated through the data generating process. The simulated data 

was separated into two sets namely the training dataset and a validation dataset, 

where the training dataset i.e., 70% of data is used to fit the model on and then 

predict the remaining 30% data which is called the validation dataset.  

The generalized linear models and the Lasso models will be fit following the 

earlier specified parametrizations. In case of MLM, more specifically the 

regression tree, we do not tell the model the exact specification but we do tell it 

which terms to include i.e., once the model knows which variables to include it 

will figure out rest of the functional form itself [10]. Although other machine 

learning methods like LASSO require separate fitting just like GLMs [11]. 

To compare which modelling approach works best, the loss for each model was 

calculated. The loss in the models will be calculated by loss functions. Loss 

functions are measures of how well set the parameters are, basically it quantifies 

the difference between the current output of the algorithm with the expected 

output [12]. In this thesis we will use two loss functions, sum of squared errors 

(SSE) and sum of absolute errors (SAE). SSE as the name suggests is the sum of the 

squares of the residuals which are the deviations from the empirical data the 

models predict. Lesser the value of SSE the better a fit the model is considered. 

SAE is the sum of the absolute difference between the predicted value and the 

‘true’ value. 

 

𝑆𝑆𝐸 =
1

𝑛𝑣𝑎𝑙

∑(𝑦𝑖 − 𝑓𝑖)2

 

𝑖 

  

𝑆𝐴𝐸 =
1

𝑛𝑣𝑎𝑙

∑|(𝑦𝑖 − 𝑓𝑖)|

 

𝑖  
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Where 𝑦𝑖  is the observed data value, 𝑓𝑖  is the predicted value, a value near 0 

indicates that there is a small chance of error and that the fit is better at 

predicting values.[13] 

To stabilize the findings, we performed the loss function for each Monte Carlo 

iteration (i.e. 50 iterations) and took the average over the calculated loss values. 
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Results 

 

Below are the density plots of each variable used in this treatment, represent the 

predictions of each model when compared to the validation data. Density plots 

are often used to determine the distribution of a variable in a given dataset. 

 

  

 

Figure 4. Density plot of LABA              Figure 5. Density plot of Exacerbations 

 

Figure 6. Density plot of peak flow meter reading           Figure 7. Density plot of Perceived asthma control  

In figure 4, we can see that the curves for GLM and Lasso are very close to each 

other but the Lasso is slightly closer to the validation curve than the GLM curve. 



   
 

  14 
 

The random forest curve performs badly. As we can see that the Random forest 

plot has two prominent peaks, this is because the random forest in principle 

classifies and divides the data. 

In figure 5, The GLM and Lasso curves are similar again. The random forest curve 

seems to be more similar to the validation curve in terms of the distribution of 

the curve i.e., the random forest curve is the closest in depicting the spread or the 

variance of the validation data when compared to Lasso and GLM curves. 

In figure 6, The GLM and Lasso curves predict the peaks better than the random 

forest as it puts too much weight on one of the peaks which could lead to wrong 

predictions. The random forest model is the only one which comes close in 

depicting the spread of the validation dataset. 

In figure 7, the curves are similar to figure 6. 

In all the figures we can notice two prominent peaks for all the model types, this 

is because each model prediction is based on the previous figure i.e., figure 5 

predictions are based on figure 4 predictions.  

 

 

 Random Forest Lasso GLM 

 d2 163.02 163.25 162.80 

d3 623.48 561.18 561.25 

d4 19856.15 18598.96 18591.54 

Y 208.4226 195.09 195.00 
Table 1. Mean absolute loss values (the purple boxes represent the lowest loss value among the three 

models) 

 

 Random Forest Lasso GLM 

 d2 119.60 82.03 81.99 

d3 1935.06 1542.96 1543.56 

d4 1884592 1645233 1645504 

Y 207.74 180.89 180.92 
 Table 2. Mean squared loss values (the purple boxes represent the lowest loss value among the three 

models) 
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The Monte Carlo error reduction for each model was run fifty times and then took 

the mean of each loss value to avoid any chance result. The tables above depict 

the mean loss values, wherein the pink boxes represent the lowest loss value of 

the three models. As we can see that in table 1 for mean absolute loss the GLM 

model predicts better than the rest for all variables except one. In table 2 for the 

mean squared loss values the Lasso model predicts better than the rest for all 

variables except one. The random forest model as we can see in the tables has 

much higher loss values in comparison to the Lasso and GLM models. Both the 

GLM and Lasso model predictions are very close to each other hence as far as 

predictions are concerned both GLM and Lasso are better at predicting the data. 

However, we can notice that GLM has slightly lower mean absolute values when 

compared to Lasso, while the Lasso has slightly lower mean squared loss values 

when compared to the GLM. 

 

Discussion 

 

The aim of this study was to compare generalized linear models (GLM) and 

machine learning methods (MLM) incorporated in the g-formula using cross-

validation techniques. We employed the g-formula method in an asthma 

treatment regime wherein the variables in the treatment regime influence each 

other.  

After the results were obtained, we found that the GLM and Lasso models 

predictions are very close to each other whereas the random forest model 

predictions perform worse. This can be observed from the loss values which were 

obtained after running the Monte Carlo error reduction fifty times, the density 

plots provide a visual representation of the predictions of each model when 

compared to the validation data and they showed that the Lasso and GLM models 

are close in depicting the peaks of the validation data while the random forest is 

close in depicting the spread of the validation data. 

The result clearly displays the failure of the random forest to predict data, this is 

because random forest deals best with data that is more spread out as it has 
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much greater variance and in principle it divides the data into several parts which 

can be seen in figure 4 for a better understanding. The random forest that we use 

here was a simple one hence it could only bifurcate data broadly, a more 

complicated and detailed random forest would predict better with this data. The 

Lasso performs better with mean squared loss values because it ‘shrinks’ the 

coefficients towards zero this in turn reduces the variance and hence the data can 

be said to be condensed, this reduction in variance is the main cause for reduced 

mean square loss values. As the coefficients of GLM are more varied in 

comparison to Lasso the square function penalizes the outliers which causes the 

values of the GLM to be higher than Lasso. The mean absolute loss does not have 

the square function and hence variance in the model does not matter. Thus, the 

GLM performs better than the Lasso in terms of mean absolute loss values. 

Determining the predictivity of the models is the first step in providing a pathway 

for future research on the causal effects. The next step of future research on the 

topic should be to compare the ability of the three models namely the GLM, Lasso 

and Random forest models in determining the causal effects. We know that the 

GLM models perform well with causal effect estimation in a g-formula, but we do 

not know how well MLMs do with causal effect estimation in a g-formula. The 

recommendations for future research based on this study would be to test more 

machine learning methods such as neural networks, Bayesian networks and 

support vector machines (SVM). Neural networks for instance are useful in 

modelling non-linear processes. Whereas Bayesian networks have a directed 

acyclic graph (DAG) in their structure which allows them to depict causal relations 

between variables [14]. SVMs are linear classifiers while neural networks and 

random forest are non-linear classifiers, this can provide a different perspective 

for machine learning methods. In future studies also simulating the lasso and the 

random forest with more covariates is recommended as patient who report at 

time point 0 for example in this treatment regime already have a large medical 

history. Hence, taking that into account would provide a better insight in the 

causal effect estimation. Also, MLMs might perform more accurately than GLM 

when there is a lot more data [15] [16]. 

In this study we noticed that the GLM and Lasso model predictions were very 

close in to each other. The random forest predictions were not close to the 

validation dataset. However, if the dataset is more spread out then the random 
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forest model might predict better than the rest of the models. The 

recommendation generally would be to use Lasso and GLM models for future 

research, although Lasso is more preferred to GLM models because MLMs might 

perform better than GLM when there is large data. Hence, in a real world scenario 

when there is a lot more data at hand, Lasso models would be more effective in 

predicting data. 
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