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Abstract

Graphene nanoribbons (GNRs) combine the unique electronic properties of graphene with the opening of a
bandgap. This makes GNRs an interesting candidate for replacing silicon in electronic devices. GNRs can be
synthesized with atomic precision using on-surface synthesis techniques. This atomic precision is necessary to
further study the electronic properties of GNRs. Previously, chevron-like GNRs were synthesized on Au(111)
from the prochiral molecular precursor 6,12-dibromochrysene (DBCh).[1] In the same study, it was found that
no GNRs are formed on Cu(111) using the same procedure.[1] Moreover, a similar study found that no GNRs can
be synthesized on Ag(110) from this molecular precursor.[2] This work aims to broaden the understanding of the
influence of the substrate by studying the on-surface polymerization of DBCh on Ag(111) in ultra-high vacuum
using scanning tunneling microsopy. Deposition of this molecule at room temperature leads to the formation
of four different self-assemblies. These self-assemblies consist of both fully debrominated DBCh molecules and
partially debrominated molecules. Deposition at elevated temperatures leads to the formation of (networks of)
heterochiral chains. Specifically, deposition at a 150°C leads to the formation of heterochiral chains in which the
left- and right-handed enantiomers alternate. Further annealing breaks these chains and leads to the formation
of disordered clumps of molecules. It is concluded that the formed networks cannot be transformed to GNRs
because of the strong metal-coordination with a silver adatom rather than due to the chiral-selectivity.
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1 Introduction

In 1969, the Apollo Guidance Computers (AGC) of the Apollo 11 assisted Neil Armstrong and his crew on their
mission to the moon. The AGC consisted of 2048 integrated circuits (ICs) with only several tens of thousand
of transistors.[3, 4] The AGC had the dimensions of a large backpack and weighed over 30 kilograms.[5] In
comparison, the Iphone XS, produced in 2018, has a processor containing 6.9 billion transistors and fits in your
pocket.[6, 7] This immense growth in the number of transistors in ICs was predicted in 1965 by Gordon Moore,
the co-founder of Intel. Moore predicted with his emperical law that the number of transistors in an IC will
double about every two years.[8]

Currently, the most powerful ICs are produced using industrial state of the art photolithography with a
wavelength of 13.5nm, leading to features as small as 5 to 7nm. Photolithography is a top-down approach
which uses extreme ultraviolet light to produce silicon-based electronics. Unfortunately, stochastic effects in
photolithography limit the miniaturization of transistors in silicon-based electronics. Thus, in order to cramp
more transistors in devices that fit in your pocket, other ways of producing ICs have to be explored. One way
of doing this is by switching to a bottom-up approach. In a bottom-up approach atoms and molecules are used
as building blocks to create nano-architectures, see for example Ref. [9]

Another way of producing more computing power is by finding an alternative for silicon-based electronics.
Since the first mechanical exfoliation of graphene from graphite in 2004 [10], graphene has been a candidate
material for replacing silicon in electronics. Graphene, the two-dimensional allotrope of carbon, has a high
conductivity [11] and is subject to the field effect [10]. Graphene is a semi-metal, meaning that it has no
bandgap. In order for graphene to be realized as the successor of silicon, a bandgap has to opened.

A bandgap can be opened by applying strain to the graphene, by doping or by constraining the graphene
layer in one direction to form a graphene nanoribbon. The last option, synthesizing a graphene nanoribbon,
will be explored in this thesis. Due to quantum confinement of the electrons in the ribbon a bandgap opens.[12]
The size of the bandgap can be tuned by tuning the width of the ribbon or by changing the edge termination of
the ribbon.[13, 14] Using a bottom-up approach, specifically on-surface synthesis, these graphene nanoribbons
can be produced with atomic precision.[15] This allows for application in electronics [11, 16, 17], photonics [18]
and energy storage [19].

In the on-surface synthesis of graphene nanoribbons, a molecular precursor is deposited onto a metallic
substrate. This sample is then annealed which leads to the formation of polymers. The formed polymers can be
transformed into graphene nanoribbons upon further annealing. Using this on-surface synthesis method, ribbons
with armchair [20–23], zigzag [24, 25], chevron [1, 15] and chiral [20] edge termination have been synthesized.
Using a scanning tunneling microscope, these ribbons can be studied in high resolution in real space.

In this thesis, the on-surface polymerization of 6,12-dibromochrysene on Ag(111) was studied. Previous
work by Pham et al., showed that chevron-type graphene nanoribbons can be synthesized on an Au(111)
substrate from this precursor molecule.[1] However, the same work showed that no graphene nanoribbons were
produced on a Cu(111) substrate. Moreover, recent work in this group showed that no graphene nanoribbons
can be synthesized on an Ag(110) substrate from this precursor.[2] By studying the same precursor molecule on
Ag(111) the mechanisms behind its on-surface synthesis and molecular self-assembly can be better understood.
The on-surface polymerization will be studied with an ultra-high vacuum low-temperature scanning tunneling
microscope. A brief introduction to this technique is given in Section 3. The theoretical background on graphene,
graphene nanoribbons and molecular self-assembly is given in Section 2. After the theory and experimental
methods are described, the results will be given and discussed in Section 4. A general discussion spanning the
different experiments in this thesis will be given in Section 5, after which it will be concluded in Section 6.

2 Theoretical background

2.1 Graphene

Graphene is a two-dimensional allotrope of carbon, where the carbon atoms are arranged in a honeycomb lattice
as depicted in Figure 1a. It was experimentally obtained for the first time from graphite by Novoselov et al. in
2004 [10] and has been extensively studied since.[26] It is a semi-metal, meaning that graphene has no bandgap.
Yet, graphene is expected to be a candidate material for replacing silicon in electronics because of its high
conductivity [11], as long as a bandgap can be opened. Its structure is not made up of a Bravais lattice (not
every atom has identical surrounding) but can be seen as two triangular sublattices. The lattice vectors are
given by:

a1 =
a

2
(3,
√

3), a2 =
a

2
(3,−

√
3) (1)
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Figure 1: a) The lattice structure of graphene, which consists of two sublattices A and B, colored blue and red
respectively. The unit cell vectors are depicted as a1 and a2 and the nearest neighbour vectors are depicted as
δ1, δ2 and δ3. b) The Brillioun zone of graphene, in which the K and K ′ points can be seen. Adapted from Ref.
[27]

where a ≈ 1.42 Å is the distance between carbon atoms.[27] The reciprocal lattice vectors can be found using
ai · bj = 2πδij [28], and are:

b1 =
2π

3a
(1,
√

3), b2 =
2π

3a
(1,−

√
3) (2)

The sp2 hybridization of the orbitals leads to the structure seen in Figure 1a, where there is a σ-bond between
carbon atoms. These σ-bonds lead to the excellent structural properties of graphene. The pz orbitals, which do
not take part in the sp2 hybridization, are perpendicular to the planar structure. These orbitals bind covalently
with neighbouring carbon atoms, forming a π-band.

To understand the unique electronic properties of graphene, we must find the energy dispersion relation.
This is done using the tight-binding Hamiltonian with nearest-neighbour hopping constant t and next-nearest-
neighbour hopping constant t′. The Hamiltonian is given by:

H = −t
∑
〈i,j〉,σ

(
a†σ,ibσ,j + h.c.

)
− t′

∑
〈〈i,j〉〉,σ

(
a†σ,iaσ,j + b†σ,ibσ,j + h.c.

)
(3)

where aσ,i (a†σ,i) annihilates (creates) an electron with spin σ = ↑, ↓. Hopping between two nearest neighbours

is described by t (t ≈ 2.8eV ) and hopping to next-nearest neighbours is described by t′ (0.02t . t′ . 0.2t)1.
Using these values for t and t′, the energy bands are given by:

E±(k) = ±t
√

3 + f(k)− t′f(k), (4)

where

f(k) = 2 cos
(√

3kya
)

+ 4 cos

(√
3

2
kya

)
cos

(
3

2
kxa

)
, (5)

in which the plus depicts the upper energy band and the minus depicts the lower energy band. A plot of the
energy bands is depicted in Figure 2.

At the corners of the Brillioun zone, depicted in Figure 1b, we see the K and K ′ points. These points are
also called the Dirac points of graphene. The positions of the Dirac points in k-space are given by:

K =

(
2π

3a
,

2π

3
√

3a

)
, K′ =

(
2π

3a
,− 2π

3
√

3a

)
(6)

By expanding Equation 4 around the K points using k = K + q and |q| � |K|, the energy dispersion close to
the Dirac points is found to be:

E±(q) ≈ ±vF |q|+O((q/K)2), (7)

where q is the momentum measured relative to the K points and vF is the Fermi velocity (vF = 3ta/2).
Neglecting the higher order terms and setting the next-nearest neighbour hopping constant to zero, we are left

1The value of t′ is not exactly known, but has been approximated using ab initio calculations. The value depends on the
tight-binding parameterization.[27]
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Figure 2: The energy bands of graphene in units of t, with t = 2.7eV and t′ = 0.2t. The zoom-in depicts
the band structure around the Dirac points, from which the linear relationship in the energy dispersion can be
clearly seen. Adapted from Ref. [27]

Figure 3: Schematic depicting four classes of GNRs and their classification. AGNRs are identified by the
number of dimer lines, ZGNRs are identified by the amount of zigzag lines, chGNRs are identified by their
width and edge orientation and there is currently no agreement on the classification for cGNRs. Adapted from
Ref. [33]

with a linear dispersion relationship around the Dirac points. This greatly differs from the parabolic dispersion
seen in metals. This important result was first obtained by Wallace in 1947 [29] and is the reason for some
of the fascinating electronic properties of graphene. The linear energy dispersion relation, shown in Equation
7, shows that graphene has no bandgap. The bandgap can be opened in several distinct ways, for example
by applying strain to the graphene or by constraining the graphene layer in one direction to form a graphene
nanoribbon.[11]

2.1.1 Graphene nanoribbons

By fabricating a ribbon of graphene that is only a few nanometers wide, called a graphene nanoribbon (GNR),
a bandgap can open up due to quantum confinement of the electrons.[12] The size of the bandgap can be tuned
by changing the width of the GNR, see for example Refs. [13, 30–32]

GNRs come in four different classes: armchair (AGNRs), zigzag (ZGNRs), chiral (chGNRs) and chevron
(cGNRs), which are shown in Figure 3.[33] In order to identify the width of AGNRs, the number of dimer
lines is counted, e.g. Figure 3 depicts a 7-AGNR. In the case of ZGNRs, the width is expressed as the number
of zigzag lines, e.g. Figure 3 depicts a 6-ZGNR. chGNRs are identified by their width and edge orientation.
cGNRs consist of a combination of armchair and zigzag edges, and there is no agreed upon classification.

2.1.1.1 Energy dispersion relation of GNRs

The energy dispersion relation of AGNRs and ZGNRs can be approximated using the zone-folding approach
and the tight-binding approximation.[12] In the zone-folding approach the energy band structure (Figure 4) of
graphene is projected onto an armchair or zigzag edge. The resulting band structures for AGNRs and ZGNRs
are depicted in Figures 4b and 4d, respectively. Nakada et al. showed that AGNRs with a width of 3p+ 2 (with
p an integer) are metallic, whereas AGNRs with any other width have a bandgap.[12] ZGNRs are expected to
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Figure 4: a) Calculated band structure of a N = 30 AGNR. b) Projected band structure of graphene onto an
armchair axis. c) Calculated band structure of a ZGNR. d) Projected band structure of graphene onto a zigzag
axis. In b) and d) the dashed lines indicate the boundaries of the Brillioun zone. Adapted from Ref. [12]

be metallic for any width. However, when calculating the energy dispersion of ZGNRs using the tight-binding
approach a flatband occurred (Figure 4c), which was not found in the zone-folding approach. This flatband
structure is theorised to originate from edge states at the zigzag edge, which are not found in AGNRs.

A more complete picture of the energy dispersion relation can be found using density functional theory (DFT)
calculations. Using DFT, Son et al. showed that for every width of an AGNR a bandgap opens.[13] According to
their work, AGNRs can be divided into three classes depending on the width of the ribbon: 3p+1, 3p and 3p+2,
where p is an integer. The size of the bandgap ∆ depends on the class, where ∆3p+1 > ∆3p > ∆3p+2( 6= 0)2, see
Figure 5. This size hierarchy shows that a decrease in width does not always lead to an increase in bandgap,
as was predicted by tight-binding calculations. The bandgap of (3p+ 2)-AGNRs opens because of edge effects.
The carbon atoms at the edge of the AGNRs are passivated by hydrogen atoms, which leads to a difference in
bond length between carbon atoms at the edge and those in the middle of the AGNR. The hopping constant
thus differs, leading to the opening of the bandgap in (3p + 2)-AGNRs and a reduction of the bandgap of
(3p+ 1)-AGNRs. Furthermore, in contrast to the zone-folding approach, using DFT calculations it was shown
that ZGNRs are semiconducting as well. The flatband at the Fermi-level originating from the edge states has a
high density of states (DOS) according to tight-binding calculations. This leads to to spin-polarization through
electron-electron interactions and with that an opening of the bandgap.[33]

2.1.1.2 Atomically precise GNRs

GNRs can be fabricated with atomic precision using an on-surface bottom-up approach, as was first shown by
Cai et al. in 2010.[15] Most importantly, on-surface synthesis allows for synthesizing the GNRs with atomic
precision. Atomic precision is of the utmost importance, as a small alteration in the width or edge termination
can already impact the electronic and transport properties of a GNR.[33] Another advantage of an on-surface
bottom-up approach is that it reduces the π − π stacking between planar nanographenes, making the GNRs
soluble in commonly used solvents.[34] The reduced stacking also reduces the sublimation temperature so that it
is lower than the decomposition temperature, making it possible to bring these structures to another substrate
or device.[34]

In short, the synthesizing process generally consists of three steps. In the first step, precursor molecules
are evaporated on a single crystal of choice. The precursor is a halogenated aromatic molecule, like 6,12-
dibromochrysene (see Section 2.4). In the following step the precursor molecules are dehalogenated by thermal
annealing of the sample. The positions of the halogen atoms define the positions at which the covalent bonds
in the next step form. This means that the final structure (the GNR) can be predicted from the precursor
molecule. The dehalogenated molecules form either metal-organic coordination structures with native substrate
adatoms or polymers based on an Ullmann-type reaction. Finally, the polymer is converted into a GNR through
cyclodehydrogenation upon annealing at a temperature larger than the one used for polymer formation. This
results in a GNR with an atomically precise width and edge structure. A more detailed description of every
step and its processes is given in the following sections.

2.2 Molecules on surfaces

2.2.1 Molecular self-assembly

Molecular self-assembly was defined as the ”spontaneous assembly of molecules into structured, stable, non-
covalently joined aggregates under equilibruim” by Whitesides et al. in 1991.[35] Molecular self-assembly has
shown to be a promising strategy for the synthesis of structures, paving the road to molecular electronics.

2Rather than ∆3p & ∆3p+1 > ∆3p+ 2(= 0) as shown by tight-binding calculations.
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Figure 5: a) The variation of the bandgap of AGNRs as a function of width (wa) obtained using tight-binding
calculations with t = 2.70 eV. b) The variation of the bandgap of AGNRs as a function of width (wa) obtained
using DFT calculations. The solid line depicts the solution of the Hamiltonian, see [13] for more detail. c)
DFT calculations of the band structures of AGNRs of width 12, 13 and 14, respectively. Adapted from Ref. [13]

Figure 6: a) The left- and right-handed enantiomers of DBCh. b) The polymer formed from DBCh on Au(111)
upon thermal annealing. c) The metal-organic coordinated polymer formed upon deposition of DBCh on Cu(111)
at room temperature. The orange circles indicate Cu adatoms. d) chGNR formed upon annealing the polymer
formed on Au(111). The difference between the polymer and the chGNR is the extra C-C bond where left- and
right-handed enantiomers coordinate.
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Table 1: Classification of intermolecular interactions in molecular self-assembly. Based on Ref. [37]

Energy range Distance Character

Hydrogen bonding ≈ 0.05-0.7 eV ≈ 1.5-3.5Å Selective, directional
Electrostatic ionic ≈ 0.05-2.5 eV Long range Nonselective
van der Waals ≈ 0.02-0.1 eV <1nm Nonselective
Metal-ligand interactions ≈ 0.5-2 eV ≈ 1.5-2.5Å Selective, directional

The self-assembly of molecules can be studied using scanning tunneling microscopy in both ultra-high vacuum
conditions on metal surfaces as well as at the solid-liquid interface. Below, the basic principles behind molecular
self-assembly are summarized, based on the review paper by Kühnle.[36]

In molecular self-assembly the molecules act as building blocks that interact weakly with each other. A
relatively weak interaction allows for both the formation and breaking of bonds until an equilibrium state in
reached. The formation of molecular structures on surfaces is dependent on the interplay of intermolecular
and molecule-substrate interactions. By varying the substrate temperature, the kinetic energy, and therefore
the diffusivity, of the molecules is varied. With sufficient kinetic energy Ekin, the molecules can overcome the
diffusion barrier Edif . Overcoming the diffusion barrier is a prerequisite for the formation of stable structures.
Naturally, the kinetic energy should not be greater than the binding energy Ebin of the molecules on the
surface. A greater kinetic energy leads to desorption of the molecules from the surface. The intermolecular
interaction energy Einter contains the information of the molecular building blocks on how to assemble into
ordered structures. In the case of a low Einter the molecular building blocks are able to identify the equilibrium
state. When this energy is too high the molecules bond irreversibly, preventing the formation of an ordered
structure. Thus, the intermolecular interaction energy should be of the order of the kinetic energy. The energy
condition for molecular self-assembly on surfaces can be summarized as follows:

Ebin > Einter ≥ Ekin > Edif (8)

The resulting structure is not only dependent on the interplay of molecule-molecule, molecule-substrate inter-
actions but also, among others, molecular coverage. Below several of these molecule-molecule interactions that
need to be considered are described.

2.2.1.1 Intermolecular interactions

An overview of the intermolecular interactions that need to be considered in molecular self-assembly can be
found in Table 1.

Hydrogen bonding Hydrogen bonding is defined as an attractive interaction between a hydrogen atom that
is covalently bound to a more electronegative group than the hydrogen itself and an atom or group of atoms
that is more electronegative, too.[38] The covalently bound group pulls the electron of the hydrogen towards
the group, leaving the hydrogen atom positively charged. The positively charged hydrogen atom can then bind
with a more electronegative group. From this we can understand that this bonding motif is both selective and
directional. The bonding can be both intermolecular and intramolecular. Hydrogen bonding occurs frequently
in self-assembly, see for example Refs. [39–43]

Halogen bonding Halogen bonding occurs when a compound R-X, where X is a halogen and R is a covalently
bound group to that halogen, has a net attractive interaction between a positively charged region on the
halogen and a negatively charged region on another halogen in another or the same group.[44] The positively
and negatively charged regions on the halogen are a result of the electrostatic potential.[45, 46] Brinck et al.
calculated the electrostatic potentials of several different halogen compounds using:

V (r) =
∑
A

ZA
|RA − r|

−
∫
ρ(r′)dr′

|r′ − r|
(9)

at position r, where ZA is the charge on nucleas A, RA is the position of nucleus A and ρ(r) is the molecule’s
electronic density. The first term on the right hand side gives the contribution of the nuclei and the second term
gives the contribution of the electrons. A larger nuclei term gives a positive region on the otherwise negatively
charged potential surface. See for example the calculated electrostatic potential of 4BrPhM in Figure 7a.
The electrostatic potential can also be determined experimentally using diffraction methods.[47] The positively
charged region on the molecule is called the σ-hole, and its interaction is highly directional along the extension
of the covalent bond.[48] The size of the positive region increases as the atoms become heavier, because the
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Figure 7: a) The calculated electrostatic potential of 4BrPhM. The electrostatic potential of the outermost
Br atom is shown, which reveals the σ-hole on the Br atom. Adapted from Ref. [49]. b) Two halogenated
compounds interacting in a head-on manner, meaning their interaction is repulsive. Adapted from Ref. [50]. c)
Two halogenated compounds interacting in a side-on manner, meaning their interaction is attractive. Adapted
from Ref. [50].

Figure 8: Similarities between a Lewis acid-base reaction (left) and a metal-ligand reaction (right). Adapted
from Ref. [66]

covalently bound group attracts more electrons.[48] Recently, the σ-hole in a halogen compound has been imaged
using Kelvin probe force microscopy by Mallada et al.[49]

In the case of multiple compounds that contain a halogen, there can be a halogen-halogen interaction,
otherwise called halogen bonding or X-bonding. Depending on the angle between the halogens of the different
compounds, the interaction can be either repulsive or attractive, see Figures 7b and 7c, respectively. When the
similarly charged areas of the halogens point towards each other there is a repulsive interaction. A repulsive
interaction occurs when the halogens interact head-on. An attractive interaction occurs when the halogens
attract in a side-on manner, so that no similarly charged areas of the halogens point towards each other.[50]
Examples of halogen bonding in molecular self-assembly include Refs. [50–53]

Van der Waals interactions Van der Waals interactions describe attractive or repulsive forces between
molecular compounds that are not due to bond formation or electrostatic interaction.[54] There are three
different kinds of interactions: dipole-dipole, dipole-induced dipole and instantaneous induced dipole-induced
dipole (London dispersion force). The dipole-dipole interaction is an intermolecular or intramolecular interaction
between compounds that have a permanent electric dipole moment. It can be both attractive and repulsive
and depends on the distance and relative orientation of the dipoles. In the second kind of interaction, dipole-
induced dipole, a permanent dipole induces a dipole in another compound and with that inducing an attractive
interaction. Lastly, the London dispersion force is an attractive force between apolar molecules, due to their
instantaneous fluctuating dipole moment. The London dispersion force is proportional to the polarizability of
a molecule. Some examples of van der Waals interactions in molecular self-assembly include Refs. [55–60]

Metal-ligand coordination In metal-ligand coordination a metal atom that is supplied or an adatom from
the surface reacts with ligands from a molecule, binding the two together. Metal-ligand interactions are similar
to Lewis acid-base reactions, see Figure 8. A Lewis acid (base) is a molecular entity that accepts (donates) an
electron-pair, making a bond with a Lewis base (acid) through the now shared electron pairs.[54] Metal-ligand
coordination is both selective and directional. Furthermore, the bond energies involved help to obtain robust
structures.[37] Some examples of metal-ligand coordination in self-assembly are Refs. [1, 61–65].

2.3 On-surface synthesis

2.3.1 Ullmann(-type) coupling

Ullmann coupling was first demonstrated by Fritz Ullmann in 1901 with the synthesis of various biphenyls
from aryl halides3.[67, 68] In this reaction two aryl halides couple to form one biaryl, catalysed by a fine Cu

3An aryl halide is an aromatic molecule in which one or more of the hydrogen atoms are substituted by a halide.
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Figure 9: The reaction path of a polymer intermediate resulting from aryl-aryl coupling reactions on Cu(111)
according to DFT simulations by Treier et al.[34] Red indicates the rotation of a dehydrogenated phenylene-
ring forming a C-C bond and the subsequent removal of another hydrogen, catalysed by copper. Structures
depicted with a primed number are neither stable intermediates nor transition states, and were only found in
DFT calculations. The yellow circles indicate catalytic activity from the Cu(111) substrate. Adapted from Ref.
[34]

powder. The pioneering work of Grill et al. showed that Ullman-type4 coupling can be used to form covalently
bound nanostructures on surfaces upon annealing.[9] This generally happens in three steps.[69] Firstly, the
halogen is separated from the aryl halide, leaving a surface-stabilized radical. Secondly, the surface-stabilized
radical diffuses across the surface. Lastly, the radicals combine to form a polymer. Because this coupling
scheme generally does not have by-products and the formed polymer has the correct geometry to form GNRs
(depending on the chosen precursor molecule) it is very well suitable for the on-surface synthesis of GNRs.
The surface acts both as a template and a catalyst by reducing the energy barriers and thus decreasing the
dehalogenation temperature, while leaving the surface unaltered. Different surfaces have different reactivities,
generally Cu(111) is more reactive than Ag(111), which is again more reactive than Au(111).[70–72]

Several GNRs have already been synthesized on different surfaces through Ullman-type coupling and subse-
quent cyclodehydrogenation, see for example Refs. [1, 15, 20–25] and recent review papers Refs.[73–75]

2.3.2 Cyclodehydrogenation

The polymer intermediates that are left from Ullman-type coupling of the precursor molecules reach the final
GNR configuration via cyclodehydrogenation. Cyclodehydrogenation is an intramolecular reaction that couples
the phenyl rings of the intermediates by splitting of H atoms upon annealing. Treier et al. investigated the
step-by-step process of surface-assisted cyclodehydrogenation of a polyphenylene (CHP) on Cu(111) using DFT
calculations and STM.[34] They found five reaction intermediates, which are depicted as 2 to 6 in Figure 9.
Reaction intermediates 2, 4 and 5 were found in the DFT calculations, but not in the STM images. The
reaction intermediates can be reached via three subsequent mechanisms: (i) the removal of a hydrogen which
is catalysed by copper, (ii) the rotation of the now dehydrogenated phenylene ring towards a neighbouring
phenylene ring to form a C-C bond and subsequently the removal of another hydrogen, again catalysed by
copper, (iii) recombinative H2 removal. To appreciate the full reaction path in more detail, we refer to the work
of Treier et al.[34]

4In this case we call the coupling Ullmann-type, as the coupling is catalysed by surface adatoms instead of a fine Cu powder.
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Cyclodehydrogenation is an important step in the fabrication of GNRs, and has therefore been studied
specifically for the case of GNRs. Using DFT calculations of 10,10’-dibromo-9,9’-bianthryl (DBBA) on Au(111),
Björk et al. found that cyclodehydrogenation starts at one end of the ribbon and propagates in a domino-like
fashion towards the other end.[70] This is the result of a lower energy barrier for cyclodehydrogenation of
a position if the neighbouring positions are already dehydrogenated. That means it is more energetically
favourable for a site to cyclodehydrogenate next to a site that is already dehydrogenated. Furthermore, Talirz
et al. found using STM simulations that the hydrogen that is released during cyclodehydrogenation passivates
the carbons at the end of a ribbon.[76] This ends the growth of the ribbons and suggests that the ribbon cannot
increase in length after cyclodehydrogenation.

2.4 Precursor molecule 6,12-dibromochrysene

The chosen precursor molecule for this thesis is 6,12-dibromochrysene (DBCh). This molecule is prochiral in
the gas and liquid phase, meaning that it can be converted from chiral to achiral in a single step.[1] It can
adsorb on a surface face-up or face-down, giving a left- or right-handed enantiomer, both depicted in Figure 6a.

Interestingly, it was shown by Pham et al. that the chiral-selectivity of the molecule determines if a cGNR is
obtained.[1] On Au(111) the molecule self-assembled into a porous network upon deposition at room temperature
(RT). Upon annealing the network at 200°C, a polymer with variable lengths was formed along the herringbone
reconstruction of the Au(111) surface. The polymer has a zigzag shape which is due to alternating left- and
right-handed DBCh molecules, see Figure 6b. Using DFT calculations, it was confirmed that this coupling
scheme is most energetically favourable. Furthermore, the length of the unit cell found using DFT calculations
was in good agreement with the experimentally obtained value of 1.4 ± 0.1nm. By annealing the polymers at
350°C GNRs were formed through cyclodehydrogenation, see Figure 6d. To demonstrate the influence of the
substrate, Pham et al. deposited DBCh on Cu(111), too. The reactivity of Cu surfaces is generally higher than
that of Au.[70–72] Now, the molecule formed an 1D polymer. Furthermore, the Cu surface showed vacancies, of
which the depth was in agreement with a monoatomic step of the Cu(111) surface. These vacancies indicate the
incorporation of Cu adatoms in the polymer. This was confirmed using DFT calculations, as the monomer-to-
monomer distance was found to be in good agreement with the measured values of 1.0± 0.1nm. Furthermore,
DFT calculations showed that chiral Cu-coordinated polymer is the most energetically favourable option. The
Cu-coordinated 1D polymer that consists of either left- or right-handed DBCh is depicted in Figure 6c. Upon
annealing the Cu-coordinated polymers at 250°C, no GNRs were obtained. It is concluded that the difference
in bond formation (covalent versus metal-organic) is the main reason for the chiral selectivity. This chiral
selectivity is in turn the reason that GNRs were formed on Au(111) but not on Cu(111).

The GNRs formed on Au(111) were studied in more detail by Houtsma et al. using STM and STS.[69]
These techniques will be explained in more detail in Chapter 3. Similarly to Pham et al. not only straight
GNRs were observed, but also cross-linked ribbons. A higher amount of cross-linked ribbons was found for
higher annealing temperatures and longer annealing times. Another defect was observed, where instead of
the coupling scheme described above (alternating left- and right-handed enantiomers), two enantiomers of the
same chirality coupled. This was seen in the STM images as two bright protrusions, which are likely due to
steric repulsion. At higher annealing temperatures, these groups lie in the same plane as the GNR. This is
likely accommodated by further dehydrogenation, which forms two five-membered carbon rings. In addition,
the electronic properties of the GNRs were studied with the use of STS. The difference between the highest
occupied molecular orbit (HOMO) and lowest occupied molecular orbit (LUMO) was found to be 1.3± 0.1eV.
The measured bandgap was in reasonable agreement with DFT calculations. Furthermore, using differential
conductance mapping, it was shown that the states of the GNR appear mostly around the edges.
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3 Experimental methods

3.1 Scanning tunneling microscopy

In 1981 Binnig and Rohrer invented the scanning tunneling microscope [77], an instrument that probes the
surface topology5 and electronic properties of a conducting sample using an atomically sharp tip. The tip,
usually made of Pt/Ir or W, is brought within a few Ångströms of the sample surface and is scanned parallel to
the surface with the use of piezoelectric elements. A bias voltage is applied between the tip and sample, causing
a directed tunneling current to flow. This tunneling current depends on the applied voltage and the overlap of
the local density of states (LDOS) of both the tip and sample, as well as exponentially on the distance between
tip and sample. In the following sections, the theoretical understandings behind tunneling and the STM are
discussed in more detail.

3.1.1 Quantum tunneling

As described above, when a bias voltage is applied between tip and sample, a directed tunneling current will flow.
Thus, to understand the theoretical workings of the microscope, we need to understand quantum tunneling.
Quantum tunneling describes the phenomenon in which particles are able to pass through a classically forbidden
region.[78] To describe this phenomenon, we consider three regions as depicted in Figure 10. Regions a and c
are classically allowed regions separated by a classically forbidden region b of width L. Regions a and c describe
the tip and sample, whereas region b describes the vacuum gap between tip and sample.

Consider an electron with energy E incident on the potential barrier with potential V0 in region b. The
electron is described by the time-independent Schrödinger equation,

− ~2

2m

∂2ψ(x)

∂x2
+ U(x)ψ(x) = Eψ(x), (10)

where ~ is the reduced Planck’s constant, m is the electron mass, U(x) is the potential, ψ(x) is the wavefunction
of the electron and E is the energy of the electron. From Schrödinger’s equation it can be seen that the
solution for the wavefunction has to be twice differentiable, meaning it and its derivative have to be continuous.
Solutions to the Schrödinger equation can be written as ψ = const. exp(±ikx), where forward travelling waves
are described with a positive sign and backward (reflected) waves with a negative sign. The wavefunctions in
the allowed regions are:

ψa(x) = A exp(ikx) +B exp(−ikx) (11)

and
ψc(x) = F exp(ikx), (12)

where A, B and F are constants which can be found using the appropiate boundary conditions and k =√
2mE/~2. The wavefunction in region b, the classically forbidden region, is given by:

ψb(x) = C exp(κx) +D exp(−κx), (13)

where C and D are constants and κ =
√

2m(V0 − E)/~2. When solving the Schrödinger equation for V0 > E,

we have ik =
√

2m(E − V0)/~2. Naturally, the growing solution is not allowed in the forbidden region, as the
amplitude cannot grow in the forbidden region. This means the electron tunnels through the potential barrier
with an exponentially decaying wavefunction. When the barrier is narrow (small L), the probability of finding
the electron in region c is reasonable.

By observing that the wavefunction and its derivative have to be continuous at the boundaries of each zone
the constants A, B, C, D and F can be found. Furthermore, the probability T for a tunneling event to happen
can be calculated from the square of the amplitude transmission coefficient F [78]:

T =
1

1 + (V 2
0 /4E(V0 − E)) sinh2(κL)

, (14)

where L is the thickness of the barrier. For small tunneling rates, we have 2κL� 1, meaning the sinh function
can be approximated by an exponential function. This gives a simpler expression of the transmission coefficient
T :

T ≈ 16(V0 − E)

V 2
0

exp(−2κL), (15)

from which it can be seen that the transmission probability is a function of the barrier width L. Because region
b describes the vacuum, the barrier width describes the tip-sample distance. Thus, the transmission probability

5The surface topology itself is not probed, rather a map of constant local density of states is measured. This will be explained
in more detail in the sections below.
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Figure 10: Schematic depicting the model for quantum tunneling through a classically forbidden region. Region
a and c are classically allowed regions. Region b is the classically forbidden region of width L, because the
potential V0 is greater than the energy of the electron E. The real part of the wavefunction is shown, from which
it can be seen that the probability of finding the electron exponentially decays in region b and is nonzero in region
c. Adapted from Ref. [78]

depends exponentially on the tip-sample distance. To show how sensitive the transmission probability is to
changes of the tip-sample distance, consider the workfunction6 of a single crystal of Ag(111) φ = V0 − E =
4.74eV.[78, 80] This gives κ = 1 Å−1, meaning the transmission coefficient has a decay constant of 2Å−1.
Evidently, the transmission probability, and therefore the tunneling current, is sensitive to changes in the
tip-sample distance.

3.1.1.1 Tunneling in STM

Now, that the tunneling principle is understood, we can apply it to the case of the STM. There is only a net
tunneling current when a bias voltage is applied between the tip and sample. The electron can tunnel from the
tip to the sample and vice versa. When the tip is grounded and the bias voltage is applied to the sample, we
speak of a sample voltage. For a positive bias voltage, the electrons will tunnel from the occupied states of the
tip to the empty states of the sample. Whereas, for a negative bias voltage, the electrons tunnel from occupied
states in the sample to empty states in the tip, see Figure 11a. Assume an electron with an energy of ε and an
applied bias voltage −V , where EF − eV < ε < EF . The electrons of the states between EF − eV and EF have
a chance to tunnel to the tip, as can be seen in Figure 11a. The probability of the electron to be found at the
tip is:

P ∝ |Ψ(0)|2 exp(−2κL), (16)

where 0 is the position of the sample surface and L is the tip-sample distance. By summing over all the states
with energy EF − eV < ε < EF , the tunneling current is found to be [79]:

I ∝
EF∑

ε=EF−eV
|Ψ(0)|2 exp(−2κL) (17)

If the applied bias voltage V is small enough, the density of electronic states does not vary significantly, meaning
we can write the tunneling current as a function of the LDOS7. At tip location z and energy E, the LDOS of
the sample is given by:

ρs(z, E) ≡ 1

eV

E∑
E=E−eV

|ψn(z)|2 (18)

Therefore, the tunneling current of the STM can be written as:

I ∝ V ρs(0, EF ) exp(−2κL) (19)

From Equation 19 it is evident that the tunneling current is sensitive to the tip-sample distance. Furthermore,
the tunneling current scales with both the bias voltage and the density of states. This means that when keeping
the bias voltage constant, the STM can image the LDOS of the sample, which can be interpreted as a topology
map of the sample.

6The workfunction of the surface of a metal is as defined the minimum energy required to remove an electron from the bulk to
the vacuum level.[28, 79]

7The LDOS is the number of electrons per unit volume per unit energy, at a given point in space and at a given energy.[79]
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Figure 11: a) The density of states of the sample (left) and the tip (right) seperated by a vacuum. A negative
bias voltage is applied between the tip and sample. In region I no tunneling occurs because there are no filled
states in the sample. In region II, tunneling occurs because there are filled states in the sample which can tunnel
to the unfilled states in the tip. In region III, no tunneling occurs because there are no available states in the
tip. Adapted from Ref. [81]. b) Schematic representation of the tip (red) and sample surface (blue) depicting
the tunnel current lines. The tunnel current lines are concentrated in a small region around the apex of the tip
and are approximately perpendicular to the sample surface. Based on Ref. [79]

3.1.2 Lateral resolution in STM

Binnig and Rohrer initially predicted that the lateral resolution would be much smaller than the radius of the
tip. They assumed that when the tip-sample distance is small enough, the tunnel current lines are approximately
perpendicular to the sample surface at the apex of the tip, see Figure 11b. At a point ∆x on the tip, the distance
to the sample surface ∆z is increased by:

∆z ≈ ∆x2

2R
(20)

By assuming that at each point the tunneling current follows Equation 15, we find the following lateral current
distribution[79]:

I(∆x) = I0 exp

(
−2κ

∆x2

2R

)
, (21)

where κ is the decay constant, ∆x is the distance between lateral current lines and R is the tip radius. Using
typical numbers κ ≈ 1 Å−1, R ≈ 1000Åand ∆x ≈ 45Å, the lateral current distribution drops by approximately
one order of magnitude in comparison with the tip radius. For a tip radius of R ≈ 100Å, the current concentrates
in a circle of approximately 14Å, thus underestimating the actual resolution of an STM.

3.1.3 Bardeen’s formalism

Bardeen formulated a more sophisticated solution to the tunneling current. In his approach he did not solve
the Schrödinger equation of the complete system but instead considered two separate systems using time-
dependent perturbation theory.[79, 82] The two systems (electrodes) are separated by an insulating barrier. He
showed that the amplitude of the electron transfer is determined from the overlap between wavefunctions of
the two electrodes. If the temperature is low enough (kBT smaller than the energy resolution required by the
experiment), the tunneling current is given by:

I =
4πe

~

∫ eV

0

ρS(EF − eV + ε)ρT (EF + ε)|M |2dε, (22)

where V is the applied bias voltage between the electrodes, M is the tunneling matrix element8, ρS the DOS
of the first electrode (sample) and ρT the DOS of the second electrode (tip).

3.1.4 The spherical-wave-tip model

The nearly atomic resolution of the STM prompted researchers to understand the imaging mechanism and the
resolution in more detail. A widely used model for understanding the resolution of the STM is that of Tersoff
and Hamann.[83] The apex of the STM tip is modelled as a sphere with a radius of curvature r0. By solving

8The tunneling matrix element describes the amplitude of the electron transfer.
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Figure 12: A schematic representation of the STM. Adapted from Ref. [78]

Schrödinger’s equation for a spherical potential well of radius R the wavefunctions of the tip are found. Tersoff
and Hamann assumed that only the spherical-wave solution was of importance. This is why it is called the
s-wave tip model. This means that the properties of the tip can be taken out of the problem and only the
properties of the surface matter. At a low bias voltage, the tunneling current is found to be proportional to the
LDOS ρv directly beneath the centre of the tip:

I ∝
EF∑

E=EF−eV
|Ψ(r0)|2 = eV ρS(r0, EF ) (23)

This means that a constant-current measurement (see Section 3.1.5 for more detail on this) is a contour of the
LDOS of the surface of the sample. In the case of free-electron metals, the images are the surface charge-density
contours. The spherical-wave-tip model is not able to explain the atomic resolution of an STM. It was later
found by Tersoff and Lang that the tip electronic states have large effects on STM images of atomic-size features,
in particular on graphite.[84] Chen et al. were able to explain the observed atomic resolution of the STM by
extending the s-wave-tip model by considering the p- and d -wave solutions of the Schrödinger’s equation, which
were omitted by Tersoff and Hamann.[85]

3.1.5 Operating modes

In the previous sections it is shown that the tunneling current between tip and sample is proportional to the
applied bias voltage, the LDOS and the tip-sample distance. Now, the operation principle of the STM can be
discussed. The atomically sharp tip can be scanned along the surface in the x-, y- and z-directions with the use
of piezoelectric elements, see Figure 12.

The STM can be operated in two different modes, constant current mode and constant height mode. By
operating the STM in constant current mode the current is kept constant with the use of a feedback loop
that regulates the tip-sample distance. When operating the STM in constant height mode the tip is kept at
a constant distance from the sample by keeping the voltage at the z-piezoelement constant and the current is
recorded at every position. Now, from Equation 23 it is understood that a height profile can be found from the
current profile recorded. The advantage of constant height mode is that no feedback loop is required, making
measurements quicker. However, this does come at the risk of crashing into the sample and possibly damaging
it.
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Figure 13: A schematic representation of a LEED-setup. Based on Ref. [90]

3.2 Scanning tunneling spectroscopy

A technique related to STM is scanning tunneling spectroscopy. In scanning tunneling spectroscopy (STS) the
electronic properties (e.g. the bandgap) of a sample can be probed by keeping the tip at a fixed position and
recording the tunneling current as a function of the bias voltage, giving the I-V curve of the chosen location.
Equation 19 shows that the tunneling current is dependent of both the DOS of the sample and the DOS of the
tip. By assuming that the tunneling matrix element M does not change significantly on the energy interval of
interest, the tunneling current can be expressed as:

I ∝
∫ eV

0

ρS(EF − eV + ε)ρT (EF + ε)dε (24)

Which shows that in this case the DOS of the sample and the DOS of the tip contribute equally to the tunneling
current, which was experimentally verified using a different arrangement of the electrodes by Giaever et al. in
1961.[86] Thus, in order to probe the DOS of the sample, the DOS of the tip must be constant. This is achieved
by using a metallic tip, so Equation 24 implies that:

dI

dV
∝ ρS(EF − eV ) (25)

Which shows that the differential conductivity is proportional to the DOS of the sample. The metallic tip used
in STM needs to be treated to be able to take STS spectra.[87, 88]

Because the tunneling current depends on both the applied bias voltage and the tip-sample distance, it will
vary with approximately one order of magnitude per Ångström. Because the variation of the tunneling current
is of more interest than the absolute value, normalization is a simple solution to this problem. Feenstra et al.
proposed a normalization of the differential conductivity by dividing the differential conductivity by I/V .[87,
88]

3.3 Low-energy electron diffraction

Another way of studying the structure of a surface is low-energy electron diffraction (LEED), in which the surface
is bombarded with a collimated beam of low-energy electrons (30eV to 200eV). The electrons scatter elastically
on the surface and are redirected to a fluorescent screen, showing the diffraction pattern (LEED-pattern) of the
structuret. A schematic of the setup is depicted in Figure 13. The LEED-pattern seen on the fluorescent screen
contains information -among others- on periodic molecular structures and the crystal lattice.[89]

The low-energy electrons used in LEED typically have an energy that ranges from 30eV to 200eV, which is
chosen for two reasons. Firstly, it means that their de Broglie wavelength,

λ =
h√

2mE
,λ[Å] =

√
150

E(eV )
(26)
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Figure 14: a) Construction of the Ewald’s sphere using a reciprocal lattice. b) Construction of the Ewald’s
sphere for diffraction on a 2D surface. c) Labelling of the LEED-pattern at normal incidence. The spots are
labelled using the same indexing as that of a reciprocal lattice. Based on Ref. [89]

lies in the range of 1 − 2Å. Because the de Broglie wavelength is of the order of the interatomic distances
studied, it satisfies the diffraction condition9. Secondly, the mean free path of electrons is short. This means
that electrons are more likely to lose energy due to the scattering events with deeper lying layers and thus, are
not relevant for the diffraction pattern. Therefore, LEED is well suited for studying the 2D atomic structure of
a sample surface.

The diffraction pattern of the electrons is directly related to the reciprocal lattice of the crystal by the
following condition:

k− k0 = Ghkl (27)

where k0 is the incident wave vector, k is the scattered wave vector and Ghkl is the reciprocal lattice vector.
In the case of elastic scattering:

|k| = |k0| (28)

Thus we have conservation of momentum (Equation 27) and conservation of energy (Equation 28).
Using the Ewald’s sphere construction, the diffraction pattern can be represented graphically, see Figure

14a. The sphere is constructed on the reciprocal lattice of the crystal. In the lattice the incident wave vector
k0 is drawn in such a way that its end lays on a reciprocal lattice point, see Figure 14a. Then a sphere of
radius k = 2π/λ is centered at the origin of the incident wave vector. The reciprocal lattice points that lie on
the surface of the sphere are the scattered wave vectors k. In the case of diffraction on a surface, Equation 27
becomes:

k|| − k
||
0 = Ghk (29)

meaning that now only the wave vector components parallel to the surface need to be equal to the reciprocal
wave vector Ghk. The wave vector components perpendicular to the surface do not need to be conserved. The
2D lattice can be found from the 3D lattice with infinite periodicity in the normal direction, meaning the lattice
vector goes to infinity. As the lattice vector goes to infinity, the wave vector goes to zero, meaning the reciprocal
lattice points along the normal direction are infinitely dense. This means that the construction of the Ewald’s
sphere is now easier, as now we have reciprocal lattice rods instead of points, see Figure 14b. The incident wave
vector k0 now terminates at a lattice rod instead of point. The scattered wave vectors are now the intercepts
of the Ewald’s sphere with the rods.

The diffraction pattern seen at the viewport (behind the fluorescent screen) is a measure of the surface
reciprocal lattice. The fluorescent screen can be seen as the surface of the Ewald’s sphere and the diffracted
electrons produce spots where the reciprocal lattice rods intersect the Ewald’s sphere. The number of spots in
the LEED-pattern depends on the size of the Ewald’s sphere. By increasing the energy of the electrons, their

9The diffraction condition is nλ = 2dsinθ, which is called Bragg’s law.[28]
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Figure 15: a) The real space lattice of a substrate with a hexagonal lattice, like Ag(111). b) The corresponding
1x1 LEED-pattern. c) The real-space lattice of a subtrate with a hexagonal lattice plus a superstructure. d)
The corresponding

√
3 ×
√

3 LEED-pattern. Main spots are depicted using solid-circles whereas superspots are
depicted using circles. Based on Ref. [89]

wavelength is reduced and consequently the radius of the Ewald’s sphere is increased. The diffraction spots
now lie closer to the (0, 0)-spot and more spots are seen on the fluorescent screen. The spots are indexed in the
same way as the indexing of a reciprocal lattice. The spot located at the center of the LEED pattern is the
(0, 0)-spot, see Figure 14c.

From the LEED-pattern information on the presence of defects and imperfections of the crystal structure
can be deducted by inspection of the sharpness of the spots. A structure with little defects has bright and
sharp spots with little background intensity. The spots are broadened and weakened if defects are present in
the structure. If no spots are present at all the structure is likely disordered or polycrystalline.

More importantly, the surface 2D lattice can be deducted from the LEED-pattern. We know that Ag has a
face-centered cubic crystal structure, meaning its (111)-plane has the real-space lattice given in Figure 15a. By
simply finding the reciprocal lattice using Equation 30, we find the LEED-pattern depicted in Figure 15b. The
spots that result from the surface are called the main-spots.

a∗s = G∗11a
∗ +G∗12b

∗

b∗s = G∗21a
∗ +G∗22b

∗

G∗ = (G−1)T
(30)

When a superstructure forms on a surface (e.g. self-assembly of DBCh molecules), new spots, called super-
spots, are seen in the LEED-pattern. An example of such a superstructure and its LEED-pattern is given in
Figures 15c and 15d, respectively.

3.4 Experimental setup

The experiments in this thesis were carried out using a commercially available low temperature STM (Scienta
Omicron), which can be seen in Figure 16. The setup consists of two chambers, the STM chamber and the
preparation chamber, which are mounted on a table with active damping. The STM chamber hosts the STM
and a carousel in which samples can be stored. The chamber is kept at a base pressure of 10−11mbar. The STM
itself is suspended in springs and equipped with Eddy current damping10 to reduce noise. It can be cooled by
filling the cryostat on top of the STM with LN2 (77K) or LHe (4.2K). The preparation chamber is equipped
with an Ar+ sputter gun, an evaporator for molecules, an evaporator for metals, a LEED chamber and a quartz
microbalance (QMB). The preparation chamber has a base pressure of 10−10mbar. The manipulator is used to

10When a conductor moves in a magnetic field, damping forces are generated by Eddy currents induced in the conductor.[79]
This can be used as an active damping system to reduce noise.
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Figure 16: The low temperature UHV-STM setup used for the experiments in this thesis.

move samples within the chambers and to transfer between chambers. It is equipped with a filament for resistive
heating, which is used to anneal the samples in this thesis. The temperature of the sample on the manipulator
is read using a thermocouple. The actual temperature of the sample is roughly double that temperature. The
images taken using this setup are analyzed using WSxM. [91]

3.5 Sample preparation

3.5.1 Cleaning the Ag(111) crystal

The Ag(111) single crystal is cleaned with repeated sputtering-annealing cycles. A sputtering-annealing cycle
consists of two steps. First, the sample is sputtered with Ar+ ions in two different angles. The sputtering time
per angle is 15 minutes. The Ar+ ions are directed towards the surface, where they collide with the atoms of
the solid surface. As a result, the kinetic energy of the ion is transferred to an atom in the solid. If the kinetic
energy transferred to the atom in the solid is higher than the surface binding energy of that atom a recoil atom
is produced. This recoil atom will collide with more solid atoms, resulting in a cascade of collisions.[92] The
topmost layers of the surface are removed, leaving a rough surface. Following a sputtering cycle, the sample is
annealed to smooth the surface. This is done for 45 to 60 minutes using the resistive heating filament on the
manipulator. This is repeated twice, but more cycles can be done if the crystal is exceptionally dirty.

3.5.2 Deposition of DBCh molecules

The precursor molecule DBCh is deposited on the clean single crystal using a molecule evaporator. Inside the
water-cooled evaporator are crucibles that hold the molecules. By heating the crucible that contains DBCh the
molecules evaporate. DBCh starts evaporating around 155°C. The QMB inside the preparation chamber is used
to measure the incident flux of material onto the sample, from which the rate (Å/min) can be determined. As
the name suggests, the QMB consists of a quartz crystal that is oscillated at resonance frequency. As material is
deposited onto the QMB, its resonance frequency shifts, from which the influx of material can be determined.[78]

When the desired rate is reached the QMB is moved out of the way so that the clean single crystal can be
brought close to the evaporator, with the surface facing away. Deposition is done by turning the surface of the
clean crystal towards the evaporator for the time to reach the desired thickness. When the desired thickness is
reached, the crystal is moved out of the way so that the QMB can be brought in the chamber again to measure
the deposition rate. By taking the average of the deposition rate before and after the crystal was in place and
the deposition time, the thickness can be estimated.
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4 Results

In the following sections, the results of this work are presented and discussed. This is done per deposition
or post-deposition annealing temperature in Section 4.1. Furthermore, the influence of the deposition rate is
discussed in Section 4.1.2.2. An overview of all samples of this work can be found in Table 2 in Appendix A.
The samples were made by depositing DBCh on a Ag(111) substrate kept at room temperature or by depositing
on a warm sample. The sample is kept at a certain temperature using the resistive heating on the manipulator
head. Post-deposition the samples could be annealed using this resistive heating.

4.1 Temperature dependence

4.1.1 Deposition at room temperature

An overview STM image of DBCh on Ag(111) deposited at room temperature is shown in Figure 17. From the
image it is clear that there are three distinct self-assemblies, which will be called self-assemblies i, ii and iii.
Self-assembly i occurs in fairly small domains and resembles a porous network when imaged using a positve bias
voltage. The second self-assembly (ii) appears in large domains as dashes that align parallel to each other in
rows. This self-assembly resembles long chains that align parallel to each other when imaged using a negative
bias voltage. The last self-assembly found at room temperature, self-assembly iii, resembles dashes that show
no order.

Interestingly, it was observed that a small difference in temperature changes the (sizes of) self-assemblies
drastically. Deposition at 25°C led to the formation of self-assemblies i, ii and iii. Whereas, deposition at
slightly elevated temperatures (31 or 33°C) formed only self-assemblies i and iii. Moreover, the patches of
self-assembly i were smaller at these slightly higher temperatures.

4.1.1.1 Self-assembly i

A high-resolution STM image of self-assembly i can be seen in Figure 18a. The image taken with a negative
bias shows dashes that form a chevron-like pattern by changing direction every three units and both brighter
and dimmer dots. The red box in Figure 18a shows such a unit of three dashes. The dashes do not align parallel
to each other, rather there is an angle of approximately 16° between the middle and outer ones. The length
of such a unit is approximately 2.5nm, meaning it would fit three DBCh molecules. Therefore, the dashes are
attributed to the carbon backbone of a DBCh molecule. Dots can be seen in between the middle and outer
ones, as well at the sides of the outer ones. There is only one bright dot in between the middle and outer
dashes, indicating that one or both of the DBCh molecules were debrominated. Because there is no attractive
interaction between a debrominated DBCh molecule and an intact DBCh molecule, both molecules must be
(partially) debrominated. As a result, the bright dot connecting the middle and outer dashes is attributed to a
silver adatom that has diffused from the surface. The silver adatom coordinates at the debrominated site of the
DBCh molecules. The van der Waals radius of a silver atom is 172pm[93], giving a diameter of 344pm. This is in
agreement with the images. Furthermore, assigning the bright protrusions to silver adatoms is consistent with
for example the work of Ṕı̌s et al. in which 5,11-dibromotetracene was deposited on Ag(110), which resulted in
the formation of organometallic structures which coordinated with silver adatoms and split-off halogens.[94]

The next unit of three can be found almost perpendicular to one of the outer dashes. It can be seen that
the end of the carbon backbone of the outer molecule coordinates with a bright dot of the unit in the red box,
see the green circles in Figure 18a. Furthermore, with close inspection, a difference in contrast with the outer
dashes of a unit can be seen when comparing the bright dots at the outer sides and the inner sides of the
dash. Because the carbon backbone can only coordinate with a silver adatom at the debrominated sites of the
molecule it can be inferred that the outer molecules of a unit of three are only partially debrominated. This also
explains the difference in contrast between bright dots at the inner and outer sides of the outer dashes within a
unit of three. The slightly dimmer dots are attributed to silver adatoms for the reasons stated above, whereas
the brighter dots are now attributed to Br atoms that are still attached to DBCh molecules.

In short, dashes are attributed to the carbon backbone of a DBCh molecule, the brightest dots to the
Br atoms of partially debrominated DBCh molecules and the slightly dimmer dots to silver adatoms that
coordinate with debrominated sites. In the image in Figure 18a one can also see dim dots occurring anywhere
in the network. These are attributed to Br atoms that were split-off the DBCh molecules in the network. Other
examples of split-off halogens that coordinate with the H atoms of their dehalogenated precursor include Refs.
[95–97] In the work of Ṕı̌s et al., the desorption of the split-off Br atoms was investigated. Using XPS at different
temperatures it was concluded that the split-off Br atoms do not desorb from the surface until a temperature
of 573K is reached. Furthermore, it was discussed that the presence of the split-off Br atoms plays a role in
lowering the energy of the formed structures.
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Figure 17: An overview STM image of deposition of DBCh on Ag(111) at room temperature. The image shows
three distinct self-assemblies. I = 20pA, V = 1.5V .

With this information, we can construct the unit cell of the network which is given in an overlay in Figure
18a and Figure 18b. The unit cell has parameters a = 4.36± 0.09nm, b = 1.58± 0.07nm and θ = 91.99± 2.18.
Both chiralities of the DBCh molecule are found in the unit cell. Because of the chevron-like pattern formed
by the units of three, this self-assembly will be called the chevron-network.

Using the overlay of the unit cell, the carbon-silver-adatom-carbon (C-Ag-C) distance is determined as
0.47 ± 0.04nm. The center-Ag-center distance of one dash to the other is determined as 0.92 ± 0.02nm. Park
et al. reported on the deposition of 9,10-dibromoanthracene (DBA) on Ag(111) at room temperature.[63] The
DBA molecules debrominated upon deposition and formed 2D networks of 1D metal-coordinated chains. The
Ag-DBA-Ag distance was 0.73nm, meaning the C-Ag-C distance was 0.45nm. Interestingly, the Br atoms that
split-off the DBA molecules filled the empty spaces in between the chains, similar to what is observed in the
chevron network. Another example of silver adatom coordination was reported by Fan et al., who deposited
4,4”-dibromo-m-terphenyl (DMTP) on Ag(111).[98] Upon annealing to 333K, the DMTP molecules coordinated
with a silver adatom. The corner-to-corner distance of a staple-shifted unit (explanation follows) was determined
to be 1.6nm (1.59 according to DFT-calculations), meaning a C-Ag-C distance of 0.50nm. Thus, the C-Ag-C
distance of the chevron-network is in agreement with the two examples of metal-coordination given above.

Using the overlay of the unit cell, the Br· · ·H distance can also be determined. The distance between the
Br atom of a partially debrominated DBCh molecule and the closest hydrogen is 0.22 ± 0.04nm. The Br· · ·H
distance in the chains formed of DBA on Ag(111) in the work of Park et al. is 0.28nm or 0.30nm, depending
on the apparent height of the DBA molecule. According to DFT calculations this distance should be slighty
shorter, 0.27nm and 0.29nm, respectively. Both values are close to the distances measured in the chevron
network. Moreover, these are typical lengths for hydrogen bonds, see Table 1.

An example of partial debromination on Ag(111) was found by Fan et al. in 2018. In this work, DMTP was
deposited on Ag(111) and subsequently annealed to 333K.[98] This resulted in the so-called staple shift pattern
where partially debrominated DMTP molecules coordinated with a silver adatom on the dehalogonated site.
The partial debromination of the DMTP molecules was confirmed by XPS measurements. Because the surface
is similar and the temperature is reasonably close to the temperature of the sample above, it is possible that the
chevron network also shows partially debrominated molecules. Furthermore, full debromination of a molecule
is known to occur at room temperature on Ag(111) in similar molecules, e.g. DBA, DMTP, 2,2’-dibromophenyl
(DBBP), 2,2’-6,6’-tertrabromo-1,1’-biphenyl (TBBP).[23, 63, 99, 100] This infers that full debromination like
the molecules in the middle of a unit of three can occur in this experiment as well.

4.1.1.2 Self-assembly ii

A high resolution image of self-assembly ii reveals that it actually consists of two different self-assemblies which
will be called self-assembly iiα and self-assembly iiβ , see Figure 19a. Self-assembly iiα is found in small patches
at the edges of larger patches of self-assembly iiβ , but never unaccompanied by self-assembly iiβ . Self-assembly
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Figure 18: a) High resolution STM image of self-assembly i including a stick-and-ball overlay of the unit
cell. I = 200pA, V = −1.5V . b) The molecular model of self-assembly i. The unit cell has parameters:
a = 4.36± 0.09nm, b = 1.58± 0.07nm and θ = 91.99± 2.18.

iiβ can be found without self-assembly iiα.

Self-assembly iiα Self-assembly iiα can be seen in the top of Figures 19a and 19b. The self-assembly is
resembled by bright bow-tie shaped units, which will be called dashes for now. These dashes change direction
every few rows and are separated from each other by small dim dots. The change in direction does not seem to
show a particular order. The dashes have a length of approximately 1nm when measured across the long-axis,
see the blue line in Figure 19b. This is in reasonable agreement with the length of the carbon backbone of a
single DBCh molecule (0.923nm), therefore the long-axis of the dashes is tentatively assigned to the backbone
of a DBCh molecule. The change in direction of the dashes is attributed to a difference in chirality of the carbon
backbone.

Every one of these dashes is accompanied by two bright dots, giving the bow-tie resemblance. These bright
dots can either be the Br atoms of a DBCh molecule or silver adatoms that coordinate with debrominated DBCh
molecules. In case the DBCh molecules are intact, the interaction between bow-ties would be halogen bonding
(X-bonding). X-bonding in 2D self-assembly typically has a length of 0.3 to 0.5nm, see Refs. [51, 52, 98] for
examples of halogen-bonding. The distance between bright protrusions in self-assembly iiα is 0.72±0.16nm, thus
it is unlikely that there is X-bonding between the bright protrusions. Therefore, the bright dots are attributed
to silver adatoms that coordinate with the radical sites of debrominated DBCh moleucules. This infers that the
dimmer dots, which appear between the bow-tie shaped structures, are the split-off Br atoms. Other examples of
split-off halogens that interact with their dehalogenated precursor include Refs. [95–97] Moreover, by assigning
the bright dots to silver adatoms and the dimmer dots to Br atoms, the observed contrast is consistent with
what was found for self-assembly i and the work of Ṕı̌s et al.[94]

To summarize; the long-axis of the bow-tie shape is attributed to the carbon backbone of a DBCh molecule,
the bright dots that accompany these dashes are attributed to silver adatoms that coordinate at the radical
sites and the dim dots in between the dashes are attributed to split-off Br atoms. Using this information, a
unit cell of the network can be constructed which is depicted in blue in Figure 19a. The unit cell is constructed
around carbon backbones that point in the same direction and thus are of the same chirality. The unit cell has
parameters a = 1.24 ± 0.06nm, b = 1.29 ± 0.1nm and θ = 60.9 ± 2.7°. Because of the bow-tie resemblance of
the dashes, this self-assembly will be called the bow-tie network.

Using an overlay of the unit cell, the distance between the split-off Br atoms and the silver adatoms is
measured as 0.41± 0.05nm. This distance is in agreement with the Br-Ag distance of the adatom-coordinated
DBA chains in the work of Park et al., which is 0.46±0.02nm.[63] Furthermore, the C-Ag distance is determined
as 0.18±0.01nm. This value lies outside the error margin of both the C-Ag distance of the DBA chains (0.23nm)
and the DMTP staple shift pattern (0.25nm). The complete debromination of the DBCh molecules is similar
to that of DBA, DMTP, DBBP and TBBP on Ag(111), see Section 4.1.1.1.[23, 63, 99, 100] Based on these
findings, a molecular model is proposed which can be found in Figure 19c.

Self-assembly iiβ Self-assembly iiβ can be seen in the bottom of Figures 19a and 19b. It consists of parallel
rows. These parallel rows consist of units of two dashes that are connected by one bright dot. The purple
box in Figure 19a depicts one of these units of two. The dashes have similar dimensions as the dashes in the
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bow-tie network. Therefore, the dashes are again attributed to the carbon backbone of the DBCh molecules.
The units of two dashes are separated by two bright dots, of which one is connected to the first unit and the
second connected to the following unit. Thus, one unit consists of two dashes and three bright dots. Using the
same argument as for the chevron network, the bright dot connecting the two dashes must be a silver adatom.
Moreover, this is consistent with the contrast that is seen in the bow-tie network on the same image. Besides,
this is consistent with the contrast seen in previous self-assemblies as well as the work of Ṕı̌s et al.[94]

The bright dots at the outsides of a unit of two can be either silver adatoms or the Br atoms of (partially)
debrominated DBCh molecules. Every unit of two is surrounded by eight dimmer dots. By considering a second
unit next to it, it can be seen that these dimmer dots are shared among units. If we assume the dimmer dots
are Br atoms that split-off DBCh molecules, we know that every unit of two should have four whole Br atoms
surrounding it. Because the eight dimmer dots are shared with a second unit, it is indeed true that every single
unit is surrounded by four whole dimmer dots. Therefore, the dimmer dots are attributed to Br atoms that
have split-off from the DBCh molecules. Consequently, the bright dots at the outsides of a unit of two must be
silver adatoms that coordinate at the radical sites of the carbon backbone.

With close inspection, it can be seen that not every unit of two dashes has three bright dots. Rather,
some units are missing one (or even two) bright dots on the outside. This infers that there is no silver adatom
coordinating at that site. Therefore, these defects are attributed to partially debrominated DBCh molecules.
This means that there is a C-Br-Ag coordination with the next unit, similar to what is observed in the staple
shift pattern in the work of Fan et al.[98]

To summarize; the dashes are attributed to the carbon backbone of DBCh molecules, the brighter dots
connecting two dashes are attributed to silver adatoms, the dim dots surrounding the units of two are attributed
to split-off Br atoms and the bright dots connecting two units of two are attributed to silver adatoms. In case
of a missing bright dot, the corresponding dash is considered partially debrominated. With this information,
a unit cell can be constructed, which can be seen in purple in Figure 19a. The unit cell has parameters
a = 1.34 ± 0.09nm, b = 12.07 ± 0.09nm and θ = 104.9 ± 4.7°. All molecules in the unit cell are of the same
chirality, and the unit cell repeats over long distances. Therefore this network will be called the homochiral
network from now on.

Using an overlay on the image in Figure 19a, the bond distances can be determined. The C-Ag-C distance
within a unit of two is determined to be 0.49 ± 0.03nm. This in agreement with the two examples of similar
coordination of DBA and DMTP mentioned earlier.[63, 98] Furthermore, the distance of the C-Ag coordination
at the exterior of a unit of two can be measured using the overlay. This distance is 0.22± 0.03nm, which is well
in agreement with the distance found in the DBA chains and DMTP staple shift pattern.[63, 98] The Ag-Ag
distance between units is 0.39 ± 0.06nm. Meaning their van der Waals radii do not overlap[93]. Lastly, the
distance between a split-off Br atom and the closest hydrogen is determined. This distance is 0.33 ± 0.05nm,
which is in agreement with the DBA chains found in the work by Park et al.[63] Based on these findings, a
molecular model is proposed which can be found in Figure 19d.

4.1.1.3 Self-assembly iii

The last self-assembly found at room temperature deposition is found along patches of other networks as well as
at step edges, see Figure 17. A zoom-in of one of these chains can be seen in Figure 20a. The image shows that
the chain consists of dashes that align parallel to each other. The length of one of these dashes is approximately
1nm, thus these are again tentatively assigned to the carbon backbone of DBCh molecules. To understand the
coordination between the dashes, we look at the edges of patches of high-resolution images of the other two
self-assemblies, for example Figures 18 and 19. These images show that the dashes coordinate together with one
bright protrusion in between them and dimmer protrusions next to these bright ones. Similar to the chevron
network and the homochiral network, these bright protrusions must be silver adatoms that have diffused from
the surface. The silver adatoms coordinate at the radical sites of the debrominated DBCh molecules. In similar
fashion, the dimmer dots are assigned to split-off Br atoms.

With this information, an overlay of Figure 20a can be constructed. The first molecule is laid down at the
upper end of the chain, which must be a right-handed enantiomer of DBCh in order to be able to coordinate
with the next. Using this procedure, the following molecules are laid down resulting in the overlay seen in
Figure 20b. Using this overlay, the C-Ag-C length between molecules is determined to be 0.51± 0.06nm, which
is in agreement with the works of Park et al. and Fan et al.[63, 98]. Furthermore, the split-off Br atoms
coordinate in a similar fashion to the DBA chains in the work of Park et al.[63]. Therefore, the overlay uses
the distance measured by Park et al., which is 0.46 ± 0.02nm. Based on these findings, a molecular model is
proposed which can be seen in Figure 20c. Because the chains consist of both chiralities, self-assembly iii will
be called heterochiral chains from now on.

22



Figure 19: a) High resolution STM image of a self-assembly ii, which shows self-assemblies iiα (top) and
iiβ (bottom) in an overlay. The blue arrows indicate the unit cell directions of self-assembly iiα. The purple
box depicts a unit of two of self-assembly iiβ, the purple arrows indicate the unit cell directions. I = 200pA,
V = −1V . b) High resolution STM image showing self-assembly ii in more detail. The blue line indicated the
direction of the long axis of one dash. I = 200pA, V = −1V . c) The molecular model of self-assembly iiα. The
unit cell has parameters a = 1.24± 0.06nm, b = 1.29± 0.1nm and θ = 60.9± 2.7°. d) The molecular model of
self-assembly iiβ. The unit cell has parameters a = 1.34± 0.09nm, b = 12.07± 0.09nm and θ = 104.9± 4.7°.
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Figure 20: a) Zoom-in of self-assembly iii found at room temperature deposition. I = 20pA, V = −1.5V . b)
Same as a) but with superimposed molecules. I = 20pA, V = −1.5V . c) The tentative molecular model over
self-assembly iii. No unit cell is determined because of the randomness of the chiralities.

4.1.2 Deposition at elevated temperatures

4.1.2.1 Deposition at 100°C

In the following experiment the Ag(111) substrate was kept at 100°C during deposition to increase the kinetic
energy of the molecules as they reach the surface. This resulted in large islands of parallel rows, which will
be called self-assembly j and can be seen in Figure 21. Self-assemblies i, ii and iii are no longer found. The
islands stretch as far as 80nm and are found in six different directions. Interestingly, deposition at 120°C leads
to similar islands in looks but are even larger (> 120nm2).

A close-up image of the network (Figure 22a) reveals that it consists of dashes and both bright and dim
dots. The dashes are connected by only one bright dot. The dashes have similar dimensions as the ones on
previous samples and are therefore tentatively assigned to the carbon backbone of a DBCh molecule. As there
is only one bright protrusion between every dash, the bright protrusions must be silver adatoms. Following
similar arguments as before, every dash is accompanied by two bright protrusions, inferring it coordinates with
two silver adatoms. This infers the molecules are fully debrominated. In turn, this infers that the dimmer dots,
which appear along the rows, are Br atoms that have split-off the DBCh molecules. The number of dim dots
found along the rows confirm this suspicion. Other examples of split-off halogens that coordinate with their
dehalogenated precursor include Refs. [95–97] Furthermore, by viewing how the silver adatoms coordinate with
the carbon backbone, the chirality of the molecule can be determined. It can be seen that the chiralities do not
alternate the left- and right-handed enantiomers every row but rather there are some defects, see for example
the blue box in Figure 22a where two left-handed enantiomers coordinate together.

Using this information, an overlay can be constructed on the image, see Figure 22b. Using the overlay the
C-Ag-C distance is determined as 0.51± 0.03nm. This is agreement with other networks and the works of Park
et al. and Fan et al.[63, 98] Furthermore, the Ag-Br distance can be determined. This distance is 0.50±0.09nm,
which is in agreement with the Br-Ag distance determined for self-assembly iiα and the distance in the DBA
chains in the work of Park et al.[63] The large uncertainty is due to some Br atoms that lie around defects.
By considering the case where the left- and right-handed enantiomers are alternated, a molecular model can be
constructed from the determined distances. This model is given in Figure 22b. The unit cell of the ideal case has
parameters a = 1.44nm, b = 1.78nm and θ = 77.4°. This is in accordance with what is measured on the overlay
in an ideal part. Self-assembly j will now be called networks of heterochiral chains. The chains are similar to
what was found in the work of Nyendaal whom deposited the same precursor molecule on Ag(110).[2] However,
in the case of Ag(110), large islands of heterochiral chains are formed upon deposition at room temperature,
but homochiral chains are formed upon deposition at 100°C.

To understand how the networks of heterochiral chains align along the principal directions of the Ag(111)
surface, LEED measurements were taken. To create sufficiently large patches molecules were deposited on a
sample kept at 120°C. Deposition at this temperature leads to similar networks as deposition at 100°C but with
larger islands, thus more suitable for LEED.

The principal directions of the Ag(111) surface were determined at an electron energy of 100.4eV. By
determining the vector between the (0,0)-spot and a surface spot the angle of the network in relation with the
principal directions can be determined. The LEED pattern of the network was taken at an electron energy
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Figure 21: An overview STM image of self-assembly j found when depositing DBCh on Ag(111) kept at 100°C,
I = 20pA, V = −1.5V .

Figure 22: a) An overview STM image of self-assembly j found when depositing DBCh on Ag(111) kept
at 100°C. I = 20pA, V = −1V . b) The molecular model of self-assembly j. The unit cell has parameters
a = 1.44nm, b = 1.78nm and θ = 77.4°.
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Figure 23: a) The LEED-pattern showing the network spots taken at 29.9eV. The (0,0)-spot is slightly to the
right of the electron gun. b) Simulation of the network LEED-pattern. The (0,0)-spot is shown in white, every
color depicts one domain. Only the area indicated within the circle in a) is shown.

of 29.9eV and can be seen in Figure 23a. The surface spots from the Ag(111) surface are similar to what is
expected from theory on LEED (see Section 3.3) and can be seen in Figure 31 in Appendix B. The angle is
found to be 14°, and is used to simulate the LEED-pattern in Figure 23b. The LEED-pattern and the simulated
LEED-pattern agree well. Thus, it is concluded that the network of heterochiral chains align with a 14° shift
along the principal directions. STM images show that indeed the networks are found in six distinct directions.

4.1.2.2 Deposition at 150°C

Deposition of DBCh on Ag(111) kept at 150°C led to the formation of small islands of chains that align parallel
to each other, see Figures 24a and 24b. The difference between these samples will be made clear below. The
self-assemblies can be seen in more detail in Figure 25.

The self-assemblies consists of dashes and bright dots. The dashes have similar dimensions to those in pre-
vious self-assemblies (1nm) and are therefore tentatively assigned to the carbon backbone of a DBCh molecule.
The dashes are connected by only one bright dot. Similarly to previous self-assemblies, the bright protrusions
are attributed to silver adatoms. This infers that the DBCh molecules have fully debrominated, even though
the Br atoms cannot be seen in the images. This could be due to the polarity of the bias. The Br atoms can
only be seen at a negative bias voltage, see the previous sections. Furthermore, by checking how the silver
adatoms coordinate with the carbon backbone, the chirality of the molecule can be determined. It can be seen
that the left- and right-handed enantiomers do not alternate. Rather there are some defects where a molecule
coordinates with a molecule of the same chirality.

Deposition of DBCh on Ag(111) kept at 150°C with a similar deposition rate (0.09ML/min) as previously
discussed samples led to the formation of smaller islands of chains than with a higher deposition rate, see Figure
24a. By increasing the deposition rate to 0.3ML/min but adjusting the time so that the coverage should be
similar, the islands became larger, see Figure 24b. High-resolution images of both self-assemblies (Figure 25)
reveal that the islands are similarly coordinated. The difference in coverage could be related to the difference in
kinetic energy of the molecules that land on the surface. A higher deposition rate gives the molecules a higher
kinetic energy, which allows the molecules to diffuse across the surface. It could be that the kinetic energy of
the sample with low deposition rate is too low for the molecules to find each other, leading to desorption of the
molecules.

With this information, an overlay can be constructed for both images, see Figure 25. The split-off Br atoms
are given the same distance as in self-assembly j, which is based on the distance of the work of Park et al.[63]
Using the overlay, the C-Ag-C distance is determined as 0.52±0.04nm and 0.49±0.05nm for low deposition and
high deposition samples, respectively. This is in accordance with the works of Park et al. and Fan et al.[63, 98]
Moreover, the self-assemblies have similar distances for both low and high deposition, as well as self-assembly
j. This infers the self-assemblies are the same, albeit that at deposition at 150°C leads to smaller islands.
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Figure 24: a) Overview STM image of a sample that was kept at 150°C during deposition with a low deposition
rate (deposition rate 0.09ML/min, coverage 0.36ML). I = 20pA, V = 1.5V . b) Overview STM image of
a sample that was kept at 150°C during deposition with a high deposition rate (deposition rate 0.3ML/min,
coverage 0.72ML). I = 20pA, V = 1.5V .

Therefore, the same molecular model as the networks of heterochiral chains is proposed, see Figure 22b.
With close inspection it can be seen that the left- and right-handed enantiomers alternate in both samples.

See for example Figures 26a and 26b and a molecular model of this chain in Figure 26c. By counting the number
of possible alternations and the number of alternations that happen within a chain it can be determined if the
chain is alternating due to chance or because this is the preferred coupling scheme. This is done using the
following procedure: i) the sequence of a chain is written down, for example the lower chain in Figure 26a has
the sequence ’RLRRLRLRRLRL’. ii) The number of possible alternations n− 1 is determined, where n is the
chain length, in this case 11. iii) The number of alternations in the chain is determined, in this case nine. iv)
Using a binomial distribution,

P (k) =

(
n

k

)
pk(1− p)n−k (31)

which is essentially a coin flip, the probability of the alternations in this chain being random can be calculated.
This procedure is done for both the low- and high-deposition rate samples using high-resolution images. In

case of low deposition rate, there were 87 possible alternations. The left- and right-handed enantiomers were
alternated 70 times. Using Equation 31 it is determined that the probability of this number of alternations
being random is 4 · 10−9. In case of higher deposition rate, there were 157 possible alternations and 119
alternations happened. The probability of this number of alternations being random is 3 ·10−11. The extremely
low probability infers that the left- and right-handed enantiomers are alternated because this is the preferred
coupling scheme.

4.1.3 Post-deposition annealing at elevated temperatures

4.1.3.1 Annealing to 90°C

To understand the influence of temperature in more detail, samples that were deposited at room temperature
were annealed to 90°C post-deposition. This led to the formation of islands of rows that align parallel to each
other, which will be called self-assembly l, see Figure 27a.

A close-up image of self-assembly l reveals that it consists of dashes and both bright and dim dots, see
Figure 27b. The dashes are connected by one bright dot, meaning it has to be a silver adatom, similar to self-
assemblies j and k. The dashes are of the same dimension as previous self-assemblies and are thus attributed
to the backbone of fully debrominated DBCh molecules. The dim dots are attributed to split-off Br atoms.
The number of dim dots found along the rows confirm that the DBCh molecules are fully debrominated. The
chirality of the backbone can be determined by viewing how the silver adatoms coordinate with a dash. It
can be seen that the left- and right-handed enantiomers are not alternated. Instead, it seems that the chains
consists of random chiralities.
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Figure 25: a) High resolution STM image of self-assembly k found when depositing DBCh on Ag(111) kept at
150°C with a low deposition rate. I = 20pA, V = 1.5V . b) High resolution STM image of self-assembly k found
when depositing DBCh on Ag(111) kept at 150°C with a high deposition rate. I = 50pA, V = 1.5V .

Figure 26: a) High resolution image of self-assembly k found when depositing DBCh on Ag(111) kept at 150°C
with a low deposition rate. The chain that has an overlay alternates the left- and right-handed enantiomers of
DBCh. I = 20pA, V = 1.5V . b) High resolution image of a single chain on the same sample including an
overlay. The left- and right-handed enantiomers alternate like in a chevron-like GNR. I = 20pA, V = 1.5V . c)
Molecular model of a chain that alternates the left- and right-handed enantiomers.
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Figure 27: a) An overview STM image of self-assembly l found when depositing DBCh on Ag(111) kept at RT
and subsequently annealed to 90°C. I = 20pA, V = −1V . b) High resolution STM image of self-assembly l with
an overlay. I = 200pA, V = −1V .

Using this information, an overlay can be constructed on the image in Figure 27b. The C-Ag-C distance
is determined from this overlay as 0.49 ± 0.04nm, which is in agreement with the works of Park et al. and
Fan et al.[63, 98] Furthermore, the Br-Ag distance can be determined. This distance is 0.49 ± 0.07nm, which
is in agreement with the distance found in the chains of DBA molecules.[63] Because of the randomness of the
chiralities no molecular model is suggested.

4.1.3.2 Annealing to 150°C

In the following experiment the sample was annealed to 150°C post-deposition. This resulted in chains and
small networks of chains as can be seen in the overview image in Figure 28a, which will be called self-assembly
m. High resolution images of the chains and the networks reveal that they are similarly coordinated, see Figures
28b and 28c. Both consist of dashes and both bright and dimmer dots. The dashes have similar dimensions to
those in previous samples and are therefore assigned to the carbon backbone of a DBCh molecule. The dashes
are connected by a single bright dot, meaning the DBCh molecules are fully debrominated. The dim dots that
sit at the sides of the chain and within the network are assigned to the split-off Br atoms. The chirality of the
carbon backbone can be determined from the way it coordinates with the silver adatoms. There is no clear
order in which the chiralities appear in both the network and the chains.

Using this information, an overlay can be constructed for both the chain and the network. Using the
overlay, the C-Ag-C distance of the chain is determined as 0.51 ± 0.04nm. This is in agreement with the
values found in previous networks and literature.[63, 98] The C-Ag-C distance in the network is determined
as 0.54 ± 0.05nm, which is also in agreement with these works.[63, 98] Furthermore, the Ag-Br distance is
determined as 0.52± 0.05nm and 0.54± 0.08nm for the chains and network, respectively. Both distances are in
agreement with previous self-assemblies and the distance measured in the work of Park et al.[63] Because of the
randomness of the chiralities, no molecular model is proposed. However, regarding the distances the models of
the heterochiral chain in Figure 20c and the network of heterochiral chains in Figure 22b would work.

4.1.3.3 Annealing to 160°C

The sample that was deposited at 150°C showed that with a low deposition rate it is possible to alternate the
left- and right-handed enantiomers within a chain. In order to synthesize a GNR from this polymer annealing
at a higher temperature is needed. Therefore, the previous sample was subsequently annealed to 160°C with the
goal of synthesizing GNRs. The STM images in Figures 29 show that the molecules clumped together with no
particular order. This is similar to what is seen on Ag(110) in the work of Nyendaal [2]. DBCh was deposited
on Ag(110) at room temperature, this sample was subsequently annealed to 150°C which resulted in similar
clumps of molecules. The image in Figure 29a shows dim dots all around the clumps. These dim dots are hard
to see in the image 29b, however in this image bright dots between dashes can be seen more clearly. In similar
fashion as previous samples, the bright dots are attributed to silver adatoms and the dim dots are attributed
to split-off Br atoms. No molecular model is proposed because of the lack of order.
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Figure 28: a) Overview STM image of self-assembly m that was annealed around 150°C post-deposition. The
image shows single chains and small networks of chains. I = 20pA, V = −1.5V . b) High resolution STM image
of one such chain, including an overlay. I = 50pA, V = 1.5V . c) High resolution STM image of one such
network. I = 50pA, V = −1V .

Figure 29: a) High resolution STM image of the molecular clumps seen after annealing above 160°C. The
dots surrounding the molecules are Br atoms. I = 20pA, V = −1.5V . b) STM image of the molecular clumps
taken at a positive bias voltage. The Br atoms can no longer be seen individually, however, the silver adatoms
between molecules are more clear. I = 20pA, , V = 1.5V .
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5 Discussion

The goal of this study was to synthesize chevron-like GNRs on Ag(111) from the molecular precursor DBCh.
It is clear that it is not possible to synthesize these GNRs via thermally induced Ullman-type coupling and
subsequent cyclodehydrogenation. Previous work of Pham et al. theorised that GNRs could not be formed on
Cu(111) due to chiral-selectivity.[1] On Cu(111) homochiral metal-coordinated chains (Figure 6c) were formed
which could not be transformed to GNRs upon further annealing. In this work, we were able to synthesize
chains that alternated the left- and right-handed enantiomers -similar to the polymer intermediate obtained by
Pham et al.[1] on Au(111)- by depositing on a sample kept at 150°C. Upon annealing these chains, disordered
islands of molecules were found, see for example Figure 29. Therefore, it is concluded that the chiral-selectivity
is not the main reason that GNRs could not be synthesized on this substrate. Rather, it is thought that the
metal-coordination prevents the synthesis of GNRs. The silver adatoms that coordinate at the radical sites of
the DBCh molecules were not removed even upon annealing to 300°C. This indicates that the silver adatoms
coordinate strongly with the carbon backbone of the DBCh molecules. The coordination of a silver adatom at
the radical sites prevents the enantiomers from covalently linking to form a chevron-like GNR.

It should be noted that it is possible to transform metal-organic hybrids to GNRs, as was first shown by Zhang
et al in 2015.[101] Similarly, Sun et al. showed the synthesis of a 5-AGNR from a metal-organic intermediate on
Ag(111).[102] This could indicate that not only the metal-coordination is preventing the synthesis of GNRs but
steric hindrance might play a role as well. A metal-organic bond is 0.2-0.3nm longer than a carbon-carbon bond,
thus keeping the monomers further apart.[68] If the silver adatom is removed, the bond is shortened leading
to steric hindrance between the hydrogens of the covalently linked monomers. Consequently, the polymer does
not lie plane on the substrate anymore, like for example the polymer intermediate found by Pham et al.[1] It
would cost additional energy to planarize the polymer intermediate before forming a GNR.

Interestingly, it was observed that a small difference in temperature changes the (sizes of) self-assemblies
drastically. Deposition at 25°C led to the formation of the chevron network, the bow-tie network, the homochiral
network and heterochiral chains. Whereas, deposition at 31 or 33°C formed only the chevron network and
the heterochiral chains. Moreover, the patches of the chevron network were smaller at these slightly higher
temperatures. Similarly, a ten degree difference in post-deposition annealing temperatures led to completely
different self-assemblies. Annealing to 150°C led to the formation of (networks of) heterochiral chains, whereas
annealing to 160°C led to the formation of disorded clumps of molecules. This shows that the self-assemblies
found on Ag(111) are sensitive to a small chance in temperature.

The different coordination lengths for different self-assemblies are summarized in Figure 30. Figure 30a
shows that the measured C-Ag-C distance is in accordance with the works of Park et al. and Fan et al. for all
self-assemblies that had this kind of coordination.[63, 98] The C-Ag distance of self-assembly iiα does not agree
with these works.[63, 98] Still, a model with C-Ag coordination is suggested because a halogen-bonded network
was not possible as the distance between halogens was too large for an attractive interaction. Figure 30c shows
that the Br-Ag distance is in accordance with the distance found in the DBA chains in the work of Park et
al.[63] Lastly, the Br-H distance of the chevron network is not in accordance with literature. One reason for
this could be that in this network the Br in question is still attached to a molecule, rather than split-off like in
the DBA chains [63] and the homochiral network. The coordination lengths were determined using overlays on
(high-resolution) images. It should be noted that this was often done for only one image.

In order to conclude with certainty on the partial debromination seen in the chevron network XPS mea-
surements need to be done. However, as the DBCh molecules self-assemble into three distinct self-assemblies
upon deposition at room temperarute this is not possible. To do this, in a future experiment it is suggested to
cool a sample before deposition in hopes that the molecules do not debrominate and self-assemble into only one
network.

The Br atoms that split-off the DBCh molecules were observed even at samples that were annealed to
160°C, see Figure 29a. This indicates the Br atoms do not desorb on the investigated temperatures. Ṕı̌s et al.
investigated the desorption of split-off Br atoms and concluded that they do not desorb from the surface until
a temperature of 573K is reached.[94] In this thesis no samples that were annealed to (or above) 573K were not
investigated and therefore it is concluded that the split-off Br atoms have not desorbed from the surface on any
of the investigated samples.

In previous works it was shown that DBCh can form GNRs on Au(111)[1, 69], forms homochiral polymers
on Cu(111)[1] and its chiral-selectivity can be controlled with temperature on Ag(110)[2]. This work gives more
insight into the influence of the substrate. It shows that by controlling the temperature during deposition or by
annealing post-deposition, different self-assemblies of DBCh can be formed on Ag(111). However, no GNRs were
synthesized. Future studies on this precursor molecule could give a broader understanding on the influence of
the substrate by using for example Au(110) as a substrate. This would give more insight on the influence of the
material of a substrate rather than its crystal structure and could potentially lead the a better understanding
on why GNRs are formed or not.
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Figure 30: a) The C-Ag-C distance of different self-assemblies on Ag(111) from this thesis and other works.[63,
98] b) The C-Ag distance[63, 98]. c) The Br-Ag distance[63, 98]. d) The Br-H distance[63].
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6 Conclusion

In this work, the on-surface polymerization of the prochiral molecule 6,12-dibromochrysene on Ag(111) was
studied. Upon deposition at room temperature four different self-assemblies were found, the chevron network,
the bow-tie network, the homochiral network and heterochiral chains. The chevron network consists of both
fully debrominated DBCh molecules as well as partially debrominated DBCh molecules. These coordinate to
each other via a silver adatom. The bow-tie network consists of fully debrominated DBCh molecules that
coordinate with two silver adatoms that coordinate at the radical sites of the carbon backbone of a DBCh
molecule. The homochiral network consists mainly of fully debrominated DBCh molecules that coordinate
in pairs. The molecules within a pair coordinate together via a silver adatom. The last self-assembly that
was found with deposition at room temperature was the heterochiral chains. The molecules in these chains
coordinated together via a silver adatom. These chains showed no order in which the left- and right-handed
enantiomers coordinate together.

Upon deposition at elevated temperatures heterochiral chains and networks of these chains were formed.
Upon deposition at 100°C only networks of these chains were found, whereas upon deposition at 150°C also
single chains were found. These chains were similarly coordinated, in both cases the molecules coordinated with
a silver adatoms at the radical site. Deposition at 150°C led to chains that alternate the left- and right-handed
enantiomer of DBCh. Upon annealing these chains further no GNRs were formed. In contrast to earlier work
on this precursor molecule[1, 2], it is concluded that the chiral-selectivity is not the reason no GNRs are formed.
Rather, the coordination of a silver adatom at the radical sites means the enantiomers cannot covalently link
upon further annealing.

Post-deposition annealing to 90°C at different temperatures transformed all self-assemblies to networks of
heterochiral chains. The heterochiral chains were similar to the chains found upon deposition at 100°C and
150°C and are metal-coordinated. Further annealing to 150°C led to the breaking up of these networks. Only
small networks and shorter chains were found. These chains had similar coordination. Annealing to 160°C broke
these chains and led to the formation of disorded clumps. It is concluded that with post-deposition annealing
none of the self-assemblies that were investigated can be transformed to GNRs.

Future studies on this precursor molecule could give a broader understanding on the influence of the substrate
by using for example Au(110) as a substrate. This would give more insight on the influence of the material
of a substrate rather than its crystal structure and could potentially lead the a better understanding on why
GNRs are formed or not. A better understanding on the formation of GNRs could ultimately lead to easier
synthesization that could make GNRs even more interesting as the next candidate for silicon-based electronics.
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A Investigated samples

Table 2: Overview of all samples investigated.

Sample Coverage (A) Deposition rate (A/min)
Deposition temperature
(C)

Post-deposition
annealing temperature (C)

Description

1a 1.06 0.28 RT Chevron network, homochiral network, heterochiral chains
1b 89.3 Networks of heterochiral chains
1c 201 Molecules clumped together
1d 300.4 Molecules clumped together

2a 1.37 0.39 100.6 Networks of heterochiral chains
2b 158 Shorter heterochiral chains
2c 199.5 Molecules clumped together
2d 256.7 Molecules clumped together

3a 1.44 0.21 120.2 Large networks of heterochiral chains
3b 133.8 Large networks of heterochiral chains
3c 151.3 Shorter heterochiral chains

4a 1.05 0.28 31.1 Chevron network, heterochiral chains

5a 1.59 0.27 33.5 Chevron network, heterochiral chains
5b 149.6 Networks of heterochiral chains, heterochiral chains
5c 159.7 Molecules clumped together, occasionally heterochiral chains
5d 172.1 Molecules clumped together, occasianally heterochiral chains

6a 1.46 0.37 151 Low coverage, networks of heterochiral chains
6b 179.6 Molecules clumped together

7a 1.7 0.69 150.7 Large networks of heterochiral chains

8a 1.9 0.20 120.6 No measurements
8b 134.8 Large networks of heterochiral chains

9a Bare Ag(111) surface

10a 1.16 0.29 25 Chevron, chains, 2D network of chains

B LEED

Figure 31: The LEED-pattern showing the surface spots taken at an electron energy of 100.4eV. The (0,0)-spot
is slightly to the right of the electron gun. The pattern is similar to the expected pattern of the Ag(111) surface.
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