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Abstract

Game logic is a modal logic introduced by Rohit Parikh for reasoning about the outcomes that
players can achieve in 2-player games. The language of game logic is usually interpreted over monotone
neighbourhood models, but it can also be interpreted through Kripke semantics, which means the atomic
games are interpreted as 1-player games. Parikh also gave a Hilbert-style proof system Par for game logic
and it was shown by Enquist et al. that this system is complete over monotone neighbourhood models. For
their proof, they defined the proof systems CloM, CloG and G, which are used as intermediate systems to
connect Par to a cyclic sequent system Clo, which is known to be complete. In the process, all of these
systems are shown to be complete over monotone neighbourhood models.

As game logic can also be interpreted over Kripke models, it is natural to wonder whether the proof
systems defined by Enquist et al. can be adapted to be complete over Kripke models. In this thesis, we
adapt CloG into a new cyclic sequent system for game logic and we show that this system is complete
over Kripke models. We do this by giving a validity-preserving translation from game logic to the modal
u-calculus and then defining a transformation from Clo to our new system.
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1 INTRODUCTION

1. INTRODUCTION

1.1. Background

In 1985, Parikh [1] introduced game logic as a modal logic for reasoning about the outcomes that
can be achieved in two-player games. The two players in these games are conventionally referred
to as Angel and Demon. The games and formulas in the game logic language are constructed
by applying certain operators to atomic games and propositional atoms. One operator that is
essential to game logic’s ability to describe two-player games is the dual operator (—)?, which
indicates the two players switching roles. This means that any moves or strategies that can be
applied by Angel in -y are moves or strategies that can be applied by Demon in 4%, and vice versa.
The modal formula ()¢ indicates that Angel has a strategy in the game <y to achieve an outcome
where ¢ is true. Along with the language and semantics for game logic, Parikh [1] also provided a
Hilbert-style proof system Par for the language and sketched a way to translate game logic into
the bimodal normal p-calculus. Later, Pauly [2] gave a translation that showed that game logic can
also be seen as a fragment of the monotone p-calculus.

Semantically, game logic is usually interpreted over game models, which were also introduced by
Parikh in [1] and are essentially monotone neighbourhood models. These models consist of a set of
states, a valuation that defines which propositions are true at each state and an effectivity function
Eq for every atomic game g, which assigns to each state a set of neighbourhoods. Effectivity
functions E,, for non-atomic games vy are constructed inductively alongside the notion of truth in
a game model. The intuition behind these effectivity function is that X € E, (s) means that Angel
can achieve the set X when playing the game < at the state s. Since Kripke models can be seen as
a special case of neighbourhood models, it is also possible to interpret game logic over Kripke
models. When we do this, all the atomic games are interpreted as 1-player games. It was shown
by Pauly [2] that game logic interpreted over Kripke models can be translated directly into the
normal p-calculus, further deepening the connection between game logic and the pi-calculus.

A good property for a proof system to have is completeness with respect to a certain semantics,
which means that, whenever a formula is considered valid over that semantics, the formula is
derivable in the proof system. The completeness of the proof system Par for game logic introduced
by Parikh was an open question for a long time. This was until Enqvist et al. [3] were able to
prove the completeness of Par over game models by connecting it to a cyclic sequent system Clo
for the normal modal p-calculus, which was introduced and shown to be complete over Kripke
models in [4]. This proof started with taking a game logic formula that was valid over game
models and translating it into a valid normal y-calculus formula. Then, by the completeness of
Clo, there is a Clo-derivation of this translated formula and, trough a series of transformations to
other proof systems, this derivation is turned into into a Par-derivation for the original formula,
thus proving the completeness of Par. The proof systems that are used and the transformations
that are performed in [3] are summarised below.

Par «+— G <— CloG <— CloM «— Clo

Of these proof systems, the systems Clo, CloM and CloG are called cyclic proof systems, since
they each contain a closure rule, which is used to detect repeated unfoldings of fixpoints.

1.2. Motivation

Since it is known that game logic can be interpreted over Kripke models and the system Clo is
complete over Kripke models, it is natural to wonder if we can adapt the system Par into a similar
proof system that is complete over Kripke models. This would also involve defining new proof
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systems that are adapted from G and CloG in such a way that they can be shown to be complete over
Kripke models by a sequence of transformations similar to the one from [3]. In the original proof,
the system CloM was defined to be a monotone analogue of Clo and facilitated switching from
Kripke semantics to neighbourhood semantics. However, if we we work with Kripke semantics
throughout the entire proof, there is no need for such a system, so the transformation can go
directly from Clo to a new proof system that is analogous to CloG.

So, a clear first step in this process is defining a sequent system for game logic that is adapted
from the system CloG in such a way that it is complete over Kripke models instead of game models.
Once such a proof system has been defined, it could be shown to be complete over Kripke models
by finding a way to transform Clo-derivations into derivations from this new system.

1.3.  Approach and main results

The aim of this thesis is to adapt the existing proof system CloG into a new proof system for game
logic, which we call CloGk, and prove its completeness over Kripke models. This system is the
same as CloG, aside from the fact that it uses the normal modal rule instead of the monotone
modal rule. It works over game logic formulas that are annotated with names for formulas of
the form ()¢, which we call greatest fixpoint formulas. The names are used to keep track of the
unfoldings of greatest fixpoint formulas and together with the closure rule they allow us to detect
when a fixpoint formula is unfolded repeatedly, which closes a branch of a proof tree. In order to
apply conditions on the closure rule, we use the order < on the set F of fixpoint formulas, which
are game logic formulas of the form (y*)¢ or (7*)¢. This order is analogous to the subsumption
order on fixpoint variables in the modal y-calculus.

With the system CloGyk defined, we give a translation (—)* from normal form game logic
formulas to modal y-calculus formulas and show that it is validity-preserving. For a game logic
formula ¢, the fixpoint formulas in ¢ will correspond directly to fixpoint variables in the resulting
modal p-calculus formula ¢f and the subsumption order on the fixpoint variables in ¢ will be
reflected into the order < on the fixpoint formulas in ¢.

Finally, we show how a Clo-derivation for a translated formula @* can be transformed into a
CloGk-derivation for the formula ¢. We do this by showing that every inference rule in the system
Clo can be replaced by some sequence of applications of inference rules from CloGg.

This allows us to prove that CloGk is complete over Kripke models by the following argument.
Say we have a game logic formula ¢ that is valid over Kripke models, then we know that ¢ is
also valid over Kripke models, since (—)* is validity-preserving. Then, by the completeness of Clo,
there is a Clo-derivation of ¢! and we can then transform it into a CloGk-derivation for ¢.

1.4. Outline

This thesis is structured as follows. In section 2, we review the syntax of modal logic and two
semantics that are standardly used to interpret it, namely Kripke and neighbourhood semantics.
In section 3, we review the syntax of the modal y-calculus, along with other useful concepts,
and we take a closer look at the system Clo for the modal p-calculus from [4]. In section 4, we
review the syntax and semantics of game logic and we introduce the system CloGk for game
logic. In section 5, we show how Clo-derivations can be transformed into CloGk-derivations, along
with giving the translation (—)* from game logic formulas into modal p-calculus formulas, and
subsequently show that this proves the completeness of CloGk over Kripke models. Finally, in
section 6, we conclude the thesis and discuss possible future work.
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2. MODAL LOGIC

2.1.  Kripke and neighbourhood models

In this thesis, we will work with proof systems for game logic and the modal p-calculus. In
order to understand these systems, we will first need to define these languages and the different
semantics we will interpret them over. In this section, we start with defining the syntax and
semantics of modal logic, which is necessary in order to define the syntax and semantics of the
modal p-calculus in subsection 3.1. The definitions given in this section can be found in [5], [6]
and [7]. The language of modal logic is the language of propositional logic with the addition of
two modalities, { and 0.

Definition 2.1. Given a set @y of atomic propositions, the language LM\ (®y) of modal logic is
given by the following grammar.

gu=pl-9lore|Op, pe Do
When the set @ is fixed, but arbitrary, we will write LML

The other modality ¢ and the commonly used connective V are not included in the grammar,
since they can be defined in terms of the other logical symbols as follows.

eV :=a(=pA-y),  O¢:=-l-e.

Some other symbols that are commonly used are the connectives — and <, which can be defined
as follows.

Q== Vy, g YP=(@AP)V (g Ay).
It is sometimes useful to specify that a formula is in negation normal form, meaning that the negation

operator only occurs in front of atomic propositions. This condition forces us to add the V and ¢
operators to the grammar.

Definition 2.2. Given a set ®( of atomic propositions, the language E'\N/'é(CDO) of negation normal
form basic modal logic is given by the following grammar.

gu=ploplongloVve|UelOp ped
When the set @ is fixed, but arbitrary, we will write E,'\\ﬂ';

With the syntax defined, we can now give meaning to the formulas of modal logic with
semantics, for example the semantics of Kripke models.

Definition 2.3. Given a set ®g of atomic propositions, a Kripke model IC = (S, R, V) consists of
e a set of states S,
e arelation R C S x S that defines which states can be accessed from each state, and
e a valuation V : &y — P(S) that defines at which states each p € ® is true.

The class of all Kripke models is denoted K.

We can use the relation R to define R(s) = {s’ € S | sRs'}, which is the set of states that are
accessible from a given state s. This means we can also see the relation as a map R : S — P(S)
that maps a state s to the set R(s). These Kripke models give us a way to check whether modal
logic formulas are true in certain states.
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Definition 2.4. In a Kripke model X = (S,R,V), the truth of ¢ € LML at s € S is defined
inductively as follows.

K,skEp & seV(p) (for p € dy)
K,s =g = K,s =@

K,sEeAy & K,sE¢and K,s =9

K,s = Qg & K,s'E¢foralls’ € Ssuch that sRs'

The truth assignments of V, ¢ — and <+ can be found by writing them in terms of the other
operators using their definition, but we can also give a direct truth-definition for them as follows.

K,sEoeVy 2N KskEgorK,skEy
K,s = Q¢ &  K,s | ¢ for some s’ € S such that sRs’
KsEe—y = KsEe=KsEy
KsEeoyp RN KskEgoeKsEy

With the truth-definition given, we can define validity with respect to Kripke semantics; this
will become important later for the definitions of soundness and completeness in the various proof
systems.

Definition 2.5. A formula ¢ € £ML is said to be

e valid on a Kripke model IC, denoted K |= ¢, if K,s |= ¢ for all s € S.
* oalid over Kripke models, denoted = ¢, if K = ¢ for all Kripke models K.

In order to give better intuition for the definitions of truth and validity we provide a short
example below.

Example 2.6. For @y = {p,q}, take the Kripke model K = (S, R, V), where S = {s1,52,53},
R(s1) = {s1,s3},R(s2) = S,R(s3) = {s1,52}, V(p) = {s1,52} and V(q) = {s1,s3}. This model is
represented visually in the figure below.

{p.q} Q

SN

{P} \_/ {q}

Now, let’s look at the truth of a few formulas.

We have K, s3 = g, since s3 € V(q).

We have IC,s3 = Op, since K, s |= p for all s € R(s3) = {s1,s2}-
We have IC, s, [~ g, since spRs, and K, s, [~ g.

We have I, s1 = O—p, since s1Rs3 and K, s3 = —p.

We have K = (g, since KC,s1 |= g and sRs; for all s € S.

We have K, s, = 00q, since K, s |= Qg for all s € R(sp) = S.

AR

Instead of using a relation to indicate how the states are related to each other, we could also
define a neighbourhood function N : S — P(P(S)). Instead of one set, such a function assigns to a
state s a set N(s) of neighbourhoods. This gives rise to a different kind of model.
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Definition 2.7. Given aset @ of atomic propositions, a neighbourhood model N'= (S, N, V') consists of

* a set of states S,
* a neighbourhood function N : S — P(P(S)) and
* avaluation V : &y — P(S).

The class of all neighbourhood models is denoted by N.
In this thesis, we will mostly be working with the class of monotone neighbourhood models.
Definition 2.8. Given two partially ordered sets P = (P, <) and P’ = (P/,<'),amap f: P — P’

is considered monotone if, for all x,y € P, we have

x<y = f(x) < fly)

Since (P(S), ) is a partially ordered set, if we interpret a neighbourhood function as a map
N :P(S) — P(S) by setting N(X) := {s € S | X € N(s)}, we can apply the definition above and
obtain a definition of monotone neighbourhood functions and models.

Definition 2.9. A neighbourhood function N : S — P(P(S)) is monotone if, for all s € S and
X,Y C S such that X C Y, we have

XeN(s) = YeN(s).

We say a neighbourhood model is monotone when its neighbourhood function is monotone. The
class of all monotone neighbourhood models is denoted by Npon.

A neighbourhood model is similar to a Kripke model, so most of the truth-definition is the
same. However, to define truth for the box-modality, we first need to define the truth-set.

Definition 2.10. Given a language £ and a model M defined on L, the truth-set of ¢ € £ in M is

[plm ={s €S| M,s = 9},
which contains all the states at which ¢ is true in the model M.

Definition 2.11. In a neighbourhood model N' = (S,N, V), the truth of ¢ € LML ats € S is
defined inductively as follows.

N,skE=p < seV(p) (for p € @)
N,s = —¢ & N,shEog

N,sEony & N,sEgand N sy

N,s |=0g < [¢lx € N(s).

Again, we could find the truth assignments of V and ¢ by writing out their definitions, but a
direct truth-definition is more convenient.

N,sEeVy & N,sEgorN,sEy
Nos O < loli & N(s).
The definition of validity for neighbourhood semantics similar to the one given for Kripke
semantics in Definition 2.5. We use |=y to denote validity over neighbourhood models and

En,., for validity over monotone neighbourhood models. Below we provide an example of a
neighbourhood model and some true or valid formulas.
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Example 2.12. For &y = {p,q}, take N' = (S5,N, V), where S = {s1,82,53}, V(p) = {s1,52}, V(q) =

{s1,83},N(s1) = {{s1}, {s3}}, N(s2) = {{s2}, {51,583} } and N(s3) = {{s1,52}}. This model is rep-
resented visually in the figure below.

{r

Now, let’s look at the truth of a few formulas.

—

. We have NV, s1 |= p, since s; € V(p).

. We have N, s3 = Op, since [p]x = {s1,52} € N(s3).

. We have NV, s, =g, since [q]x = {s1,83} € N(s2).

. We have NV, s1 = O, since [-p]n = {s3} € N(s1).

. We have NV, s, |= =g, since [q]ar = {s2} € N(sp).

. We have \V, 51 = Og and NV, s3 |= g, since [q]5, = {s2} € N(s1) UN(s3).

. We have NV, s; = 00p, since [Op]x = {s3} € N(s1).

. We have NV, s, |= [0g, since [Og]n = {s1,53} € N(s2).

. We have V' |= = (p V q), since [-(p V )] = @° = S & N(s1) UN(s) UN(s3).

O 00 N1 O U &~ W DN

2.2.  Augmented neighbourhood models

We can see a relation R as a neighbourhood function that associates exactly one set, R(s), with
each state s. Since we can see relations as a special kind of neighbourhood functions, we can see a
Kripke model as a special type of neighbourhood model. In this section, we will show that the
class K of Kripke models, in fact, corresponds directly to a specific subclass of neighbourhood
models, namely the class Nayg of augmented neighbourhood models. The definitions and results given
in this section were first established by Chellas in [5].

Definition 2.13. Given a set of states S, a neighbourhood function N : S — P(P(S)) is augmented
if, for all s € S, the set N(s):

- contains its core.
(1N(s) € N(s)
- is upwards closed.
X eN(s),XCY=YeN()

A neighbourhood model is augmented if its neighbourhood function is augmented. We say a
formula ¢ € LML is valid over augmented neighbourhood models, denoted Fiae ¢, if N = ¢ for all
augmented neighbourhood models .

In order to show the correspondence between augmented neighbourhood models and Kripke
models, we will first show a way to construct an augmented neighbourhood function on S, given
a relation on S, and vice versa.
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Definition 2.14. Given a relation R : S — P(S), the corresponding neighbourhood function is
Nr(s) = {X C S| R(s) C X}.
Given an augmented neighbourhood function N : S — P(P(S)), the corresponding relation is
Rn(s) = NN(s).
Lemma 2.15. For all relations R, the corresponding neighbourhood function Ny is augmented.

Proof. Fixs € S. Say s’ € R(s), then s’ € X for all X such that R(s) C X. This means that
y

se (1 X= (] X=()Nzrls)

R(s)CX X€eNRg(s)
So R(s) € NNRg(s), which means that NNg(s) € Ng(s). Next, say that X € Ng(s) and X C Y, then
R(s) CXCY = Y é&Ng(s).

The two conditions from Definition 2.13 are satisfied, so Ny is augmented. O

It is easily shown that the two constructions given in Definition 2.14 are each others inverse. This
implies that they define a bijection between relations and augmented neighbourhood functions.

Lemma 2.16. For all relations R and augmented neighbourhood functions N, we have
Rng(s) = R(s) and Ng,(s) = N(s) Vs € S.
Proof. Take an arbitrary relation R, then, for all s € S, we have
Rng(s) = NNg(s) = {X S S| R(s) € X} = R(s).
Given an arbitrary augmented neighbourhood function N, we have, for all s € S,
N, (s) ={XCS|Rn(s) CX} ={XC S| NN(s)C X}.

Since N is augmented, we know that NN(s) € N(s) and that it is upwards closed. This means
that NN (s) C X implies that X € N(s), so Ng,(s) ={X € S| X € N(s)} = N(s). O

We say a relation R and augmented neighbourhood function N correspond if R = Ry or,
equivalently, N = Ng. We lift this correspondence relation to Kripke models and augmented
neighbourhood models by saying a Kripke model K = (S, R, V) and an augmented neighbourhood
model N' = (S, N, V) correspond whenever R and N correspond. We will now show that these
classes of models are pointwise modally equivalent, meaning that if a formula is true at some state s
in a Kripke model, then it is also true at s in the corresponding augmented neighbourhood model,
and vice versa. This result was first shown by Chellas in [5, Theorem 7.9].

Theorem 2.17. For all corresponding Kripke models K = (S, R, V) and augmented neighbourhood
models N = (S,N,V),alls € Sand all ¢ € LML we have

KskEe & N,sEg¢
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Proof. Take an arbitrary Kripke model K = (S, R, V), then the corresponding augmented neigh-
bourhood model is ' = (S, Ng, V). We will prove the claim using structural induction on ¢.
For the base step, take an arbitrary atomic proposition p. In that case

KskEp & seV(p) < N,sskEp.
For the inductive hypothesis, assume that we have modal logic formulas ¢ and ¥ such that
KskEe & NyskE¢ and KskEy < N,skEp.
Now, for the inductive step, we prove the claim for each formula that can be constructed by
applying one operator to ¢ or to ¢ and 1.
For —¢ we have
(TH)
KsE-9p & KsFo & NskEe & N,skE-oe.
For ¢ A ¢, we have

KsEeNny & KskEgandK,skE=1y
< N,sEgand N,s =9
s NsEeNy

For Og, we have

K,sEOgp & K,skEgforals €Sst sRs
) < N,slgforalls’ € Ss.t. sRs'
< R(s) € ol
< [eln € Nr(s)
& N,sEOg¢

We have now proven by induction that for all modal logic formulas ¢, we have
KskEe & N,skEo.

O

From this result, it easily follows that these classes of models have the same valid formulas.
Theorem 2.18. For all modal formulas ¢,
Fre  © Pl ¢
Proof. We will prove this claim by contraposition, so we will show that, for all ¢ € LML,
Fk @ & P ¢
First, assume we have ¢ € LML such that ¢ . This means that there exists a Kripke model

K = (S,R, V) and state s € S such that K, s [~ ¢. Let A/ be the augmented neighbourhood model
that corresponds to K, then, by Theorem 2.17, we have N, s [ ¢, which implies that f~y,,, ¢.

10
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Next, assume we have ¢ € LML such that PN @- Then, there is some augmented neighbour-
hood model N' = (S, N, V) and state s € S such that V/,s [~ ¢. Let K be the Kripke model that
corresponds to N, then, by Theorem 2.17, we know that K, s [~ ¢, which means that [~ ¢.

O

So far, we have been working with models that use only one relation or neighbourhood
function, but, further on in this thesis, we will work with Kripke models and neighbourhood
models that use a set of functions. We say such a neighbourhood model is augmented if all of its
neighbourhood functions are augmented. The correspondence relation defined in this section can
easily be expanded to these Kripke models and augmented neighbourhood models with multiple
functions and thus, modal equivalence can be shown for the class of Kripke models and the class
of augmented neighbourhood models with the same number of functions.

2.3. Normal vs. monotone modal logic

Proof systems are systems that are used to formalize logical arguments. These proof systems are
defined for some language and consist of a list of axioms, which are formulas that are assumed to
always hold, and a list of inference rules, which are of the form

where Aj,..., A, are the premises and A is the conclusion. One example of a class of proof
systems is the class of Hilbert systems, which were first introduced by David Hilbert.

Definition 2.19. A Hilbert system H defined for the language L consists of a set of axioms, which
are formulas from £, and a set of inference rules, whose premises and conclusion are formulas
from L. A derivation in a Hilbert system H is a finite sequence of formulas from £, where each
formula is either an axiom in H or the conclusion of an inference rule of H, whose premises
occurred earlier in the sequence. A formula ¢ € £ has an H-derivation, denoted -y ¢, if there is a
derivation in H with ¢ as its last line.

To improve readability, each formula in an H-derivation is numbered and annotated with the
axiom it is an instance of, or the inference rule it follows from along with the numbers of the
premises. An example of a Hilbert system is the system Par for game logic given by Parikh in [1].

Another class of proof systems is the class of sequent systems. Derivations in these systems
are not a list of formulas, like in a Hilbert system, but a tree, where each node is labelled with a
sequent A = Ay, ..., Ay, which is a finite set of formulas. An inference rule in a sequent system
connects the nodes with its premises to the node with its conclusion, where the premise nodes are
called successors of the conclusion node. Inference rules may have multiple premises, which leads
to the derivations having the shape of a tree, which is built upwards from one root sequent. A leaf
is a node with no successors and a branch is a path from the root to a leaf.

Definition 2.20. A sequent system (or sequent calculus) S defined for the language £ consists of
a set of axioms, which are formulas from £, and a set of inference rules, whose premises and
conclusion are formulas from L. A derivation in a sequent system S is a tree of sequent from L,
where each sequent is either an axiom in S or follows from the formula(s) directly above it by
some inference rule from S. A formula ¢ € £ has an S-derivation, denoted Fg ¢, if there is a
derivation in S with ¢ as its root.

Within a derivation in a sequent system, a sequent A = Ajy,..., A, is interpreted as the
disjunction of all the A;’s. Some examples of sequent systems are Clo from [4] and CloG from [3].

11
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Further on in this thesis, we introduce a sequent system called CloGk, which is created by replacing
one of the inference rules of CloG.

There are some properties that are desirable for a system to have, relative to certain semantics.
For a system S and a class of models C defined for the same language £, we would like to know
that if there is a derivation for a formula in S, then that formula is also valid over the semantics
of C. Otherwise, we would be able to derive formulas that are not valid, which means that the
system is not useful in combination with this semantics. This property is known as soundness.

Definition 2.21 (Soundness). Given a language £, a class C of models defined for £ and a proof
system S defined for £, S is sound with respect to C if for all ¢ € L

Fs¢ = Fco.

The converse is also useful to know, namely that for any formula that is valid in the class
of models C, there exists a derivation in the system S. If this is the case, we say the system S is
complete w.r.t the class of models C.

Definition 2.22 (Completeness). Given a language £, a class C of models defined for £ and a
proof system S defined for £, S is complete with respect to C if, for all ¢ € L

Fce = Fso.

Within the class of Hilbert systems for modal logic, some sub-classes have been defined. Two
that are of interest for our thesis are the systems that are called normal and those that are called
monotone. These types of systems can be identified by certain axioms and inferences, but a system
does not necessarily need to have these axioms and inferences to be considered normal or monotone.

Definition 2.23. Given a Hilbert system defined for £,let T = {A € L | Fy A}. We say H

e contains the axiom A, if T contains all instances of A.

e is closed under the inference rule IR if, whenever T contains the premises of IR, it also contains
the conclusion of IR.

Definition 2.24. A Hilbert system H for the language LM is normal iff it contains all propositional
tautologies, the axiom
K. 0O(A— B)— (HA—0OB)

and is closed under the inference rules

A and MP ﬂ

Nec. =7~ B

The last inference rule in this definition is also known as modus ponens. The minimal normal
system K is the Hilbert system that has all propositional tautologies, the axiom K and the inference
rules Nec and MP. This system is known to be both sound and complete with respect to the class
K of Kripke models [5, Theorem 5.12].

£ML

Definition 2.25. A Hilbert system H for the modal logic language is monotone iff it contains

all propositional tautologies, the axiom
M. O(AAB)—0OA

and is closed under the inference rule MP.

12
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The minimal monotone system M is the Hilbert system that has all propositional tautologies, the
axiom M and the inference rule MP. This system is known to be both sound and complete with
respect to the class Nyon of monotone neighbourhood models [5, Theorem 9.8].

So we have seen that the minimal normal system K is compatible with Kripke semantics and
the minimal monotone system M is compatible with monotone neighbourhood semantics. The
opposite is not true, however, as K is not sound over the class Nyon of monotone neighbourhood
models. This can be easily shown by an example of a formula that is provable in K, but not valid
over monotone neighbourhood models.

Example 2.26. Take ¢ = O(p — q) — (Op — Og). This is an instance of the axiom K, so Fg ¢.
Take N' = (S,N, V), where S = {s1,52,53}, V(p) = {s1,52}, V(q) = {s2}, N(s1) = {{51,52}, {52, 55}, S}
and N(sp) = N(s3) = S. The neighbourhood function N satisfies Definition 2.9, so this is a mono-
tone neighbourhood model. We will show that, in this model, ¢ is not true at s;.

We have NV, s, = p and NV, s, |= ¢, so we can say N, s; = p = N, s; = g. This means that
N,so = p —q. Also, N,s3 [ pand N,s3 [~ q, so N,s3 = p — g. However, N,s; = p and
N,s1 ¥~ q,s0 N, s1 = p — q. This gives us [p — qla = {s2,53} € N(s1),s0 N, s1 = 0(p — q).

Also, [qln = {s2} € N(s1), so N,s1 }~ Og, but since [p]y = {s1,52} € N(s1), we do have
N, s1 = Op. This means that AV, sy = Op — Og, so N, s1 = O(p — g) — (Op — Og). So there
is a monotone neighbourhood model N and state s; such that \V, s1 = ¢, so [y, ¢.

Similarly, the system M is not complete over the class K of Kripke models, which we can
again show via an example of a formula that is valid over Kripke models, but does not have a
M-derivation. However, M is sound over Kripke models, which aligns with the fact that the class
of Kripke models has the same valid formulas as a subclass of neighbourhood models, which we
saw in Theorem 2.18. Below, we give an example of a formula that is valid over Kripke models,
but has no derivation in M in order to show that M is indeed not complete over K.

Example 2.27. Take ¢ = (Op AOq) — O(p A q). To show that this formula is valid over Kripke
models, take an arbitrary Kripke model K = (S,R, V) and s € S and assume that K, s = Op A Og.
This means that K,s |= Op and K,s = Og, so, for all s’ € S s.t. sRs/, we have K,s’ |= p and
K,s" = q. This means that K,s’ = pAq forall suchs’ € S, so K,s = 0O(p A q). This shows that

KsEOpAnOg = KskEOpAg),

so K,s = 0(p A q) — Op A Og for all Kripke models K and states s. So, we have |=x ¢.

Now, take N’ = (S, N, V), where S = {s1,s2}, V(p) = {s1}, V(q) = {s2}, N(s1) = {{s1}, {s2}, S}
and N(sp) = S. Since N satisfies Definition 2.9, A/ is monotone. We have [p]x = {s1} € N(s1) and
[9ln = {s2} € N(s1), so N, s1 = Op and N, s; |= Og. This means that N, s; = Op A Og. How-
ever, [p A gy =@ ¢ N(s1),s0N,s1 = O(p Aq). This shows that N, s1 = (Op AQq) — O(pAgq),
SO F&n,,, ¢. Since M is sound w.r.t. Nyon, this means that t/y ¢.

Another inference rule that can be used to define when a Hilbert system is normal is the normal
modal rule.

(AN NAy) = A

(OA4 A AOA) =04 ™od

It turns out that a Hilbert system is normal if and only if it is closed under the inference rules
mod and MP and it contains all propositional tautologies. This is in fact how the notion of a
normal system is defined in [5]. Similarly, we can also give a different definition of monotone
Hilbert systems based on the monotone modal rule.

13
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A— B

04 50 modn

A Hilbert system is monotone if and only if it is closed under mod,;, and MP and contains all
propositional tautologies. The monotone modal rule is a special case of the normal modal rule
and their connection to normal and monotone Hilbert systems implies that the normal modal rule
is valid over Kripke models and the monotone modal rule is valid in monotone neighbourhood
models. To understand the change we make to the proof system CloG in order to obtain the new
proof system CloGgk, we need to look at the variants of these rules for sequent systems. Below, the
normal modal rule for sequent systems is given on the left and the monotone one on the right.

A]/-"/AH/A A,B
OAL,.. . OA, A OA, OB

These rules describe the same logical inferences as the modal rules for Hilbert systems. This
can be seen for the monotone rule by plugging in —A for A and observing that the sequent
—A, B is interpreted as —A V B, which is equivalent to A — B. This means the premises of both
monotone rules are equivalent and, by a similar reasoning, the conclusions are as well. Similarly,
both normal modal rules are also equivalent. This implies that, for sequent systems, the normal
modal rule is also valid over Kripke models and the monotone modal rule is valid over monotone
neighbourhood models. We will use this connection in subsection 4.3 when we adapt the proof
system CloG into a new proof system. By replacing the monotone modal rule in CloG with a
normal modal rule, we create the proof system CloGy that is designed to be complete over Kripke
models.

14



3 THE MODAL u-CALCULUS

3. THE MODAL y-CALCULUS
In this chapter, we will review the syntax and semantics of the model y-calculus and various other
useful definitions, which can also be found in [8].
3.1. Fixpoints

In the modal p-calculus, we work with two fixpoint operators, so before we can define its semantics,
we will first need to give the definitions of greatest and least fixpoints. For any set S, we know
that the partially ordered set (P(S), C) has

- S as its supremum, as X C S for all X € P(S), and

- @ as its infimum, as @ C X for all X € P(S).

Furthermore, if we take P C P(S), then we know that

- UP = U X is the smallest set that has all sets in P as a subset, so it is the supremum of P.
Xep
- NP = () Xis the largest set that is a subset of all sets in P, so it is the infimum of P.
Xep
As every subset of P(S) has a supremum and infimum, it is a complete lattice w.r.t. C. If we
have a monotone function on a complete lattice, we can apply the following fixed point theorems
from [9] and [10] respectively.

Theorem 3.1 (Knaster-Tarski Theorem). If (L, <) is a complete lattice and F : L — L is a monotone
function, then the set of fixpoints of F in L is also a complete lattice w.r.t. <.

Theorem 3.2 (Kleene's fixpoint theorem). If (L, <) is a non-empty complete lattice and F : L — L
is monotone, then F has a least fixed point Ifp.F (or Ifp X.F(X)), which is the supremum of

IFL)=<g--<xF(L)=x...,
where L is the infimum of L.

By inverting the partial order in the last theorem, we find that F also has a greatest fixed point
gfp.F (or gfp X.F(X)), which is the infimum of the chain beginning with T, the supremum of L.

TEF(T)=-=F(T)=...

3.2. Syntax

Poly-modal logic consists of the language of modal logic with the addition of a set of actions and,
instead of the general modalities [J and ¢, two modalities U; and {, for each action d. The modal
p-calculus adds to poly-modal logic the least and greatest fixpoint operators # and v. In this thesis,
we will only work with modal y-calculus formulas in negation normal form.

Definition 3.3. Given a set ®y = {p,q,x,y, ... } of propositional variables and aset D = {d,e,...}
of actions, the language EKIF(CDO, D) of negation normal form (nnf) modal y-calculus formulas is given
by the following grammar.

Au=p|-p | (ANA) | (AVA) | DA | OgA | ux.A | vr.A,

where p, x € @y and d € D. Propositional variables that are preceded by a fixpoint operator y or
v are called fixpoint variables and denoted by x,y,z. We add the condition that for any fixpoint
formula px.A or vx.A, the formula A must be positive in x, meaning that every occurrence of x
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3 THE MODAL u-CALCULUS

in A is not of the form —x. From now on, when a fixpoint operator is applied to a formula, this
condition is implicit. The scope of the fixpoint operators extends as far as possible to the right.
When &( and D are fixed, but arbitrary, we write EKIF'

With this grammar established, we can now also define the concept of a subformula.

Definition 3.4. The set Sfory(A) of direct subformulas of A € EKIF is defined as follows.

Sforg(A) =0 if A is an atomic proposition
Sforg(A® B) :={A,B} where ® € {A,V}
Sforg(VA) :={A} where Qe {0;,0,4|d € D}

Sforg(nx.A) :={A} wheren € {u,v}.

We use the notation A <y B if A € Sforg(B). The set Sfor(B) of subformulas of B is the smallest set,
which contains B and is closed under taking direct subformulas. We write A < B if A € Sfor(B).

When studying fixpoints, it is useful to differentiate between free and bound variables in a
formula. When a variable x in a formula A is within the scope of a fixpoint operator of the form
nx, then this variable x is considered bound, otherwise it is free.

Definition 3.5. Given a formula A € [ZK,F, the sets of free and bound variables, denoted FV(A) and
BV (A) respectively, are defined inductively as follows.

FV(p) ={r} BV(p) =0

FV(=p) :={p} BV(-p) =0

FV(AVB) :=FV(A)UFV(B) BV(AVB) :=BV(A)UBV(B)
FV(AAB) :=FV(A)UFV(B) BV(AAB) :=BV(A)UBV(B)
FV(04A) :=FV(A) BV(04A) :=BV(A)
FV(04A) = FV(A) BV(OyA) := BV(A)
FV(nx.A) =FV(A)\{x} BV(yx.A) :=BV(A)U{x}

We will need to define the unfolding of a fixpoint formula in order to understand some of the
inferences in our proof systems. However, before we are able to do this, we need to define the
notion of substitution and, for that, we first need the following definition.

Definition 3.6. Given A,B ¢ L”,(IF and x € ®g, we say that A is free for x in B if B is positive in x
and whenever x occurs in a subformula of B of the form 7y.C, where y € FV(A), it is in the scope
of a fixpoint operator Ax.D in B.

In order to give a better idea of how this works, we give an example below.

Example 3.7. Take B = (vzy Az) Vux.—pVyVuvygAOz(xVy) and A = yV z. Firstly, B is
positive in x, y and z. The variable y occurs in the subformula vz.y A z, a fixpoint formula for
z € FV(A). This occurrence is not in the scope of a fixpoint operator 77y in B, so A is not free for
y in B. The variable x occurs only in vy.g A O;(x Vy), a fixpoint formula for y € FV(A). This
occurrence of x is in the scope of jix in B, so A is free for x in B.

When a formula A is free for z in another formula B, every instance of z in B could be replaced
by the formula A and the resulting formula would still be a well-formed formula.
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Definition 3.8. Let A,B,C € EK”: and let z be a propositional variable. Assume A is free for z in
B and C, then we inductively define substitution [A/z] as follows.

A ifB=z
BlA/z] = { B if Bis atomic but B # z
(OUB)[A/z] := OB[A/z], where © € {¢;,0; | d € D}
(B®C)[A/z] :==B[A/z] ©C[A/z], where ® € {V,A}
(nx.B)[A/z] := nx.B[A/z], where 17 € {u, v}

Definition 3.9. The unfolding of a fixpoint formula 7x.A is A[yx.A/x].

Unfoldings of fixpoint formulas are essential to the way certain inferences in our proof systems
are defined. When we give these inference rules further on in this thesis, we will simplify
the notation for substitution somewhat. If we have a fixpoint formula #x.A, the formula A is
considered a "function" of x and we write A(B) for some formula B that is free for x in A as
shorthand for A[B/x]. In particular, we will write A(7x.A) to denote the unfolding of x.A.

3.3.  Kripke semantics for the modal p-calculus
Now that we have defined the syntax for formulas in the modal y-calculus, we would now like to
assign meaning to them. Just as with modal logic, we can do this through Kripke semantics.
Definition 3.10. Given a set ®( of atomic propositions and a set D of actions, a Kripke-ﬁK,F(dDO, D)
model Ko, p = (S, R, V) consists of:

* aset S of states,

e aset R={R; C S xS |de D} of relations, one for each action d

* avaluation V : &y — P(S)
When the language EPI\IIF (®o, D) is fixed, but arbitrary, we write I and we refer to these models

simply as Kripke models. We denote by K®0'P the class of all Kripke models for ﬁKIF(CDO, D).

Using these models, we can give a truth-definition for the modal y-calculus. However, before
we can do this, we will first define an operator that can be applied to an existing valuation.

Definition 3.11. Given a Kripke model K = (S, R, V) and X C S, we define V|x — X] as

Vieo Xl = { {7

The Kripke model K[x — X] is given by (S, R, V[x — X]).

With this operator defined, we can now give the truth-definition for modal p-calculus formulas.
When giving the semantics for modal logic, we started with the definition of the operator = and
used this to define the truth-set of a formula. Here we will give those definitions the other way
around; we first give an inductive definition of the truth-set of a modal y-calculus formula A in

the context of a Kripke model K and then go on to define the satisfaction relation =.

Definition 3.12. Given A € £P|\l|F and a Kripke model K = (S, R, V), the truth-set [A]x of Ain K
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3 THE MODAL u-CALCULUS

is defined inductively as follows.

[rlc = V(p) [CaAlx = {s € S| Ra(s) N [Alx # @}
[=plk = S\V(p) [CaAlx = {s € S| Ra(s) C [Alx}
[AAB]k = [Alx N [Blx [ux. Al = Ifp. A%
[AV Bl = [Alx U[Blk [vx.Alx = gfp.AX

For x € ®, the map AX : P(S) — P(S) is given by AX(X) = [Alkcpems x]

For the truth-sets of fixpoints formulas given by this definition to be well-defined, we need
to make sure that Afcc is monotone. If it is, it follows from Theorem 3.2 that the fixpoints pr.AﬁcC
and gfp.AL exist. We prove its monotonicity below, with the added condition that A is positive
in x. We can add this condition, because the way that Af is used in the definition, means that
x is always a fixpoint variable of a formula of the form #x.A and, since we are working in the
language of normal form formulas, A must be positive in x. In order to give the proof for the
monotonicity of A¥, we first show the following lemma.

Lemma 3.13. Given complete lattices C = (C,<¢) and D = (D,<p) and a monotone map
f:CxD — C,themap g: D — C given by

g(d) :==lp x.f(x,d)
is monotone.

Proof. Say we have dq,ds € D s.t. dy <p dp. We define the map f" by setting f1(c,d) = f(c,d) and

f'(e.d) = f(f""Hc,d),d)

for all n > 2. The map f is monotone and the composition of monotone maps is monotone, so we
know by induction that f” : C x D — C is monotone for all n > 1. We denote by L the bottom
element of C. Since dy <p dp, we have (L¢,d1) <cxp (Lc,d2), where <c«p is the usual product
order on C x D. Since f" is monotone, this means that

f'(Le,dr) <c f'(Le,d)  Vn>1.

So f"(Lc,dq) is a lower bound for f"(L¢,d,) for all n > 1, which means it is also a lower bound
for the supremum of f"(_L¢,dy) over n > 1, so, by Theorem 3.2, we have

fH(Le,dr) <c Sli]@l?{f”(lc/ do)} = px.f(x,dz) =g(d2)  Vn=>1.

Now we see that g(dy) is an upper bound for f"(_L¢,dq) for all n > 1. This means that it is also
an upper bound for the supremum of f"(L¢,dq) over n > 1, so

8(d1) = px.f(x,dv) = sup{f"(Lc,d1)} <c g(da)-

n>1
We have shown that d; <p d, implies g(d;) <c¢ g(d2), so g is monotone. O

We can give a similar proof for a variant of this lemma, where we define g(d) := gfp x.f(x,d).
We will now prove the monotonicity of AX by structural induction, where we use Lemma 3.13 in
the inductive step.
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Theorem 3.14. For all K = (S,R, V), all A € EKIF and all x € @y, where A is positive in x, the
map A% is monotone.

Proof. We will prove this theorem by structural induction on A € EPI\IIF' For the base case, take
some p € ®p and K and assume that X C Y. If p # x, we have

P (X) = [Plcpsx) = VIx = X(p) = VIx = Y)(p) = [Plicposy) = PY (Y),

(~p)k (%) = [Fplkox) = S\VIx = X](p) = S\V(p) = S\V[x = Y](p) = [~plkxsv) = PE(Y).

In the case where p = x, we have
X (X) = [gpox = Vix = X](x) = X CY = Vix = Y](x) = [x]cpoy = x5 (V).

We know that A is positive in x, so we do not need to consider the case for —x. So, we have shown
that pf and (—p)% are monotone for all p,x € ®; and models K such that A is positive in x.

For the induction hypothesis, assume that we have two formulas B,C € EPI\IIF such that BY and
CL are monotone for all x € ®j and all models K such that A is positive in x.

For the inductive step we will prove monotonicity for each formula that can be constructed by
applying one operator to B or B and C. Assume that X C Y and take x € ®( and K arbitrary.

For B A C, we have
(BACOK(X) = [BAClipsx) = [Blicpsx N [[CHIC[xHX](;)B;C(X) NCy(X)
CBy(Y)NCy(Y)
= [Blipxsy) N [Clkesy

= [BAClkxsy)
= (BAC)Y(Y).

So (B A C)¥ is monotone. The case for B V C is similar.
Next, take ¢4B for some d € D. We have

(04B)¥ (X) = [04Blicpsx) = {5 € S | Ra(s) N [Blpsx) # @} and

(0aB)X (V) = [0aBlicpusy) = {s € S | Ra(s) N [Blxprrsy] # @}
From the induction hypothesis we have [B] (. x] € [Blx[xY), which implies that, if
Ri(s) N[Blkxox) #@ = Ra(s) N [Blgjxsy) # 2

This means that (O4B)X(X) C (04B)X(Y), so (04B)X is monotone.

For U;B, the induction hypothesis implies that, if R;(s) C [B][x—x), then R4(s) C [B]x[xy]-
This gives us

(04B)% (X) = [DBlpsx) = {5 € S | Ra(s) € [Blicpsxg} € {s € S | Ra(s) € [Blxpy}
= [DaBlicixmsy) = (CaB)Y (Y),

which shows that ((J;B)% is monotone.
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Now take puy.B for some y € @y, then we have

K X
(yy.B)f(X) = Ifp.B, [—X]
By the induction hypothesis, we know that Bf X P(S) — P(S) is monotone, so this fixpoint

exists. The variable y is fixed. If we also fix K and x, we can define f : P(S) x P(S) — P(S) by
setting f(X,Y) = B;C[xHX] (Y). We also have (uy.B)X : P(S) — P(S) which is defined by

(uy.B)S(X) = 1ip Y.By P X (v) = 16p Y.£(X, V).
We know from the induction hypothesis that B;C =X g monotone, so f is monotone. Since P(S)
is a complete lattice, we can apply Lemma 3.13, which gives that (uy.B)X is monotone for all
x € &y and all models L.
The case for vy.B is similar, using a variant of Lemma 3.13, where g(d) := gfp x.f(x,d). So, by
induction, Af is monotone for all A € £K,F, x € Ppand K = (S,R, V). O

With the truth-set defined, we define the satisfaction relation |= for these Kripke semantics by
saying that K,s = A iff s € [A] . Validity is defined similarly to Definition 2.5, where we write
oo @ when a modal p-calculus formula ¢ is valid over Kripke-ﬁKlF(CDO, D) models.

3.4.  Subsumption order

In any modal p-calculus formula, the variables can be ordered based on the nested layers of
fixpoint formulas.

Definition 3.15. Given a formula A € L}, let Var(A) = FV(A) UBV(A). For x,y € Var(A) we
write x <, y if there is some B € Sfor(A) of the form #y.C such that x € FV(B). The subsumption
order < 4 is the transitive closure of <, and we write x <, y if either x <4 y or x = y. We say a
formula is well-named if < 4 is irreflexive.

Example 3.16. Take A = p V ux.y V vy.x Vy. We provide the syntax tree for clarity.

We have vy.x Vy € Sfor(A), a fixpoint formula of y in which x occurs freely, so x <}, v.
However, we also have px.y V vy.x Vy € Sfor(A), which is a fixpoint formula for x in which y
occurs freely, meaning y <, x. When we construct the transitive closure, we get x <4 x and
Y <a vy, so the subsumption order is not irreflexive, so this formula is not well-named.

We can fix this by renaming the variables. Since the occurrence of y in vy.x Vy € Sfor(A) is
not connected to the other occurrence of y, we can rename these instances of y to z. The new
formula we getis A’ = p V ux.y Vvz.x V z. From vz.x V z, we get x <, zand from px.y Vvz.xVz,
we have y <p X80y <, x <,z This means the subsumption order for A’ is irreflexive.
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3.5.  Names and annotations

In the proof system Clo, which we introduce in the next section, the formulas are annotated with
names in order to keep track of the unfoldings of fixpoint formulas. These names refer to variables;
each variable x € ®g has a countable set N of names, where Ny N Ny, = @ if x # y. The set of all
names is N = Uycq,Nx. The set N* contains all finite sequences of names from N, also called
words, including the empty word e. Given a,b € N*, we say a is a subword of b, denoted a C b, if
x € bforall x € a.

In order to set conditions on these names and annotations, it would be useful to extend the
subsumption order to the set of names. Since the subsumption order <4 is specific to a formula
A, we extend it to the names of variables that occur in A. This allows us to define an order on
Na = Usevar(a)Nx, which is the set of all names of variables in a formula A. Given a formula

A€ EKIF and x,y € Ny, wesay x <gy (x <py)if x € Ny and y € Ny such that x <4 y (x <4 y).

An annotation is a word a = x1...x, such that forall 1 <i < j < n, we have x; <4 Xj and
X; # Xj. We can also use the subsumption order to establish a relation between annotations and
names. Given a € N and x € Ny, we write a <4 x (a <4 x) if for ally € a we have y € Ny, for
somey <4 x (y <4 x).

In [4], where the Clo system is introduced, the names inherit a global subsumption order,
denoted by <, on all the variables in the modal p-calculus language. Defining this global order
involves renaming variables in modal pi-calculus formulas so that the subsumption orders for all
modal p-calculus formulas agree, giving a global order that can be applied to any formula. In this
thesis, we will not get into this renaming process, so we will stick to our own "local” subsumption
order, but we will come across this global subsumption order when we introduce the Clo system.

3.6.  The proof system Clo

The system Clo is a cyclic proof system for the modal y-calculus, which was introduced and shown
to be sound and complete over Kripke models in [4]. It is defined for the language EKIF of normal
form formulas, where we write [¢] and [¢7] instead of Og and ¢, for g € D. More details about
this notational change are given in subsection 5.2.

—— A A, A% d
x1 — 5 Mo
pe(—p)f [g7]A, [g]A®

A, A?, B2 y A A2 A B? A
A,(AVB)? A, (ANAB)?

A A, A(ox.A)?
Wweak (a<x0oe{puv}) WU

ai ak
(Vi < kaj T by) 252k exp
AP AD
[A, vx. AZX]*

A, A(vx.A)

A vx AP v-cloy
,UX.

(@a<x€Ny,x¢A)

Table 1: Axiom and rules for Clo

The proof system Clo is a sequent system and its axiom and inference rules are given in Table 1.
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3 THE MODAL u-CALCULUS

Here A is a set of modal pi-calculus formulas, also called a sequent, and [g?]A = {[g?]A | A € A}.
As mentioned in the previous section, this system works with annotated modal y-calculus formulas,
which consist of a formula A € EKIF and an annotation a € N*. These annotations allow us to
keep track of the unfoldings of fixpoint formulas. For some inference rules, there are conditions
on these annotations, using the global subsumption order mentioned in the previous section. The
most notable rule in this system is the v-clo, inference.

[A, vx. A¥]*

A, A(vx.A)*

(aSXENx,xéA) A,Vx.Aa

v-cloy

In this rule, the sequent between brackets is an assumption that is discharged by the application
of the v-cloy rule. For this rule to be applied, the variable x can not appear in A and there must be
a path from the assumption in brackets to the premise A, A(vx.A)®*. Due to the function that the
annotations serve in this system, a derivation in Clo can only be considered a valid Clo-derivation
of its root formula, if this formula has the empty word ¢ as its annotation.

Definition 3.17. A Clo-derivation is a finite tree of sequents consisting of annotated modal -
calculus formulas, where each sequent is either an axiom, a sequent that is discharged by an
instance of the v-cloy rule, or follows directly from the sequent above it by an inference rule. We
say A € ﬁKIF has a Clo-derivation, denoted ¢, A, if there is a Clo-derivation with A? as its root.

- Axl 8, 47 mod
pe,(=p)° [8°]A, [g]A®
pALB AA° BB
W A, AN B)a
A A, A(ox.A)?
e weak  (a<c o€ () W

ai ak
(Vi <kaCb ‘A})’—’Ak exp
AP A
[A, vx. AXX]*

A, A(vx.A)

(a SC X 6 Nx,x % A) A/l/x_Aa

v-cloy

Table 2: Axiom and rules for Cloc

As we noted in subsection 3.6, this system uses the global order from [4] in order to apply
conditions to its inference rules. However, in this thesis, we will only use the subsumption order
<4 for a specific formula A, since defining a global order would involve renaming variables,
which would result in complications with our translation from game logic to the modal p-calculus
in section 5. To make sure we can work with this "local" subsumption order instead of the global
one, we define the proof system Cloc, which is parametric in a formula C and differs from Clo
only in the fact that it uses the subsumption order <. instead of < for its side conditions. The
axiom and inference rules for Cloc are given in Table 2. The notion of a derivation in this system
is defined similarly to how it was defined for Clo.
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3 THE MODAL u-CALCULUS

Definition 3.18. A Cloc-derivation is a finite tree of sequents consisting of annotated modal p-
calculus formulas, where each sequent is either an axiom, a sequent that is discharged by an
instance of the v-cloy rule, or follows directly from the sequent above it by an inference rule. We
say A € cKIF has a Cloc-derivation, denoted tcjo. A, if there is a Cloc-derivation with A as its root.

In order to use this system instead of Clo as a starting point for our proof transformation,
we must first show that, whenever there is a Clo-derivation of a formula C, then there is also a
Cloc-derivation of C.

Theorem 3.19. If ¢, C, then ¢y C.

Proof. Say we have some Clo-derivation of C. Our goal is to show that if a rule can be applied in
Clo, then that rule can also be applied in Cloc. The only difference between Clo and Cloc is in the
side conditions for the rules ¢ and v-cloy, so any other rule that is applied in the Clo-derivation of
C could simply be replaced with the same rule from Cloc. The order < used in the side conditions
of Clo is a global order and thus contains the subsumption order <, so for x,y € Var(C), we have

x<y = xZ<cy Vx € Ny,y € Ny.

It is easily observed that the annotations of a Clo-derivation of C will only contains names for
variables in Var(C). So, say that we have a < x. Take some y € a, then there is some y € Var(C)
such that y € Ny and y < x. Since x,y € Var(C), we have x <c y. So, for all y € a, there is some
y € Var(C) such thaty € Ny and x <c y, so a <c x. So, whenever a < x, we also have a <c x.
This means that whenever a side condition of a rule in Clo is satisfied, the side condition of the
corresponding rule in Cloc is also satisfied. So, we can construct a Cloc-derivation of C by simply
applying the same rules used in the Clo-derivation. O

Note that, though Clo is complete over Kripke models, this result does not show that the
system Cloc is complete over Kripke models. We have ensured that if a formula C can be derived
in Clo, then it can also be derived in Cloc, but this claim can not be extended to all formulas that
are valid over Kripke models, since each such formula would generate its own version of Cloc.
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4 GAME LOGIC

4. GAME LOGIC

4.1.  Game logic syntax and semantics

Game logic is a modal logic designed to reason about the outcomes that can be achieved by the
players, which we refer to as Angel and Demon, in 2-player games. Below we give the definition
of the original language as defined by Parikh [1].

Definition 4.1. Given the set @) = {p, q,...} of atomic propositions and the set Ty = {g,h,... }
of atomic games, the game logic language Lp, (Po, o) is defined by the following grammar.

Grar 27 =gl By YUY 719" | 92, ¢ € Lpar
Leard2@:=p|-9leVellr]e 7€ Gpa

where p € &g and g € Typ. When Iy and @ are fixed, but arbitrary, we will simply write Lp,,.

The game y; Ll 7, is interpreted as Angel choosing whether to play 77 or 7, and is referred to
as choice. The game * is known as iteration and indicates that the game - is repeatedly played
as many times as Angel wants. The game ¢? is called test and it involves checking whether a
formula ¢ holds. If it does, the game continues, but if it does not, the game ends and Angel loses.
The sequential game <y1; 2 simply denotes that -y; is played first, then -y,. The dual operator (—)% is
interpreted as the two players switching roles and it can be used to define demonic variants of the
game operators as follows.

772 = (1 U98)? 9l=((=9)?) 7= (7))

Where, in the game 1 U 2, Angel chooses which game to play, in the game 1 My, Demon
makes this decision. This game is called demonic choice. In the demonic iteration game >, Demon
chooses how many times y will be played. The game ¢!, known as demonic test, tests whether ¢
holds, where Demon loses if it does not. In the game ;; 72, no choice is made by the players, so
there is no need for a demonic variant.

The formula [y]¢ denotes that Angel has an effective strategy in game 7y to achieve the outcome
@. It is important to note here that our notation deviates from what was established by Pauly
and Parikh in [11], where they use ()¢ to denote this property. This change is made to make
the interpretation of these modalities align with the interpretation of the modalities of the modal
p-calculus, which will make translating between them further on in this thesis more intuitive.

When playing a game we would expect that if Angel can ensure ¢, then Demon should not be
able to ensure —¢. If this were not the case, then the players could achieve contradicting outcomes
at the end of the game. This property of games is called consistency and it can be written as
gy

e = —[]-e.

The reverse statement is called deferminacy and states that if an outcome can not be prevented by
Demon, then Angel must be able to achieve it. In other words, for every achievable outcome, at
least one of the players that has a strategy to achieve it, so

=g = [le.

The LHS can also be written as =(-y) ~¢, where (7)¢ is the demonic version of [y]¢. In this thesis,
we will be working with game logic formulas in normal form, which means the dual and negation
operators can only be applied to atoms. This forces us to include the demonic versions of the
game operators mentioned above in the grammar.
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4 GAME LOGIC

Definition 4.2. Given the set ®) = {p, q,...} of atomic propositions and the set Ty = {g,h,... }
of atomic games, the language Ly (To, ®o) of normal form game logic formulas is defined as follows.

Gned =gl & vyl vUy vy Y 7 | 92| 9, ¢ € Lnp
Lned@i=plploVve [ene| Ve | (1)e ¥ € OnF

where p € &g and g € I'j. When I'y and P are fixed, but arbitrary, we will simply write LyE.

With the language of game logic defined, we will now look at how to interpret the truth of
formulas in this language. For this purpose we will use game models.

Definition 4.3. Given the set of atomic propositions ®y and the set of atomic games I'y, a game-
Lng (P o) model G, 1, = (S,E, V) consists of

* aset of states S,

* a set E of monotone effectivity functions Eq : S — P(P(S)), one for each g € Ty, and

* a valuation V : &y — P(S).

When the language Lng(Po, I) is fixed, but arbitrary, we write G and we refer to these models
simply as game models. We denote by Go, r, the class of all game models for Lyg (P, T).

The intuition behind the effectivity functions E, for atomic games g is that it assign to a state s
all the sets of states that Angel can "choose" when playing the game g at state s. After that, Demon
picks at which state out of that set they will be after the game g. The notation sE, X is used to
express that X € E,(s). We can also interpret the effectivity functions as maps E, : P(S) — P(S)
by taking E,(X) = {s € S | sE, X}.

Definition 4.4. In a game model G = (S, E, V), the truth-set of ¢ € LyF at a state s € S and the
effectivity functions for non-atomic games are defined by mutual induction as follows.

[rlg = V(p) for p € Py Eqp(Y) := Ea(Eg(Y))

[=rlg = S\V(p) forp € Oy Epa(Y) = (Ea(Y9))"

[¢V¢lg = lelg Ulylg Eap(Y) == Ex(Y) U Eg(Y)

[¢ A ylg = lelg N lylg Eanp(Y) == Ex(Y) N Eg(Y)

[[v]elg = Ey([¢lg) Eq(Y) := lfp X.Y U Eq(X)

[(melg = S\E,([¢]g) Ey<(Y) := gfp X.Y N Eq(X)
E(p?(Y) = [olgNY
Egi(Y) := [plg UY

For the effectivity functions for v* and ¢* to be well-defined, we need to show that these
fixpoints exists. As (P(S), C) is a complete lattice and the effectivity functions are functions on
P(S), if we can show they are monotone, we can apply Tarski’s fixed point theorem to show that
the fixpoints Ifp X.Y U E,(X) and gfp X.Y N E,(X) do indeed exist.

Theorem 4.5. The effectivity functions E, are monotone w.r.t. C for all games 7.

Proof. We need to prove the theorem for all games 1, so we will use structural induction on +.
For the base case, if 7y is an atomic game, then E,, is monotone by the definition of a game model.

Next, for the induction hypothesis, we assume that «,  are games s.t. E,, Eg are monotone
and ¢ is an arbitrary formula.

25



4 GAME LOGIC

For the inductive step, assume that we have Y, Z € P(S) such that Y C Z, then we will prove
monotonicity for the effectivity functions of every game that can be constructed by applying one
operator to a or to & and S.

For ¢?, since Y C Z, we have Ey2(Y) = [¢]g NY C [¢]g N Z = E4(Z), so Ey is monotone.

For «; B, since Y C Z, by the monotonicity of E, and E g, we have

Eg(Y) CEg(Z) = Ea(Ep(Y)) C Ea(Eg(Z)) = Eyp(Y) C Enp(Z),

so Ey,p is monotone.
For a Ul B, we have by the monotonicity of E, and Eg that

Ea(Y) C Eu(Z) € Eu(Z)UER(Z) and  Eg(Y) C Eg(Z) C Eu(Z) UE(Z).

This gives us Ey 5(Y) = Ea(Y) UEg(Y) C Eo(Z) UER(Z) = Eqi5(Z), 0 Eqyip is monotone.

For a4, since Y C Z, we have Z€ C YC. This means that, by the monotonicity of E,, we have
Ef(ZC) C En(Y©), s0
Ew(Y) = (Ea(Y))C C (Ea(Z29))C = E(2),

24 o

so E, s is monotone
For the final game, a*, we know from the induction hypothesis that E, is monotone. This
means that for Fy(X) = Y U E,(X), we have

VCW = FE(V)=YUE(V)CYUE(W) = Fy(W).
So Fy(X) is monotone for any set Y € P(S), so by Kleene’s theorem it has a least fixed point

LFP X.Fy(X) = sup F} (D).
nelN

We will now use induction on 7 to show that F}(®) C FZ(®) for all n > 0. For n = 0 we have
F{(@) = @ = F}(®). Now, for the induction hypothesis, assume that F{(®) C F£(®) for some
k > 0. As E, is monotone, we have Eq(F}(®)) C E.(F5(2)), so

FETH(@) = YUEL(F{(@)) € YUE(F5 (D)) € ZUEL(F5(2)) = F5*1(@)
So, by induction, we have F}(®) C FJ(@) for all n > 0. It follows that

Ep(Y) = uX.Fy(X) = sup F} (@) C sup FZ(®) = uX.Fz(X) = Ex+(Z),
nelN nelN

so E,+ is monotone. O

Now that we know that the truth-definition is well-defined, we can also define validity for
game logic semantics. It is similar to the validity definitions for the semantics for modal logic.

Definition 4.6. A formula ¢ € Lp,, is considered

e oalid on a game model G, denoted G |= ¢, if G,s = ¢ for all s € S.
* oalid over game models, denoted |=¢ ¢, if G = ¢ for all game models G.

4.2.  Order on fixpoint formulas and names

As established in [3], in the context of game logic, formulas of the form [y*]¢ and [y*]¢ take on
the role of fixpoint formulas.
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4 GAME LOGIC

Definition 4.7. The sets of least and greatest fixpoint formulas in Ly are

F'={[v"lp[rv€0nr ¢ € Lne}  and  F*:={[7"]o |7 € OnF ¢ € Lnr)-
We also define the set of all fixpoint formulas as F := F* U F*.

One of the systems used in [3] is CloG, a sequent system for game logic. Similarly to Clo,
each sequent in this system is annotated with a sequence of names, which refer to greatest
fixpoint formulas. In [3], an order < on these fixpoint formulas was given and used to define side
conditions on the inference rules of CloG. We review this order in this section, since it is essential
to keeping track of unfoldings of fixpoint formulas in the proof system CloGyk, which we define in
the next section. However, before we can look at the order < on F, we need to define an order on
games and formulas. A term is a game or a formula and we will now define the subterm relation.

Definition 4.8. The set Ster(c) of direct subterms of a term ¢ € Lyg U GnF is defined as follows.

Ster(g) =00 if geT Ster(p) =0 if pedy

Ster(g!) :={g} ifgeT Ster(—p) ={p} ifpedy
Ster(y©d) = {v,6} where © € {L,N,;} Ster(p®¢) :={¢,p} where ® € {A,V}
Ster(v°) :={y} whereoe {x,x}  Ster([v]e) :={v ¢}

Ster()) :={¢} wherel€ {|,?}

We write 0 < T if 0 € Ster(T). We denote by < the transitive closure of <p and by < the reflexive,
transitive closure of <y. We say o is a subterm of 7 if ¢ < 7. For two formulas ¢, € Ly, we say
@ is a subformula of ¢ if ¢ < 1.

We also define the notion of the closure of a game logic formula. This definition will be useful
later, when we give a translation from game logic to the modal p-calculus.

Definition 4.9. The closure Cl(¢) of a formula ¢ € Lyf is the smallest subset of Ly that contains
@, is closed under subformulas and satisfies the following rules:

1. If [; 0]y € Cl(¢), then [v][6]p € Cl(g).

If [y U]y € Cl(g) or [y 6]y € Cl(g), then [y]y, [6]y € Cl(p).
If [y*]y € Cl(g), then g V [7][v*]y € Cl(p).

If [y*]y € Cl(@), then ¢ A [7][y*]y € Cl(g).

If [y?]x € Cl(g) or [¢!]x € Cl(g), then ¢ € Cl(¢p).

We define set F(¢) := FNCl(g).

S”'PPJ!\-’

With the subterm relation defined, we can now give the order on the set of fixpoint formulas.

Definition 4.10. The order < on F is defined as follows for all ¢, € Lyg and 7,0 € Gnr

Yl <[y if sTaye,
[le <6y if 5T <0,

where o, t € {x, x}.

Example 4.11.
e We have [¢* Mh*]p < [h*]q, since h* ag* Lh*.
e We have [([b*]p)?]g < [b*]p, since b* < ([b*]p)?.
* We have [(gUh*)*]q < [(gUh®)*](p v q), since (gL < (gLIhT).
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4 GAME LOGIC

In the next section, we define the proof system CloGk. Just like in Clo, formulas in this system
are annotated with names. However, where the names in Clo referred to variables, in CloGgk they
refer to greatest fixpoint formulas. Concepts like words and annotations that were introduced
in subsection 3.4 are defined similarly for these names and the order < extends to names and
annotations, just like the subsumption order <4 does.

4.3.  The proof system CloGk

The proof system CloG is a cyclic sequent system for game logic. It was defined in [3] as the first
game logic system in the transformation sequence from Clo to Par. This means it has many rules
which are the same as rules in Clo, but it also includes an inference rule for every game operator,
both angelic and demonic, and a game logic variant of the v-cloy rule.

We will adapt this proof system into a new cyclic proof system, called CloGk. This new system
is also a sequent system for the language Ly of normal form game logic formulas, but it uses the
more general normal modal rule mod instead of the monotone modal rule mody;.

9, lpb mo A, ¢° mo
9 9P ™ T8, (gle)

As we established in subsection 2.3, this change ensures that CloGk is designed to be valid over
Kripke models. The axioms and inference rules of CloGk are listed in Table 3. Here, A is a game
logic sequent, g is an atomic game and [¢9]A = {[¢%]¢ | ¢ € A}.

Definition 4.12. A CloGg-derivation is a finite tree of sequents consisting of annotated formulas
from Ly, where each sequent is either an axiom, a sequent that is discharged by an instance of
the cloy rule, or follows directly from the sequent above it by an inference rule. We say ¢ € Lnp
has a CloGg-derivation, denoted Fcioc, ¢, if there is a CloGk-derivation with ¢¢ as its root.

e & (g ™

A, 2, 2 v A, ¢? Al[)
A (o Vy)? A (pNp)?

slrlovider |, Alrlen ey
5, ([yUdlg)? B,

A DA
U N (C,

Table 3: Axiom and rules for CloGk

cloy

(axxe N['YX]¢’
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5. FROM GAME LOGIC TO THE MODAL U-CALCULUS

5.1. Augmented game models

The effectivity functions used in game models are monotone neighbourhood functions, so a game
model for Lyg(Po, ) is, in fact, a monotone neighbourhood model for Lyg(Pg, Ip), where we
have one neighbourhood function for every atomic game in g € I'y.

In subsection 2.2, we defined the class of augmented neighbourhood models and proved that it
is modally equivalent to the class of Kripke models. Within the class G of game models, we can
define a similar subclass, namely the class Gk of augmented game models, which are game models
whose effectivity functions are augmented. Since game models are monotone neighbourhood
models, we can use the correspondence relation between relations and augmented neighbourhood
function defined in Definition 2.14 to define a unique corresponding Kripke model for each
augmented game model and vice versa. From this, it is easy to see that the class G;{P 0fo of
augmented game models for Lyg(Po,Ip) and the class K®0To of Kripke models are modally
equivalent.

When we talk about interpreting game logic "over Kripke models", we mean the language of
game logic interpreted through the semantics of these augmented game models. In this context,
all the atomic games are interpreted to be 1-player games, in which all decisions are made by
Angel. The only way Demon interacts with games in this context is through the dual operator.

5.2.  Translating game logic into the modal y-calculus

In order to show the completeness of CloGk, we will transform Clo-derivations into CloGg-
derivations. We fix the set ®( of atomic propositions and the set I'g of atomic games and consider
CloGg for Lng(®Pg,Tg) and Clo for EKlF(Cﬁo,Fo), where ®y = &y U {x? | ¢ € F} for the set F of all
greatest and least fixpoint formulas in Lyg(Pg,Tp). Recall that, in the system Clo, we write [g]
instead of []; and [¢7] instead of Qg for an action g in order to stay closer to the syntax of game
logic. Since these systems work over different languages, we will need a way of translating a game
logic formula into a modal p-calculus formula, while preserving validity.

In [3], a validity-preserving translation of game logic into the monotone p-calculus was given.
Since there is no difference in the syntax of the monotone y-calculus and the normal modal
p-calculus, we can use their translation as a translation from game logic to the normal y-calculus.
However, since the semantics for the two languages are different, we will also need to provide a
proof that the translation is still validity-preserving in this context.

Definition 5.1. The translation (—)* : Lyg(Po, To) — KKIF(CBO,FO) is defined by mutual structural
induction on formulas and games as follows.

pﬁ =p T;PW(A) = T$(A) A Tf(A)
(~p)F = —p 10 5(A) == T{(A) VT (4)
(P A )t = ¢f Ay 0 (A) = pa10. AV T (o)
(o V)= ¢f vy fo (A) :== vl le A N Tﬂ[ﬂx]qo(xhx]‘f’)
(1) == {(¢) 05(4) =) (7 (4))
7 (A) = [g]A T (A) =P A A
o, (4) = g4 0(A) = ¢F v A
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Here the fixpoint variables that are used in the definition of %, and 7’ are the unique
variables x[7'1? and x[7)¢ associated with [1*]¢, [y*]¢ € F and are thus not elements of ®,. For
this translation to be useful, we need it to be validity-preserving. In other words, if a formula
@ € Lnp(Do,Tp) is valid over augmented game models, then its translation ¢f € EKIF(CTDO, Iop)
should be valid over Kripke models. To show this, we will define a correspondence relation
between augmented game models and Kripke models, when the set of atomic propositions of the
game logic language is contained in the set of atomic propositions of the modal p-calculus. This
relation is similar to the correspondence relation we introduced in subsection 2.2.

Definition 5.2. Given two sets X, Y such that X C Y and an augmented game model G = (S, E, V)
for Lnp(X,T), we say a Kripke—EKIF(Y, Ip) model K = (S, R, V') corresponds to G if Re(s) :=
NEg(s) for all g € Tg and V'(p) = V(p) for all p € X. We denote this by G < K.

We will now prove that if ¢ € Lng(Pp,I) is true at s € S in an augmented game model G,
then ¢f € L'KIF(CDO,FO) is true at s in any corresponding Kripke model K.

Theorem 5.3. For all ¢ € Lng(Py, T) and all augmented game models G = (S, E, V), we have

[#lg = [9*]x
for any Kripke model K such that G <+ K.

Proof. We will prove this claim using structural induction on the game logic formula ¢.
For the base step, take some p € ®. We know that p! = p and (—p)? = —p, so

[plg = V(p) = V'(p) = [plc = [Pl and [-plg = S\V(p) = S\V'(p) = [-plc = [(-p)*]x

for any augmented game model G and Kripke model K such that G < K.
For the induction hypothesis, assume that we have ¢, € Ly such that

[¢lg = [¢']x and [¢lg = [¥*]k

whenever G < K.
For the inductive step, assume we have G and K s.t. G <> K. For ¢ A i and ¢ V p, we have

(¢ A )] = [¢° A1k = [9°]k N [¥k = [9lg N [¥]g = [ A ¢lg,

[(9 v 9)1c = [¢* v ¥'1c = [9*]c U [¥¥]x = [9lg U ¥lg = [o V ¢lo-
For [7]¢@, we need to prove that [[v]¢]g = [([7]#)]x for all 7 € Gnf. In order to prove this,
we will first prove the following claim.
Claim 1. For all v € Gnp(Dg,Ty), { € Lnp(Dg,Tp), all A € L',KIF(CT)O,FO) such that A = ¢! or
A = x% and all Kripke models K, we have [[Tg(A)]];C = E,([Alk)-

Proof. We will prove this claim by structural induction on the game y € Gng(Po, I).
For the base case, take some { € Lyg(P, Iy) and Kripke model K and take A € Ly ($o, To)

such that A = ¢ or A = x&. We now prove the claim for ¢ = g and v = ¢“.

[ (A = [[g)Alc = {s € S | Rg(s) C [Alx} = {s € S | NEq(s) C [Alxc}
2.13
P(s € 5| [Alg € Eg(s)}
= Eg([[A]]IC)
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[ (AN = (1841 = {5 € 5| Re(s) N [Alc £ @} = {s €5 | (N Egls)) N [Alc # @}

={s€S|3x e nNEg(s) st x € [A]x}
={s €S| Ix € NE,(s) s.t. x & [A]§}
= {s€ 5| NEls) £ [Al%}
= {s € S| [Alg € Es(s)}
= ({s € S| [Alk € Es()})°
= (Es([Alg))"
= Eu([Alx)

So the claim holds for v = g and v = ¢ for any { € Lyg (Do, Tp), any Kripke model K and any

Ae LIKIF(CTDO,TO) such that A = {¥ or A = x&.

For the induction hypothesis, assume we have 7,6 € Gnp(Po, I9) such that

[%5(A)lc = Ey([Alc)  and  [t5(A)]k = Es([Alk),

forall A € EKIF(&\DO,FO) such that A = ¥ or A = x%, { € Lyp(Po,To) and all Kripke models K.

For the inductive step, take some { € Lng(Po, '), Kripke model K and A € EKIF(CBO' T'y) such
that A = ¢ or A = x¢. For the game 7y [, we have

[ s (AN = [ (A) At (A = [ (AN N I (Al = E, ([ALe) N Es([Alk) = Eyrs([ALx)

The case for 7y U ¢ is similar.
For *, we have
5.1 * * *
[ef. (A)le = [ Av 77 8 I
it (Av T IO
3.12 * .
S ifp XAV T DT

3.12 * *
= Ifp X-[[A]]lc[xh*]éHx] U [T“[yv ]C(x['y K)]]/qx[v*]é._)x]

We know that A is either the variable x¢ or the translation of . In the first case, x[7"1¢ clearly does
not appear in A and in the second case it also does not, since otherwise [y*]¢ would be a subterm
of {. Since x[7¢ does not occur in A, changing which set the valuation assigns to x[71¢ does not
affect the truth-set of A, so [A] Kl Emsx] = [Allx, which gives us

[ (A)]k = Ifo X.[ALc U Try (1) e ooie, -

Here we can apply the induction hypothesis for the game <, the modal p-calculus formula X7,
the game logic formula [7*]¢ and the Kripke model K[x["')¢ — X], which gives

[ (A)] = 1fp X.[ALk U By ([T ] i, ) = P X[l U Eo (X)
L (14l
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The case for ¢* is similar.
Take the game 7;J, then

1>

[ s (A 2 [ (e (ADTk 2 Ey (I (A)]) 2 Eq (Es([ATk)) = Eys([AL)-
At % we apply the induction hypothesis for ¢ with the modal y-calculus formula TE(A), the
game logic formula [5]¢ (note that ([¢]7)* = TJC(Q %)) and the Kripke model K. At Q we apply the
induction hypothesis for J with the modal y-calculus formula A, the game logic formula ¢ and
the Kripke model K.

For the game ¢?, we get

[, (A)k = [9F A Al = [9°]c N [Ale = [9]e N [Alc = Ege([ALx)

The case for ¢! is similar. [ |

We have now shown by induction that the claim holds, so we can now return to our original
induction proof. If we plug in { = ¢ and A = ¢* into our claim, we get

() Tk = 12 (o9)k 2 Ey([9']) 2 Eo (T9lo)

for all games v € Gnp(Po, I) and all G and K such that G <» K. This statements concludes our
original induction proof, so we have now shown that

= el

[#lg = [9*Ix
for all ¢ € Lnp(Po, o) and all augmented game models G and Kripke models K s.t. G «» K. O

By creating unique variables x[7l9 for each fixpoint formula [y°]¢ that is translated, the
translation (— ) ensures that the order on the fixpoint formulas F is the same as the subsumption
order on the variables that correspond to these fixpoints in the translated formula.

Lemma 5.4. For all ¢ € Lyp(®,To) and all ¢, € F(¢), we have x¥,x¢ € Var(¢#) and
W<t = pse

This result is similar to [3, Proposition 24] and since we are using the same translation (—)*
and orders on F and Var(g"), the proof for our lemma would essentially be the same as the proof
given for this proposition in [3]. We will demonstrate the result in the following example.

Example 5.5. Take the normal form formula ¢ = [((a* Ub*)*;c*)*]p. Applying (—)* gives

h= T(p(ax LIb*) % 0% ) * (P)

e (T (x7)

¢
=ux?pVvr
=ux?.pVv T([Zitpb*)x (va? x? A [c]x?) 0=1[c"]g
e () £ = [(a* ub)]6
(15 (%) V7. (x9))
(v A ) V€ [B]xY) 1 = [a¥E, 9 = [0']¢

= ux?.p vV uxb.(va® x? A [c]x®

) A
= ux?.p Vv uxb.(va® x? A c]x®) A

= ux?.p v uxb.(va® x? A [c]x
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When we apply the subsumption order <(;j to this formula, we get

x? < X0, x® < x6, ¢ < X, x6 < x¥.
¢ ¢ ¢ ¢

Applying the transitive closure <,; gives the two additional pairs
¢ n ¢ ¥
XV <gr x and x gt X7
The order on fixpoint formulas gives

¢=<6,Cny and <19,

which aligns with the results we got from the subsumption order.

5.3. Transforming Clo-derivations to CloGk-derivations

As was shown in Theorem 3.19, any Clo-derivation of ¢* can be transformed into a Clog:-derivation
of @?. This means that in order to prove the completeness of CloGk over Kripke models, it suffices
to show that a Clog-derivation of ¢ can be transformed into a CloGk-derivation of ¢. In this
section, we will show how this transformation can be achieved.

However, we first introduce some notation. We will use A, 3, ... to indicate sets of sequents.
We write 77 : A g @ to say that 77 is an S-derivation of ® from assumptions in the set of sequents
A. We also extend the translation (—)* to annotations and (sets of) sequents as follows.

(¢°) = (97, @ ={(¢p?" | 9" € @} and A'={D'[Dc A}
and we define the set N, of names for ¢ € F to be equal to Ny.
Theorem 5.6. For all ¢ € LyF, if Fcloy ", then FcloGk @

Proof. We will prove the theorem by proving the following claim.

For all Clog:-derivations 7t and all game logic sequents ® such that 77 : A Fcio,y f, 1)
there is a CloGk-derivation 77’ : B Fcjog, P, where B = A
We prove this claim by induction on the complexity of Cloy:-derivations.

For the base case, the derivation 7 is either an application of the axiom Ax1, which derives ®f
from no assumptions, or a derivation of the sequent ®* from the assumption ®*. In both cases, a
CloGk-derivation 7’ satisfying the claim can be found by simply replacing ®! with ® in 7.

For the inductive hypothesis, we take some n# > 1 and assume that (1) holds for all Clog-
derivations 7t with 7 or less nodes and all game logic sequents ® such that 77 : A ¢y, o,

For the inductive step, assume we have a Clog:-derivation 7 : A "Cqu,t ®* with n + 1 nodes,
then we will prove that there always exists a CloGk-derivation 7’ : B F-cjog, ®, where Bf = A.
We will show this by making a case distinction based on the last rule applied in 7.

Before we start this case distinction, there are some assumptions we can make. Since 7r has
at least 2 nodes, the last applied rule can not be Ax1, so we only need to consider the inference
rules. Also, we may make the injectivity assumption, which states that for every formula A € ®F,
there is one unique ¢ € ® such that ¢ = A. If ® did not satisfy this assumption, we could simply
remove formulas until it did. This would not change @, so we could still use the derivation 7.
After finding a CloGk-derivation for this reduced version of ®, we could use the weak rule to add
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the removed formulas back in and obtain a CloGk-derivation of ®. Similarly, we can assume that
none of the formulas in @ are of the form [v;d]¢. If a formula would be of this form, we could
replace it with [y][6]y, which has the same translation. After finding a CloGk-derivation for this
altered ®, we could return the formula to its original form by applying the ; rule.

If the last rule applied in 7t is mod, then ®¢ = [¢9]A, [¢]A®. By the injectivity assumption,
there is one unique ¢® € ® such that (°)? = ([¢g]A)? and ® = ¢°,¥, where ¥* = [¢9]A. We can
deduce the shape of ¢ by looking at the definition of the translation (—)*. Since it does not affect
annotations, we must have a = b and ¢! = [¢]A. The only way the translation of i can have this
form is if ¢ = [g]|¢o, where lpg = A. We also have the game logic sequent ¥ such that ¥# = [¢9]A.
Define E = {x | 3¢ € ¥ s.t. { = [¢%]x}, then it is clear to see that Zf = A. The mod rule was
applied to the premise A, A®. If we remove this rule from 7, then we have a Clog:-derivation
7 A FQO(Pt A, A?, which has n nodes, and a game logic sequent () = E, ¢)§ such that Of = A, A2,
This means we can apply the induction hypothesis to get a CloGk-derivation 7, : B Fcjog, Q,
where B = A. If we apply mod to the root sequent Q) = E, 93 of this derivation, we obtain a
CloGg-derivation 7t of the sequent ® = [¢%]Z, [g]y3 from the set of assumptions B, where Bf = A.

If the last rule applied is exp, then & = A?l, e, A]Ek and the exp-inference is applied to the
premise A',..., A7%, where a; C b; for all i < k. By the injectivity assumption and the fact that
the translation does not affect annotations, we know that for every A; there exists one unique
¢; € @ s.t. (P;)! = A;. This means that & = 1/}?1, .. .,lpEk. Removing the last applied rule from
7t gives us a Clogi-derivation g : A I_Clo(p: Aifl, .. .,Azk with 7 nodes and we also have a game
logic sequent ¥ = 3, ..., 7% such that i = Al',..., AZ¥. This means that we can apply the
induction hypothesis to get a CloGk-derivation 77, : B Fciogy ¥, where B = A. Since a; C b; for
all i < k, each annotation a; can be turned into b; by repeatedly applying the exp rule to add every
name x € b; that is not in a;. This gives us a CloGk-derivation 77’ : B F¢joc, ®, where Bf = A.

If the last rule applied is V, then ®% = A, (Ag V A1)? and the V rule is applied to the premise
A, A3, A2. By the injectivity assumption, there is a unique ¢ € @ such that p* = Ay V A; and
® = ¢, ¥, where ¥¥ = A. Given its translation, there are three possibilities for the shape of y:

(i) ¥ = Po V 1, where 1/18 = Ap and 1/1? = Aj.
(ii) ¢ = [70 Umlx, where ([70]x)* = Ag and ([11]x)* = As.
(i) ¢ = [o!]y1, where P} = Ag and ¢} = A;.

We can obtain a Clog:-derivation mp : A "CIo(pu A, Aj, A3 with n nodes by removing the V rule at
the root of 7. In all three cases, there is a game logic sequent Z such that &f = A, A3, A3. In cases
(i) and (iii), it is Z = ¥, 9§, ¥} and in case (ii), it is E =¥, ([70]x)?, ([v1]x)?. So, in each case, we
can apply the induction hypothesis to get a CloGgk-derivation 71, : B Fcjog, &, Where Bf = A
In case (i), applying the V rule to 7} gives ¥, (o V 1)® =¥, ¢ = ®.
In case (ii), applying the V rule and then the U rule to 7} gives ¥, ([yo L 11]x)? = ¥, ¢* = .
In case (iii), applying the A rule and then the ! rule to 71 gives ¥, ([¢o]y1)? =¥, ¢? = D.
So, in each case, we have a CloGg-derivation 7’ : B Fcjog, P, where B = A

If the last rule applied is A, then ®f = A, (Ag A A1)? and the A rule is applied to the premises
A, A3 and A, A2. By the injectivity assumption, there is a unique * € ® such that y* = Ag A A,
and ® = ¢?, ¥, where ¥t — A. If we remove the A rule from 71, we get two Clog:-derivations
o : Ag FClog: A, Ap and 711 Aq Fclo ot O, A1, where A = AgU A;. Given its translation, there are
three possibilities for the shape of :

(i) ¥ = ¢ A 1, where 1/18 = Ap and 1/)? = A1
(i) ¢ = [v0M1]x, where ([y0]x)* = Ag and ([1]x)* = A1
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(ifi) ¥ = [o?]y1, where 9§ = Ag and 9 = A,

In each case, we can find two game logic sequents Zy and = such that ug = A, Aj and Eg = A, A
In cases (i) and (iii), take &; = ¥, ¢? for i = 0,1 and, in case (ii), take &; = ¥, ([vi]x)? for
i = 0,1. So,in each case, we can apply the induction hypothesis to get two CloGk-derivations
g = Bo Fclogy Zo and 77 : By "CloGK &1, where Bt A;fori=0,1.
In case (i), applymg the A rule to 77, and 7} gives ¥, (Yo A 1) =¥, ¢ = .
In case (ii), applying the A rule to 77, and 7t} and then M, gives ¥, ([yo M 11]x)* =¥, ¢ = ®
In case (iii), applying the A rule to 77, and 77} and then the ? rule gives ¥, ([o?]91)? =¥, ¢? = ®
So, in each case, we have a CloGg-derivation 77’ : B Fcjog, P, where Bf = A

If the last rule applied is o, then P = A, (ox.A)?, where o € {u,v} and a < gt % and the ¢ rule
is applied to the premise A, A(cx.A)?. By the injectivity assumption, there is a unique ? € @
such that ¢! = ox.A and ® = ,'¥, where ¥¥ = A

Say 0 = u, then we know from the definition of the translation that ¢ = [y*]x for some y and

x such that A(x) = x*Vv T$ (x). Also, since the variable x is created by translating the fixpoint
formula ¢, we know that x = x¥. This gives

A(px? A(x)) = x4V o (ua? A(?)) = 1 v T et o v 7 (1)) = v o R ()

v
= X'V ([ 1x)*
= (x vV [ Ix)*

If we remove the ¢ rule from 7, we get a Clog-derivation 7 : A Fcloy A, A(ux¥.A(x%)) with n
nodes. We also have the game logic sequent ¥, x V [][7*]x, which translates to A, A(ux?¥.A(x?)),
so by the induction hypothesis we have a CloGk-derivation 71, : B Fciog, ¥, x V [7][7*]x, where
= A. We would like to apply the * rule to the root of 77, however, to do this, we need to ensure
that a < [y*]x. Takey € a, then by a < <yt x¥, we know that y € N, such that y < <t x%. Names
are not changed between languages, so y is a name for a variable in @y, as well as a name for a
fixpoint formula in F. So, there must be some ¢ € F such thaty € N; = N,;. Since Ny N N,; =@
if y # x%, we must have y = x¢. This means we have x¢ < ol x¥ and since the order on Var(¢f) is
reflected into the order on game logic fixpoints by the translation, we have { < ¢. So, forall y € a,
y € N; such that { < ¢, which means a < ¢ = [y*]x. The side condition is satisfied, so we can
apply the * rule to 71, giving us a CloGk-derivation 77’ : B F¢jog,, P, where Bf = A. In the case
where ¢ = v, we can use similar reasoning, using the X rule instead of *.

If the last rule applied is v-cloy, then D = A, (vx.A)?, the v-cloy rule was applied to
A, A(vx.A)®, where a S(Pt x, x € Ny and x € A,a and there is a leaf of 7 that is labelled
with the assumption Q) = A, (vx.A)?*. By the injectivity assumption, there is a unique ¥? € ®
such that t,bﬁ = vx.A and & = ¢?, ¥, where ¥¢ = A. From the translation, we know that
¥ = [y*]x for some y and x such that A(x) = x* A T#](x) and we have x = x¥. We also know that

A(vx.A) = (x A Y]l 1x0)%

The approach we used in the previous cases will not work here. This is because when we
apply the induction hypothesis to get a CloGg-derivation of ¥, x A [y][7*]x, we have no guarantee
that this derivation has ¥, ([7*]x)®* as one of its assumptions. We do get at least one assumption
which would translate to Q) and, by the definition of the translation (—)*, we know this assumption
would have the shape ©, ([y*]x)®*, where ® = A, but we can not be sure that ® = ¥. This
means we might not be able to apply the cloy rule in order to obtain the sequent ¥, ([y*]x)? from
¥, (x A [v][7*]x)*. So, we will need to use a different approach here.
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We will first construct a derivation of ¥, ([y*])x)? that only differs from a valid CloGk-derivation
in the fact that not all assumptions associated with applications of the cloy rule are discharged,
and then transform it into a proper CloGk-derivation. In order to obtain the building blocks that
we will use to construct this proof, we will first need the observation below, where we define S to
be the set of game logic sequents ¥ such that £f = A.

Claim 2. For all . € S there exist sets By and Ly of game logic sequents such that
1) BL = Aand £L = {A}

2) For any annotation b = axy,...,xn, where xg,...,xx € N[VX]X, there is a CloGk-derivation

p2: By U{O, ([v*1x)° | © € L3} Feiog, = (X A [1][7*1x)P

Proof of claim. Fix & € S. We have Xf = A, so the game logic sequent X, (x A [y][y*]x)®* translates
to A, A(vx.A)®*. If we remove the last applied rule, v-cloy, from 71, we get a Clog-derivation
7o+ AU{Q} Fcioy A, A(vx.A)®. Since the v-clox rule was removed, the assumption () is no
longer discharged, so it is added to the set of assumptions for 7rg. This derivation has # nodes, so
by the induction hypothesis, we have a CloGk-derivation 7}, : By U B’ Faiogk Z (XA [y 10
where Bg = A and B’ contains all the assumptions that translate to (). This means that every
sequent in B’ must be of the form ©, {**, where ®! = A and gﬁ = vx.A. Since gﬁ is the same
fixpoint formula with the same fixpoint variable x as *, they must both be translations of the
same game logic fixpoint formula, so { = ¢ = [y*]x. So B’ = {0©, ([v*]x)** | ©® € Lx}, where
Ly is a set of sequents such that £Lf = {A}. We have now obtained the sets By, and Ly that satisfy
the first condition of our claim.

Say we have an annotation b = aX, where x = x; ... x, and each x; is a name for [y*]x. Now, we
replace every instance of x in an annotation in 77, with X. The inference rules that leave annotations
unchanged are not affected by this replacement. Note that x is in the annotation of the root sequent
of 7T6, so there was no application of v-cloy, since this would have removed x from the annotations.
This means that the problem this replacement brings about is that applications of the exp rule that
were used to x to the annotation of a formula are now no longer valid. However, we can easily
solve this problem by replacing each such use of the exp rule with a sequence of applications of
the exp rule which adds each name in X one by one. By making these changes, we have turned the
derivation 71, into a derivation

p2 : Br U{O, ([7*]x)° | © € L5} Faog, T (X A [7][v*]1x)°,

so the proof of the claim is finished. |

With this claim proven, we can now use these derivations p2 to construct a derivation of
¥, ([v*]x)?, which will be almost a valid CloGk-derivation. This will be a derivation in the proof
system D, which is CloGk extended with the following inference rule.

wd A2y Ao [T le)
PR Ul

This rule is the cloy rule without the requirement that the assumptions of the form A, ([y*]¢)?
are discharged. We will call a node t dangling if the Dy rule is applied at ¢. Before we start
constructing our D-derivation of ¥, ([y*]x)?, we will add one name xy for every X € S to the set
Ny. We know from the side condition of v-cloy thata < x¥. We saw in the case for the ¢ rule
that this means that for all y € a there is some ¢ € F such thaty € N; and { < ¢, so we know that
a X x for any x € Ny. Furthermore, if X contains only names from Ny, we have aX < x.

(axxe N['YX]¢’
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We start our construction with a one-node derivation, which contains only the sequent
Y, ([Y*]x)?. Suppose that at any time during our construction, our derivation has an as-
sumption of the form X, ([7*]x)P, where £ € S and b = a%, where X = xz, ...xs, such that
Y ¢ {X1,..., %} €S (Note that this includes our initial sequent!). By Claim 2, there is a CloGg-
derivation pgxz of 2, (x A [7][7*]x)P from the set of assumptions By U {®, ([y*]x)? | © € Lx}.
Through an application of Dy, , we will adjoin the root of pgx: to every leaf that is labelled with
the assumption %, ([7*]x)P. By doing this, we replace the assumption ¥, ([1*]x)P with the set of
assumptions By U {®, ([v*]x)P | ® € Ly }.

Since S is a finite set, each branch of our constructed derivation will either end on an application
of Ax1, a sequent from By, for some & € S or an assumption of the form X, ([y*]x)®, which has
already appeared earlier in the branch, albeit with a different annotation. When this last case
happens, we cannot use the claim to obtain a derivation p;xx’ since the name xy, is already in the
annotation b. Once all branches have been closed in one of these three ways, we have found a
D-derivation p of ¥, ([1*]x)? from assumptions in {By | £ € S} U{Z, ([v*]x)? | = € S}.

We can make some observations about the D-derivation p that we have constructed.

1. All leaves of p are either labelled with an axiom, a sequent from B = JycsBs or a
sequent of the form X, ([1*]x)?, where & € S and b = axy, ...xy, such that ¥ = Y,
IR {Zq,...,Zk} CSand; #Z/ lfl#]

2. If a leaf [ is labelled with %, ([y*]x)P, where b = axs, ...xs,, then the path from the root
of p to | passes through the nodes t1, ... f; in that order, where ¢; is a dangling node or the
conclusion of an application of the cloxy rule and the name x5y, is introduced by that rule.

3. If t is a dangling node of p, labelled with %, ([y*]x)P and [ is a leaf above t labelled with
%, ([v*]x)¢, then bxy C c.

k

To show that we can transform the D-derivation p into a CloGk-derivation, we will show that we
can turn any D-derivation satisfying the above conditions into a D-derivation that still satisfies the
conditions and has a smaller number of dangling nodes.

Let o be a D-derivation satisfying the conditions given above. Pick a dangling node ¢ with
maximal distance to the root of ¢. This ensures that there are no dangling nodes above t.
Since t is a dangling node, it is labelled with %, ([y*]x)3* and its successor is labelled with
%, (x A[7][r*]x)?= for some ¥ € S and X = x5, ... x5y, where £ ¢ {¥,..., %} C S. Let L; be
the set of leaves above ¢ that are labelled with a sequent of the form X, ([y*]x)®.

If L; is empty, then we can remove all occurrences of the name xy above t and replace the Dy
rule applied at t with an application of the x rule.

If L; is non-empty, then every | € L; is labelled by a sequent of the form X, ([1*]x)™ for
some annotation b;. From condition 3, we know that b; = aXxyc; for some sequence of names c;.
Clearly, for every leaf I € Ly, the sequent it is labelled with could be derived from X, ([y*]x)¥>=
by repeated applications of the exp rule, which add all the names in ¢;. So, we attach to every
leaf I € L; such a sequence of applications of exp, replacing each leaf  with a new leaf I’ that is
labelled with %, ([7*]x)®>*=. Once this is done, we replace the Dy, rule applied at ¢ with the cloy,
rule and subsequently discharge the assumption X, ([y*]x)¥>* at every leaf I’ with I € L.

It is easy to see that in both of these cases, the resulting D-derivation still fulfills conditions 1, 2
and 3, the node ¢ is no longer a dangling node and no new dangling nodes have been created. So,
by these transformations, we have finally obtained a CloGg-derivation 77’ for ¥, ([7*]x)? from the
set of assumptions B, where B = A.

So in every case, there exists a CloGk-derivation 77’ for ® from assumptions B, where B = A,
so the inductive step is complete and (1) has been proven by induction. O
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5.4.  Completeness of CloGy via transformation

Now that we have established that for any game logic formula ¢ and Clo-derivation of ¢f we can
find a CloGk-derivation of ¢, we have everything we need to show that the system CloGk for the
game logic language £ is complete over Kripke models.

Theorem 5.7. [Completeness of CloGy] For all ¢ € Lnr(Po,To), if Fyaury @, then Fciog, ¢

Proof. Say we have a game logic formula ¢ that is valid over Kripke—EKlF(CI)o, I'p) models. By

the modal equivalence of the class K*0T0 and the class GEO’FO of augmented game models, this
means that ¢ is also valid over augmented game models. By Theorem 5.3, the translation (—)"
is validity-preserving, so we know that the modal p-calculus formula @ is valid over Kripke
models. Since the system Clo is known to be complete over Kripke models, we know that there
must be a Clo-derivation of @*. By Theorem 3.19, there also exists a Clog:-derivation of ¢f and, by
Theorem 5.6, there is a CloGgk-derivation for ¢. O
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6 CONCLUSION

6. CONCLUSION

In this thesis, we adapted the sequent system CloG for game logic into a new cyclic sequent system
CloGk for game logic by replacing the monotone modal rule from CloG with the normal modal
rule. We then proved the completeness of CloGk over Kripke models. This result was obtained by
giving a validity-preserving translation (—)* from game logic formulas into the modal y-calculus
and showing that we can transform any Clo-derivation of a translated game logic formula ¢* into
a CloGg-derivation of ¢.

6.1. Discussion

The translation (—)* from game logic to the modal p-calculus we defined closely resembles the
one given in [3], but it differs in the fact that, in our paper, the languages it translates between
have different sets of propositional atoms. This is because the fixpoint variables x% for fixpoint
formulas ¢ € F are unique variables that are "created" by this translation and did not exist in
the set of propositional atoms for game logic. These variables being unique is essential to make
sure that the translation reflects the subsumption order on the fixpoint variables into the order on
fixpoint formulas in game logic

We decided not to work with the global subsumption order for fixpoint variables in the modal
p-calculus, instead creating the intermediate system Cloc to get around using this order. This was
because we expected the renaming of variables, which is necessary to define this global order,
to pose a problem to the way we defined our translation (—)%. Since some unique variables are
"created" by this translation, having to rename some instances of these variables to use the global
order could have introduced complications.

The method we used to transform from Clo-derivations to CloGk-derivations closely follows the
approach used in [3] for the transformation from Clo to CloM. Our approach for finding a CloGg-
derivation that gives the same conclusion as an application of the closure rule in a Clo-derivation
involves constructing a derivation, which is almost a proper CloGk-derivation, by continuously
appending derivations to leaves that are labelled with a particular kind of assumption. This
derivation is then transformed step by step in to a proper CloGk-derivation. This method and
the machinery of annotated proofs could be some useful tools in working with and proving the
completeness of other cyclic proof systems.

Given more time, we would have liked to also adapt the systems G from [3] and Par from [1]
into systems that are complete over Kripke models and shown this completeness, but these tasks
turned out to be too intensive for time-frame we had for this paper.

6.2. Future research

As outlined in the introduction, after proving the completeness over Kripke models of CloGg,
a next step could be to also adapt the systems G and Par into systems that can be shown to be
complete over Kripke models by replacing their monotone modal rules with the normal version,
similarly to how we adapted CloG into CloGk. It might be possible to use a similar sequence of
transformations as the one given in [3] for the proof of the soundness and completeness over game
models of Par, starting at CloGg, to prove the completeness over Kripke models of these newly
defined systems.

It could also be attempted to give a transformation directly from Clo to CloGk by renaming the
variables in the modal y-calculus to be able to use the global subsumption order. This would likely
involve redefining the translation (—)# such that it still reflects the this global order on fixpoint
variables into the order on fixpoint formulas. However, this seems like it would be a very difficult
task and there is not much new knowledge to be gained by doing it, so it is not of high priority.
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