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Abstract

Proving the correctness of programs is essential for programming languages. A
widely used approach for proving the partial correctness of programs is Hoare
logic, a concrete formal system using axioms and rules. It is sound and complete,
and has since been adapted for numerous languages. A drawback of the system is
its low modularity, meaning any alteration of the semantics influences the sound-
ness of the Hoare logic. This implies that a separate Hoare logic must be derived
and proved for each individual programming language.
A modular way for representing programming languages is skeletal semantics. It
was introduced as a meta-language for describing languages specified from natu-
ral semantics and has been used to derive correct-by-construction interpreters. In
this project we provide a comprehensive presentation of Hoare logic and skeletal
semantics. We introduce an imperative language While, and prove the soundness
property of its skeletal semantics with respect to Hoare logic. Lastly, we make the
first step towards a general way to describe correct-by-construction Hoare logic
from skeletal semantics by providing a heuristic for mapping skeletons to Hoare
logic rules.
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1
Introduction

Programming languages are the building blocks of applied computer science.
Although only part of them are widely used, hundreds of programming languages
exist [2]. Naturally, as building blocks, we want to have the certainty they are
reliable enough to build on top of them. Therefore, for every programming
language, there is a need for formal verification as a means to prove the correctness
of programs. In order to ensure the reliable behaviour of a program, we ought
to define its specifications and develop a thorough method to prove they are
satisfied [4].

One of the most used formal approaches for proving soundness with respect
to a certain semantics is Hoare logic, an axiomatic formal system. However, these
proofs have little modularity, meaning that even small changes in the semantics
of a language affect the soundness of the Hoare logic. Thus, it is necessary
to develop a separate Hoare logic for each programming language, which can
become a laborious task.

Skeletal semantics is a concept that has been recently introduced in the field
of programming languages semantics [3]. It represents a framework for defining
languages specified in natural semantics. It uses a modular approach, meaning
some common structures are shared by the languages formalized in skeletal se-
mantics, and only the language-specific atoms must be defined for each language.
Although not yet extensively researched, skeletal semantics has tremendous po-
tential for automatic derivations. Currently, the framework allows correct-by-
construction interpreters to be instantiated for programming languages described
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using skeletal semantics [1].

The previously mentioned considerations represent the foundation of our moti-
vation. We believe the process of describing Hoare-style logic can be automated to
some extent and generalised, as long as the targeted programming languages are
formalised consistently. More specifically, we propose to investigate the formal
way to describe a Hoare-style logic for languages defined using skeletal seman-
tics, and examine the possibility of deriving correct-by-construction Hoare logic
for these languages. We investigate this possibility by first proving the soundness
of a simple imperative language called While. We then present a heuristic for
mapping skeletal semantics constructs to Hoare-style logic rules. We expect our
research will prompt the interest of the program verification community and will
direct their attention to the possibilities offered by skeletal semantics with regard
to the provable correctness of programs.

In this project, we first explore the related work and provide the necessary
background information on Hoare logic and skeletal semantics in Chapter 2. In
Chapter 3, we introduce the syntax and semantics of the imperative language
While in section 3.1. We then provide the formal definitions of filters in 3.2,
before proceeding to proving the soundness of expressions in 3.3 and statements,
in 3.4. In section 3.5, we extend the language with new rules, and in 3.6 we
introduce a heuristic for mapping skeletal semantics to Hoare logic. Lastly, we
analyze possible future work in Chapter 4.
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2
Background

2.1 Hoare Logic

The objective of any program is to perform a particular function decided by the
programmer. This function is called the behaviour of the program. There are
two options to assess whether the program exhibits the expected behaviour. A
program can possess the partial correctness property, which expresses that if the
program terminates, a certain condition will be met in the final state. A program
can also have the total correctness property, which adds to the notion of partial
correctness the condition that the program will terminate [11].

Proving the correctness of programs is one of the most challenging and resource-
consuming tasks in computing science [9]. A formal system for proving pro-
gram correctness by means of rules and axioms was developed by Hoare [6].
This axiomatic system has revolutionised the discipline, prompting the develop-
ment of numerous applications of Hoare logic in diverse fields: provable concur-
rency laws [7], correctness conditions for non-linearizable concurrent objects [13],
verification-focused formal genetic programming systems [5], information flow
control [10]. Since the interest in the topic grew, attempts at automating the pro-
cess of proving program correctness have been made, but mostly separately for
each language [8, 12], due to their lack of modularity.

The most important characteristic of the system is the Hoare triple. It has the
form: {𝑃} 𝑆 {𝑄}, where 𝑃 is called the precondition, 𝑄 - the postcondition, and
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2.2. SKELETAL SEMANTICS

𝑆 is the command. 𝑃 and 𝑄 are also called assertions or predicates. The triple
expresses that if the precondition is met, the postcondition will be satisfied after
executing the command. Hoare triples can be applied to prove only the partial
correctness of programs.

The system contains rules and axioms. Both contain a precondition, command,
and postcondition. The difference between them is that rules have premises,
while axioms don’t. Equation 2.1 shows the skip axiom, while 2.2 is the rule for
composition. The two premises of the rule are above the line: {𝑃} 𝑆1 {𝑄} and
{𝑄} 𝑆2 {𝑅}. For each rule, if the premises are met, executing the command in
an initial state in which the precondition holds results in a state in which the
postcondition is met.

{𝑃} skip {𝑃} (2.1)

{𝑃} 𝑆1 {𝑄} {𝑄} 𝑆2 {𝑅}
{𝑃} 𝑆1; 𝑆2 {𝑅}

(2.2)

2.2 Skeletal Semantics

Hoare logic is an example of a semantics. The semantics of a programming
language is concerned with the meaning, or behaviour, of grammatically correct
programs, as opposed to syntax, which represents the grammatical structure of
programs [11]. The most important semantics for programming languages are
operational semantics, denotational semantics, and axiomatic semantics - represented
by Hoare logic.

In this project, we are particularly interested in operational semantics, which
describes the meaning of programs as executions of sequences of steps. It can
be further divided into natural semantics, describing how the overall results of
computations are obtained; and structural operational semantics, describing how
the individual steps of executions are evaluated [11]. If any partial correctness
property that can be proved using a certain inference system also holds according
to the semantics, the semantics is said to be sound. Using the Hoare logic system,
we want to prove this property for skeletal semantics.

4



CHAPTER 2. BACKGROUND

Skeletal semantics is a meta-language used for describing languages specified
from natural semantics [3]. It has been introduced as a solution for systematically
constructing both concrete and abstract semantics, while proving general consis-
tency results. The semantics proposes the notion of skeletons, which describe the
behaviour of reusable language constructs. Based on them, the generic interpre-
tations derive semantic judgements. Skeletal semantics can be interpreted using
non-deterministic and deterministic abstract machines [1]. In addition, for any
language, a certified OCaml interpreter can be instantiated [1].

Recently, a language-independent framework has been proposed as a solution
for automatically generating correct-by-construction program verifiers for oper-
ational semantics [14]. It has been tested on real-world languages (C, Java, and
JavaScript) and proved their functional correctness. Both interpreters and ver-
ifiers are exceptionally useful, and the groundwork for automatically deriving
them has already been laid. However, a similarly challenging task - automatically
deriving a Hoare-style logic for languages formalised in skeletal semantics, has
not yet been investigated.

Skeletal semantics uses terms, which can either base terms - corresponding to
basic blocks of syntax, term variables, or constructors applied to terms. Each
term has its own sort, representing its “type”, which can be a base sort, for base
terms, or a program sort, otherwise. We assume a set of term variables and a set of
constructors, ranged over by 𝑥𝑡 and 𝑐, respectively.

Term variables together with flow variables form the set of skeletal variables.
The purpose of flow variables is to hold semantic values, such as states and
intermediate values. Similarly to terms, flow variables have flow sorts. We write
t : s or Sort(t) = s to denote that 𝑠 is the base sort of the base term 𝑡, and 𝑣 : 𝑠 or
Sort(v) = s to denote that value 𝑣 has the flow sort 𝑠. For a program sort 𝑠, we
write 𝑖𝑛(𝑠) for its input flow sort and 𝑜𝑢𝑡(𝑠) for its output flow sort.

The semantics of each constructor 𝑐 is given by a skeleton. A skeleton has the
form Name(𝑐(𝑥𝑡1 ..𝑥𝑡𝑛 )) := 𝑆, where Name is the name of the skeleton, 𝑥𝑡1 ..𝑥𝑡𝑛 are
term variables and 𝑆 is the skeleton body. Formula 2.3 is an example of a skeleton
defining the If statement of an imperative language. Here 𝑥𝑡1 , 𝑥𝑡2 , 𝑥𝑡3 are term
variables, while all other variables are flow variables. Among these, we notice 𝑥𝜎
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2.2. SKELETAL SEMANTICS

- the input state, and 𝑥𝑜 - the output state of the skeleton. The skeleton name is If,
and the skeleton body is contained in the square brackets.

If(𝑖 𝑓 𝑥𝑡1 𝑥𝑡2 𝑥𝑡3) :=
𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ;

(
isTrue(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥𝑜)
isFalse(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡3 , 𝑥𝑜)

)
{𝑥𝑜}


(2.3)

The body of a skeleton is composed of bones, which can be either hooks, filters, or
sets of branches. Hook judgements represent required subcomputations, or recursion.
They are built from an input flow variable, a term to be hooked, and an output
flow variable. For example in 2.3, hook 𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1) has input 𝑥𝜎 - the state of
the program, term 𝑥𝑡1 , and output 𝑥 𝑓1 . During the interpretation of the hook, the
constructor of term 𝑥𝑡1 will be applied with the input state bound to 𝑥𝜎, and the
output state will be bound to 𝑥 𝑓1 .

The filters in skeletal semantics have the form F(𝑥1..𝑥𝑛)? ⊲ (𝑦1..𝑦𝑚), where F is
the filter name, 𝑥 and 𝑦 range over skeletal variables, with input variables 𝑥1..𝑥𝑛
and output variables 𝑦1..𝑦𝑚 . Filters test whether the values of the input variables
satisfy a certain condition, and bind the result to the output variables. In 2.3, the
𝑖𝑠𝐵𝑜𝑜𝑙 filter checks if the value of 𝑥 𝑓1 is a boolean, and binds the result to 𝑥 𝑓1′ . A
filter with no output variables, such as 𝑖𝑠𝑇𝑟𝑢𝑒 in 2.3, acts like a predicate and is
written F(𝑥1..𝑥𝑛).

A set of branches represents the set of possible pathways in the derivation when
the control flow splits. Each branch is itself a sequence of bones. A set of branches
has a set 𝑉 of shared skeletal variables that must be defined by each branch,
written to the right of the branching. In example 2.3, there is one set of branches
with two pathways, depending on the value of 𝑥 𝑓1′ . Here the set 𝑉 has a single
element - 𝑥𝑜 .

There are three interpretations defined for skeletal semantics. The well-formedness
interpretation ensures that all bones in the skeletons use terms of the correct sorts.
The concrete interpretation always picks one branch from a set of branches, and the
variables in 𝑉 take the values of the variables in the branch. The abstract inter-
pretation evaluates all possible paths in a branching, and if one or more branches
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CHAPTER 2. BACKGROUND

succeed, the variables in 𝑉 are set to ⊤. The three interpretations of skeletal
semantics are proven to be consistent [3].

The interpretations are represented by triple sets of the form (state, term, result).
For the concrete interpretation, the input state is a pair (Σ, 𝑇). Here Σ is an
environment, mapping term variables to closed terms and flow variables to values,
and 𝑇 is a set of triples of value, closed term, and value, representing already
known subderivations. Just like the environmentΣ, the result of the interpretation
maps term variables to closed terms and flow variables to values.

The set 𝑇 is used in the interpretation of hooks. 𝑇 is the input for the immediate
consequence ℋ , which is a function from triple sets to triple sets, deriving new
judgements based on already known ones. For a triple (𝜎, 𝑡 , 𝑣) to be in ℋ(𝑇),
a few conditions must be met. First, the term 𝑡 must be a constructor applied
to terms, such that 𝑡 = 𝑐(𝑡1..𝑡𝑛) and 𝑆𝑜𝑟𝑡(𝑡) = 𝑠, where 𝑠 is the input sort for 𝜎.
Next, if the skeleton Name(𝑐(𝑥𝑡1 ..𝑥𝑡𝑛 )) := 𝑆 is evaluated in the initial environment
Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡1 → 𝑡1 + .. + 𝑥𝑡𝑛 → 𝑡𝑛 , the output environment is Σ′, which binds
𝑥𝑜 to 𝑣. In other words, ⟦𝑆⟧(Σ, 𝑇) ⇓ Σ′, and Σ′(𝑥𝑜) = 𝑣.

In this context, the symbol ⇓ represents concrete semantics of the language. The
concrete semantics ⇓ is defined to be the smallest fixpoint of ℋ , formally written
⇓ =

⋃
n ℋn(∅). The definition is derived using the Kleene fixpoint theorem, from

the facts that function ℋ is monotone and continuous [3].

In the process of deriving ℋ(𝑇), all known evaluations (𝜎, 𝑡 , 𝑣) ∈ 𝑇 will be com-
bined using the applicable constructors of the language to obtain new judgements.
For a short running example, we assume we know the results of evaluating two
arithmetic expressions in 𝑇 = ℋ k(∅), namely (𝜎, 𝑎1, 𝑣1) ∈ 𝑇 and (𝜎, 𝑎2, 𝑣2) ∈ 𝑇.
Then, we will be able to derive new judgements based on the constructors in
our language that require two input variables. If the language used has the rule
for arithmetic expression addition, 𝑎1 + 𝑎2, then from (𝜎, 𝑎1, 𝑣1) ∈ ℋ k(∅) and
(𝜎, 𝑎2, 𝑣2) ∈ ℋ k(∅), we can derive a new judgement for evaluating the sum of
the expressions. The new triple, (𝜎, 𝑎1 + 𝑎2, 𝑣3), will be part of ℋ(𝑇), otherwise
written as (𝜎, 𝑎1 + 𝑎2, 𝑣3) ∈ ℋ k+1(∅). Here, the value of 𝑣3 will be the sum of the
values of 𝑣1 and 𝑣2.
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2.2. SKELETAL SEMANTICS

Similarly, we assume the rule for checking if two expressions are equal, 𝑎1 = 𝑎2,
is present in our language. Then, from (𝜎, 𝑎1, 𝑣1) ∈ ℋ k(∅) and (𝜎, 𝑎2, 𝑣2) ∈ ℋ k(∅),
we will be able to derive a new triple (𝜎, 𝑎1 = 𝑎2, 𝑣4) ∈ ℋ k+1(∅), where 𝑣4 contains
the truth value of the equality 𝑣1 = 𝑣2.

8



3
Analysis

This chapter represents the main part of our report. We first describe the
simple imperative language While in 3.1. We provide the syntax in 3.1.1 and
introduce functions defining the semantics of expressions in 3.1.2. In subsection
3.1.3, we present the Hoare logic and skeletal semantics, and in 3.2 we provide
the formal definitions of the filters in the language. We then proceed by proving
the soundness of the language While, first for expressions, in section 3.3, then for
statements, in section 3.4. We follow by extending the language with two new
rules in section 3.5, for which we also prove the soundness property. Lastly, in
section 3.6, we describe a heuristic for mapping skeletons to Hoare logic rules.

3.1 Language While

We want to prove the soundness property for a simple imperative language
called While. For this, we first describe the language by presenting its syntax,
semantics and the corresponding Hoare logic rules.

3.1.1 Syntax

The language While contains expressions and statements. Expressions evaluate
to values, while statements modify the state of the program. We have the following
categories:
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3.1. LANGUAGE WHILE

𝑛 − ranging over integers,Z

𝑥 − ranging over arithmetic variables

𝑦 − ranging over boolean variables

𝑎 − ranging over arithmetic expressions

𝑏 − ranging over boolean expressions

𝑆 − ranging over statements

The syntax of the language While is then:

𝑎 :== 𝑛 | 𝑥 | 𝑎1 + 𝑎2

𝑏 :== true | false | 𝑦 | 𝑏1 = 𝑏2 | ¬𝑏1

𝑆 :== skip | 𝑥 := 𝑎 | 𝑆1; 𝑆2 | if 𝑏 then 𝑆1 else 𝑆2 | while 𝑏 do 𝑆

3.1.2 Semantics of Expressions

Now that we know the syntax of the language, we proceed by presenting its
semantics. First, we want to provide the meaning of arithmetical and boolean
expressions. These expressions will always be evaluated in a certain state of the
program. This means that the state has to be an input parameter of the semantic
functions of expressions.

It is also important to mention the sorts in the While language. The base sorts
are ident for identifiers (strings) and lit for literals (integers). The program sorts are
expr for expressions and stat for statements. The flow sorts are val for values, int
for integers, bool for booleans, and store for variable store, which is a function from
strings to val. When evaluating expressions, the output flow sort is val, while the
output flow sort of statements is store [3]. Here val is instantiated with the disjoint
union int+bool. For example, if 𝑛1 : 𝑖𝑛𝑡 and 𝑏1 : 𝑏𝑜𝑜𝑙, then the corresponding
values 𝑛2 : 𝑣𝑎𝑙 and 𝑏2 : 𝑣𝑎𝑙 are 𝑛2 = 𝑖𝑛𝑡(𝑛1) and 𝑏2 = 𝑏𝑜𝑜𝑙(𝑏2).
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CHAPTER 3. ANALYSIS

Function A

We introduce the semantic function 𝒜 : (expr × state) → int, defining the
meaning of arithmetic expressions:

𝒜⟦𝑛⟧(𝜎) = 𝑛 if 𝑛 ∈ 𝑍

𝒜⟦𝑥⟧(𝜎) = 𝑛 if 𝜎(𝑥) = 𝑖𝑛𝑡(𝑛), 𝑛 ∈ 𝑍

𝒜⟦𝑎1 + 𝑎2⟧(𝜎) = 𝒜⟦𝑎1⟧(𝜎) + 𝒜⟦𝑎2⟧(𝜎)

Function𝒜 is not total, as it is not defined for boolean expressions. The function
can take the arguments one at a time. If we only provide the first parameter -
the expression, we obtain a function with one parameter, the state. The semantic
function evaluates arithmetic expressions in a certain state, and returns its integer
value.

Function B

We introduce the semantic function ℬ : (expr × state) → bool, defining the
meaning of boolean expressions. The function evaluates a boolean expression in
a particular state and returns its boolean value:

ℬ⟦𝑥⟧(𝜎) = 𝑏 if 𝜎(𝑥) = 𝑏𝑜𝑜𝑙(𝑏), 𝑏 ∈ {true, false}

ℬ⟦𝑎1 = 𝑎2⟧(𝜎) =


true if 𝒜⟦𝑎1⟧(𝜎) = 𝒜⟦𝑎2⟧(𝜎)
false if 𝒜⟦𝑎1⟧(𝜎) ≠ 𝒜⟦𝑎2⟧(𝜎)

ℬ⟦¬𝑏⟧(𝜎) =


true if ℬ⟦𝑏⟧(𝜎) = false

false if ℬ⟦𝑏⟧(𝜎) = true

Similarly to function 𝒜, function ℬ is not total, as it is not defined for arithmetic
expressions. The function also doesn’t require both parameters, and providing
only the expression leads to function ℬ⟦𝑏⟧ : state → bool.
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3.1. LANGUAGE WHILE

Function E

Lastly, we introduce the semantic function ℰ : (expr × state) → val:

ℰ⟦𝑥⟧(𝜎) =

𝑖𝑛𝑡(𝒜⟦𝑥⟧(𝜎)) if 𝒜⟦𝑥⟧(𝜎) is defined

𝑏𝑜𝑜𝑙(ℬ⟦𝑥⟧(𝜎)) otherwise

Unlike functions 𝒜 and ℬ, function ℰ is total on expressions, as it is defined
for both arithmetic and boolean expressions. Similarly to 𝒜 and ℬ, ℰ becomes
a function on states if we only provide the first argument. Function ℰ has the
purpose of transforming expressions to 𝑣𝑎𝑙 outputs, so it transforms the results
of functions 𝒜 and ℬ using 𝑣𝑎𝑙 wrappers.

3.1.3 Definitions

The functions we defined in 3.1.2 are an important prerequisite for the Hoare
logic of the language. In this subsection we first introduce a notation for predi-
cates, which we then use in the Hoare logic rules of While. Lastly, we provide
the skeletal semantics for the language, for which we will prove the soundness
property in future sections.

Predicates

We introduce the following notation for reasoning on predicates:

𝑃1 ∧ 𝑃2 for 𝑃 where 𝑃(𝜎) = 𝑃1(𝜎) and 𝑃2(𝜎)
¬𝑃 for 𝑃′ where 𝑃′(𝜎) = ¬𝑃(𝜎)
𝑃[𝑥 ↦→ ℰ⟦𝑎⟧] for 𝑃′ where 𝑃′(𝜎) = 𝑃(𝜎[𝑥 ↦→ ℰ⟦𝑎⟧(𝜎)])

When the predicate is of the form ℬ⟦𝑏⟧, we say the predicate is true if function
ℬ is defined on expressions 𝑏, and the result of the evaluation is 𝑡𝑟𝑢𝑒.

Hoare Logic

The Hoare logic for the language While [11] is given in Table 3.1.
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CHAPTER 3. ANALYSIS

[asn] {𝑃[𝑥 ↦→ ℰ⟦𝑎⟧]} 𝑥 := 𝑎 {𝑃}[
skip

] {𝑃} skip {𝑃}[
comp

] {𝑃} 𝑆1 {𝑄} {𝑄} 𝑆2 {𝑅}
{𝑃} 𝑆1; 𝑆2 {𝑅}

[if] {ℬ⟦𝑏⟧ ∧ 𝑃} 𝑆1 {𝑄} {¬ℬ⟦𝑏⟧ ∧ 𝑃} 𝑆2 {𝑄}
{𝑃} if 𝑏 then 𝑆1 else 𝑆2 {𝑄}

[while] {ℬ⟦𝑏⟧ ∧ 𝑃} 𝑆 {𝑃}
{𝑃} while 𝑏 do 𝑆 {¬ℬ⟦𝑏⟧ ∧ 𝑃}

[cons] {𝑃′} 𝑆 {𝑄′} 𝑃 ⇒ 𝑃′ 𝑄′ ⇒ 𝑄

{𝑃} 𝑆 {𝑄}
Table 3.1: Hoare Logics While

Skeletal Semantics

The Skeletal Semantics of the language [3] is presented in Table 3.2. Each
language construct is represented by one skeleton.

3.2 Formal Definitions of Filters

Bodin et al. [3] describe the sorts of filters in the language While. They do not,
however, provide their definitions. While hooks and branching sets do not depend
on the programming language, the filters in the skeletons are language-specific
atoms. Filters have the role of evaluating relations between variables and bind
new results to variables, so in order to complete derivations in skeletal semantics,
we require their definition. Thus, we will provide the formal definitions of filters
in Table 3.3. Special attention will be drawn to predicates 𝑖𝑠𝑇𝑟𝑢𝑒 and 𝑖𝑠𝐹𝑎𝑙𝑠𝑒.
They will return () if their input has the right value, i.e. the input of 𝑖𝑠𝑇𝑟𝑢𝑒 is true
and the input of 𝑖𝑠𝐹𝑎𝑙𝑠𝑒 is false. Otherwise, they will not return, not allowing
the execution to continue.
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Lit(𝑐𝑜𝑛𝑠𝑡(𝑥𝑡)) :=
[
litInt(𝑥𝑡)? ⊲ 𝑥 𝑓1 ; intVal(𝑥 𝑓1)? ⊲ 𝑥𝑜

]
Var(𝑣𝑎𝑟(𝑥𝑡)) :=

[
read(𝑥𝑡 , 𝑥𝜎)? ⊲ 𝑥𝑜

]
Add(𝑥𝑡1 + 𝑥𝑡2) :=

[
𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isInt(𝑥 𝑓1)? ⊲ 𝑥 𝑓 ′1 ;𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2);

isInt(𝑥 𝑓2)? ⊲ 𝑥 𝑓 ′2 ; add(𝑥 𝑓 ′1 , 𝑥 𝑓 ′2 )? ⊲ 𝑥 𝑓3 ; intVal(𝑥 𝑓3)? ⊲ 𝑥𝑜

]

Eq(𝑥𝑡1 = 𝑥𝑡2) :=

[
𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isInt(𝑥 𝑓1)? ⊲ 𝑥 𝑓 ′1 ;𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2);

isInt(𝑥 𝑓2)? ⊲ 𝑥 𝑓 ′2 ; eq(𝑥 𝑓 ′1 , 𝑥 𝑓 ′2 )? ⊲ 𝑥 𝑓3 ; boolVal(𝑥 𝑓3)? ⊲ 𝑥𝑜

]
Neg(¬𝑥𝑡) :=

[
𝐻(𝑥𝜎 , 𝑥𝑡 , 𝑥 𝑓1); isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓2 ; neg(𝑥 𝑓2)? ⊲ 𝑥 𝑓3 ; boolVal(𝑥 𝑓3)? ⊲ 𝑥𝑜

]
Skip(𝑠𝑘𝑖𝑝) := [id(𝑥𝜎)? ⊲ 𝑥𝑜]

Asn(𝑥𝑡1 := 𝑥𝑡2) :=
[
𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓1); write(𝑥𝑡1 , 𝑥𝜎 , 𝑥 𝑓1)? ⊲ 𝑥𝑜

]
Seq(𝑥𝑡1 ; 𝑥𝑡2) :=

[
𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1);𝐻(𝑥 𝑓1 , 𝑥𝑡2 , 𝑥𝑜)

]
If(𝑖 𝑓 𝑥𝑡1 𝑥𝑡2 𝑥𝑡3) :=

[
𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ;

(
isTrue(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥𝑜)
isFalse(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡3 , 𝑥𝑜)

)
{𝑥𝑜}

]

While(𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2) :=


𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ;(

isTrue(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2);𝐻(𝑥 𝑓2 , 𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜)
isFalse(𝑥 𝑓1′ ); 𝑖𝑑(𝑥𝜎)? ⊲ 𝑥𝑜

)
{𝑥𝑜}


Table 3.2: Skeletal Semantics While

3.3 Soundness of Expressions

We now have all the necessary information for proving the soundness prop-
erty for the skeletons that evaluate expressions. We do this by introducing two
Lemmas, one for arithmetic and one for boolean expressions.

3.3.1 Soundness of Arithmetic Expressions

We will first prove the partial correctness of arithmetic expressions with respect
to function 𝒜. We will do this by induction.

Lemma 1: If (𝜎, 𝑒 , 𝑖𝑛𝑡(𝑣)) ∈ ⇓, where 𝑒 is an expression, then 𝒜⟦𝑒⟧(𝜎) = 𝑣.
Proof:

14
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Filter Definition

litInt {(𝑙𝑖𝑡(𝑥) → 𝑥)| 𝑥 : 𝑖𝑛𝑡}

intVal {(𝑥 → 𝑖𝑛𝑡(𝑥))| 𝑥 : 𝑖𝑛𝑡}

isInt {(𝑖𝑛𝑡(𝑥) → 𝑥)| 𝑥 : 𝑖𝑛𝑡}

add {((𝑥, 𝑦) → (𝑥 +𝑖𝑛𝑡 𝑦))| 𝑥, 𝑦 : 𝑖𝑛𝑡}

boolVal {(𝑡𝑟𝑢𝑒 → 𝑏𝑜𝑜𝑙(𝑡𝑟𝑢𝑒)),
( 𝑓 𝑎𝑙𝑠𝑒 → 𝑏𝑜𝑜𝑙( 𝑓 𝑎𝑙𝑠𝑒))}

isBool {(𝑏𝑜𝑜𝑙(𝑥) → 𝑥)| 𝑥 : 𝑏𝑜𝑜𝑙}

isTrue {𝑡𝑟𝑢𝑒 → ()}
isFalse { 𝑓 𝑎𝑙𝑠𝑒 → ()}

eq {((𝑥, 𝑦) → 𝑡𝑟𝑢𝑒)|𝑥, 𝑦 : 𝑖𝑛𝑡, 𝑥 =𝑖𝑛𝑡 𝑦}∪
{((𝑥, 𝑦) → 𝑓 𝑎𝑙𝑠𝑒)|𝑥, 𝑦 : 𝑖𝑛𝑡, 𝑥 ≠𝑖𝑛𝑡 𝑦}

neg {(𝑡𝑟𝑢𝑒 → 𝑓 𝑎𝑙𝑠𝑒), ( 𝑓 𝑎𝑙𝑠𝑒 → 𝑡𝑟𝑢𝑒)}
read {(𝑖𝑑, 𝑠𝑡) → 𝑠𝑡(𝑖𝑑)| 𝑠𝑡 : 𝑠𝑡𝑜𝑟𝑒 , 𝑖𝑑 : 𝑖𝑑𝑒𝑛𝑡}
write {(𝑖𝑑, 𝑠𝑡 , 𝑣) → 𝑠𝑡′ | 𝑖𝑑 : 𝑖𝑑𝑒𝑛𝑡, 𝑠𝑡 : 𝑠𝑡𝑜𝑟𝑒 , 𝑣 : 𝑣𝑎𝑙,

𝑠𝑡′ : 𝑠𝑡𝑜𝑟𝑒 , 𝑠𝑡′(𝑖𝑑) = 𝑣,∀𝑖𝑑′.𝑖𝑑′ ≠ 𝑖𝑑 ⇒ 𝑠𝑡′(𝑖𝑑′) = 𝑠𝑡(𝑖𝑑′)}
id {𝑠𝑡 → 𝑠𝑡 | 𝑠𝑡 : 𝑠𝑡𝑜𝑟𝑒}

Table 3.3: Formal Filter Definitions

1. The first base case is 𝑒 = 𝑐𝑜𝑛𝑠𝑡(𝑛1) for 𝑛1 = 𝑙𝑖𝑡(𝑛), 𝑛 ∈ Z: For skeletal
semantics we have skeleton:

Lit(𝑐𝑜𝑛𝑠𝑡(𝑥𝑡)) :=
[
litInt(𝑥𝑡)? ⊲ 𝑥 𝑓1 ; intVal(𝑥 𝑓1)? ⊲ 𝑥𝑜

]
We examine the skeleton, starting with initial environment Σ = 𝑥𝜎 →

𝜎, 𝑥𝑡 → 𝑛1, with 𝜎 - the initial state. Assume 𝑇 = ℋ 𝑛(∅) for some 𝑛,
such that ⟦litInt(𝑥𝑡)? ⊲ 𝑥 𝑓1⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), with Σ1 = Σ + 𝑥 𝑓1 → 𝑣, where
⟦litInt⟧(Σ(𝑥𝑡)) ⇓ 𝑣, or ⟦litInt⟧(𝑛1) ⇓ 𝑣. Since 𝑛1 = 𝑙𝑖𝑡(𝑛), we can conclude
𝑛 = 𝑣.

Next, we have filter: ⟦intVal(𝑥 𝑓1)?⊲𝑥𝑜⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇), where ⟦intVal⟧(𝑣) ⇓
𝑣′ andΣ2 = Σ1+𝑥𝑜 → 𝑣′. Lastly, the empty skeleton returns its environment,
Σ2. By the definition of 𝑖𝑛𝑡𝑉𝑎𝑙, 𝑣′ will be 𝑖𝑛𝑡(𝑣), the same as 𝑖𝑛𝑡(𝑛). Thus,
we can apply the definition for 𝒜 and conclude 𝒜⟦𝑛⟧(𝜎) = 𝑛.

2. The second base case is 𝑒 = 𝑥, where 𝑥 is an identifier: In this case for
skeletal semantics we have skeleton:

Var(𝑣𝑎𝑟(𝑥𝑡)) := [read(𝑥𝑡 , 𝑥𝜎)? ⊲ 𝑥𝑜]
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We analyse the filter comprising the skeleton. Let the initial environment
be Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡 → 𝑥, where 𝜎 is the initial state. We assume 𝑇 = ℋ 𝑛(∅)
for some 𝑛, such that ⟦read(𝑥𝑡 , 𝑥𝜎)?⊲𝑥𝑜⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), withΣ1 = Σ+𝑥𝑜 →
𝑣, where ⟦read⟧(Σ(𝑥𝑡),Σ(𝑥𝜎)) ⇓ 𝑣, or ⟦read⟧(𝑥, 𝜎) ⇓ 𝑣, and 𝑣 = 𝜎(𝑥). Next,
the empty skeleton returns its environment, Σ1, ending the derivation.

𝜎(𝑥) returns 𝑣𝑎𝑙, or in other words, 𝑖𝑛𝑡(𝑛) or 𝑏𝑜𝑜𝑙(𝑏), for 𝑛 : 𝑖𝑛𝑡 and
𝑏 : 𝑏𝑜𝑜𝑙. We will examine the first case here, and the second one in the proof
for Lemma 2. We assume 𝜎(𝑥) = 𝑖𝑛𝑡(𝑛). We can then directly apply the
definition of 𝒜, and conclude 𝒜⟦𝑥⟧(𝜎) = 𝑛.

3. 𝑒 = (𝑎1 + 𝑎2) : We have the corresponding skeleton:

Add(𝑥𝑡1 + 𝑥𝑡2) :=
[

𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isInt(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ;𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2);
isInt(𝑥 𝑓2)? ⊲ 𝑥 𝑓2′ ; add(𝑥 𝑓1′ , 𝑥 𝑓2′ )? ⊲ 𝑥 𝑓3 ; intVal(𝑥 𝑓3)? ⊲ 𝑥𝑜

]
If we use the definition of 𝒜, we see that 𝒜⟦𝑎1 + 𝑎2⟧(𝜎) = 𝒜⟦𝑎1⟧(𝜎) +𝒜⟦𝑎2⟧(𝜎). We introduce our induction hypothesis. We assume

(𝜎, 𝑎1, 𝑖𝑛𝑡(𝑘1)) ∈ ℋ 𝑛(∅) =⇒ 𝒜⟦𝑎1⟧(𝜎) = 𝑘1

and (𝜎, 𝑎2, 𝑖𝑛𝑡(𝑘2)) ∈ ℋ 𝑛(∅) =⇒ 𝒜⟦𝑎1⟧(𝜎) = 𝑘2
for some 𝑛. Now we want to show that

(𝜎, 𝑎1 + 𝑎2, 𝑖𝑛𝑡(𝑘)) ∈ ℋ 𝑛+1(∅) =⇒ 𝒜⟦𝑎1 + 𝑎2⟧(𝜎) = 𝑘

We start to evaluate the skeleton. We take the initial environment
Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡1 → 𝑎1 + 𝑥𝑡2 → 𝑎2.

• First, we have a hook. Assume there exists 𝑇 = ℋ 𝑛(∅) such that
⟦𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡1), 𝑣1) = (𝜎, 𝑎1, 𝑣1) ∈
𝑇 and Σ1 = Σ + 𝑥 𝑓1 → 𝑣1. This means that 𝜎(𝑎1) = 𝑣1.

• Next we have ⟦isInt(𝑥 𝑓1)?⊲𝑥 𝑓1′⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇)withΣ2 = Σ1+𝑥 𝑓1′ → 𝑣2,
where ⟦isInt⟧Σ1(𝑥 𝑓1) ⇓ 𝑣2. Since Σ1(𝑥 𝑓1) = 𝑣1, we have ⟦isInt⟧𝑣1 ⇓ 𝑣2.
By the definition of 𝑖𝑠𝐼𝑛𝑡, this means that 𝑣1 = 𝑖𝑛𝑡(𝑣2). We can thus
apply the induction hypothesis and conclude 𝒜⟦𝑎1⟧(𝜎) = 𝑣2.

• For the next hook, we have ⟦𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2)⟧(Σ2, 𝑇) ⇓ (Σ3, 𝑇), where
(Σ2(𝑥𝜎),Σ2(𝑥𝑡2), 𝑣3) = (𝜎, 𝑎2, 𝑣3) ∈ 𝑇 and Σ3 = Σ2 + 𝑥 𝑓2 → 𝑣3. Note that
Σ(𝑥𝜎) = Σ2(𝑥𝜎), Σ(𝑥𝑡2) = Σ2(𝑥𝑡2), and 𝜎(𝑎2) = 𝑣3.

• We then have again a filter: ⟦isInt(𝑥 𝑓2)? ⊲ 𝑥 𝑓2′⟧(Σ3, 𝑇) ⇓ (Σ4, 𝑇) with
Σ4 = Σ3 + 𝑥 𝑓2′ → 𝑣4, where ⟦isInt⟧Σ3(𝑥 𝑓2) ⇓ 𝑣4. Since Σ3(𝑥 𝑓2) = 𝑣3,
we have ⟦isInt⟧𝑣3 ⇓ 𝑣4. By the definition of 𝑖𝑠𝐼𝑛𝑡, we see that 𝑣3 =
𝑖𝑛𝑡(𝑣4). We can then apply the induction hypothesis again, and say
that 𝒜⟦𝑎2⟧(𝜎) = 𝑣4.
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• The next filter we have, ⟦add(𝑥 𝑓1′ , 𝑥 𝑓2′ )? ⊲ 𝑥 𝑓3⟧(Σ4, 𝑇) ⇓ (Σ5, 𝑇) will
define Σ5 = Σ4 + 𝑥 𝑓3 → 𝑣5, where ⟦add⟧(Σ4(𝑥 𝑓1′ ),Σ4(𝑥 𝑓2′ )) ⇓ 𝑣5. We
note that 𝑣5 will be Σ4(𝑥 𝑓1′ ) + Σ4(𝑥 𝑓2′ ) = 𝑣2 + 𝑣4, or in other words,
𝒜⟦𝑎1⟧(𝜎) + 𝒜⟦𝑎2⟧(𝜎).

• Our last bone is the 𝑖𝑛𝑡𝑉𝑎𝑙 filter. We evaluate ⟦intVal(𝑥 𝑓3)?⊲𝑥𝑜⟧(Σ5, 𝑇) ⇓
(Σ6, 𝑇), with Σ6 = Σ5 + 𝑥𝑜 → 𝑣6, where ⟦intVal⟧Σ5(𝑥 𝑓3) ⇓ 𝑣6. Since
Σ5(𝑥 𝑓3) = 𝑣5, we get ⟦intVal⟧𝑣5 ⇓ 𝑣6. Looking at the definition of
𝑖𝑛𝑡𝑉𝑎𝑙, we see that 𝑣6 = 𝑖𝑛𝑡(𝑣5).

• Lastly, we have the empty skeleton, which simply returns its environ-
ment: ⟦⟧(Σ6, ∅) ⇓ Σ6, marking the end of the derivation. We conclude
(𝜎, 𝑥𝑡1 + 𝑥𝑡2 , 𝑣6) ∈ ℋ 𝑛+1(∅). But since 𝑣5 is 𝒜⟦𝑎1⟧(𝜎) + 𝒜⟦𝑎2⟧(𝜎) and
𝑣6 = 𝑖𝑛𝑡(𝑣5), we conclude 𝒜⟦𝑎1 + 𝑎2⟧(𝜎) = 𝑣5.

3.3.2 Soundness of Boolean Expressions

Here we prove by induction the partial correctness of boolean expressions with
respect to function ℬ.

Lemma 2: If (𝜎, 𝑒 , 𝑏𝑜𝑜𝑙(𝑣)) ∈ ⇓, where 𝑒 is an expression, then ℬ⟦𝑒⟧(𝜎) = 𝑣.
Proof:
1. The first base case is 𝑒 = 𝑥, when 𝑥 is an identifier. In this case for skeletal

semantics we have skeleton:
Var(𝑣𝑎𝑟(𝑥𝑡)) := [read(𝑥𝑡 , 𝑥𝜎)? ⊲ 𝑥𝑜]

We analyse the filter comprising the skeleton. Let the initial environment
be Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡 → 𝑥, where 𝜎 is the initial state. We assume 𝑇 = ℋ 𝑛(∅)
for some 𝑛, such that ⟦read(𝑥𝑡 , 𝑥𝜎)?⊲𝑥𝑜⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), withΣ1 = Σ+𝑥𝑜 →
𝑣, where ⟦read⟧(Σ(𝑥𝑡),Σ(𝑥𝜎)) ⇓ 𝑣, or ⟦read⟧(𝑥, 𝜎) ⇓ 𝑣, and 𝑣 = 𝜎(𝑥). Next,
the empty skeleton returns its environment, Σ1, ending the derivation.

𝜎(𝑥) returns 𝑣𝑎𝑙, or in other words, 𝑖𝑛𝑡(𝑛) or 𝑏𝑜𝑜𝑙(𝑏), for 𝑛 : 𝑖𝑛𝑡 and
𝑏 : 𝑏𝑜𝑜𝑙. We will examine the second case here, as we already addressed the
first one in the proof for Lemma 1. We assume 𝜎(𝑥) = 𝑏𝑜𝑜𝑙(𝑏). We can then
directly apply the definition of ℬ, and conclude ℬ⟦𝑥⟧(𝜎) = 𝑏.

2. The second base case is 𝑒 = (𝑎1 = 𝑎2). We have the skeleton:

Eq(𝑥𝑡1 = 𝑥𝑡2) :=
[

𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isInt(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ;𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2);
isInt(𝑥 𝑓2)? ⊲ 𝑥 𝑓2′ ; eq(𝑥 𝑓1′ , 𝑥 𝑓2′ )? ⊲ 𝑥 𝑓3 ; boolVal(𝑥 𝑓3)? ⊲ 𝑥𝑜

]
If we use the definition of ℬ, we see that

ℬ⟦𝑎1 = 𝑎2⟧(𝜎) =
{true if 𝒜⟦𝑎1⟧(𝜎) = 𝒜⟦𝑎2⟧(𝜎)
false if 𝒜⟦𝑎1⟧(𝜎) ≠ 𝒜⟦𝑎2⟧(𝜎)

17
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So if the evaluation of 𝒜⟦𝑎1⟧(𝜎) is equal to that of 𝒜⟦𝑎2⟧(𝜎),
ℬ⟦𝑎1 = 𝑎2⟧(𝜎) will be true, and false otherwise. By Lemma 1, we know

(𝜎, 𝑎1, 𝑖𝑛𝑡(𝑘1)) ∈ ℋ 𝑛(∅) =⇒ 𝒜⟦𝑎1⟧(𝜎) = 𝑘1

and (𝜎, 𝑎2, 𝑖𝑛𝑡(𝑘2)) ∈ ℋ 𝑛(∅) =⇒ 𝒜⟦𝑎1⟧(𝜎) = 𝑘2
for some 𝑛. Now we want to show that

(𝜎, Eq(𝑎1 = 𝑎2), 𝑏𝑜𝑜𝑙(𝑘)) ∈ ℋ 𝑛+1(∅) =⇒ ℬ⟦𝑎1 = 𝑎2⟧(𝜎) = 𝑘

We start to evaluate the skeleton. We take the initial environment for the
derivation Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡1 → 𝑎1 + 𝑥𝑡2 → 𝑎2.

• First, we have a hook. There exists𝑇 = ℋ 𝑛(∅) such that ⟦𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓
(Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡1), 𝑣1) = (𝜎, 𝑎1, 𝑣1) ∈ 𝑇 andΣ1 = Σ+𝑥 𝑓1 → 𝑣1.
This means that 𝜎(𝑎1) = 𝑣1.

• Next we have ⟦isInt(𝑥 𝑓1)?⊲𝑥 𝑓1′⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇)withΣ2 = Σ1+𝑥 𝑓1′ → 𝑣2,
where ⟦isInt⟧Σ1(𝑥 𝑓1) ⇓ 𝑣2. Since Σ1(𝑥 𝑓1) = 𝑣1, we have ⟦isInt⟧ 𝑣1 ⇓ 𝑣2.
By the definition of 𝑖𝑠𝐼𝑛𝑡, 𝑣1 = 𝑖𝑛𝑡(𝑣2). We can apply Lemma 1 and
conclude 𝒜⟦𝑎1⟧(𝜎) = 𝑣2.

• For the next hook, we have ⟦𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2)⟧(Σ2, 𝑇) ⇓ (Σ3, 𝑇), where
(Σ2(𝑥𝜎),Σ2(𝑥𝑡2), 𝑣3) = (𝜎, 𝑎2, 𝑣3) ∈ 𝑇 and Σ3 = Σ2 + 𝑥 𝑓2 → 𝑣3. Note that
Σ(𝑥𝜎) = Σ2(𝑥𝜎), Σ(𝑥𝑡2) = Σ2(𝑥𝑡2), and 𝜎(𝑎2) = 𝑣3.

• We then have again a filter: ⟦isInt(𝑥 𝑓2)? ⊲ 𝑥 𝑓2′⟧(Σ3, 𝑇) ⇓ (Σ4, 𝑇) with
Σ4 = Σ3 + 𝑥 𝑓2′ → 𝑣4, where ⟦isInt⟧Σ3(𝑥 𝑓2) ⇓ 𝑣4. Since Σ3(𝑥 𝑓2) = 𝑣3, we
have ⟦isInt⟧𝑣3 ⇓ 𝑣4. By the definition of 𝑖𝑠𝐼𝑛𝑡, we see that 𝑣3 = 𝑖𝑛𝑡(𝑣4).
We can then apply Lemma 1 again, and say that 𝒜⟦𝑎2⟧(𝜎) = 𝑣4.

• The next filter we have, ⟦eq(𝑥 𝑓1′ , 𝑥 𝑓2′ )? ⊲ 𝑥 𝑓3⟧(Σ4, 𝑇) ⇓ (Σ5, 𝑇) will define
Σ5 = Σ4 + 𝑥 𝑓3 → 𝑣5, where ⟦eq⟧(Σ4(𝑥 𝑓1′ ),Σ4(𝑥 𝑓2′ )) ⇓ 𝑣5. 𝑣5 will be 𝑡𝑟𝑢𝑒
if Σ4(𝑥 𝑓1′ ) and Σ4(𝑥 𝑓2′ ) are equal, or 𝑣2 = 𝑣4, and 𝑓 𝑎𝑙𝑠𝑒 otherwise. In
other words, 𝑣5 is 𝑡𝑟𝑢𝑒 if 𝒜⟦𝑎1⟧(𝜎) = 𝒜⟦𝑎2⟧(𝜎) and 𝑓 𝑎𝑙𝑠𝑒 otherwise.

• Our last bone is the 𝑏𝑜𝑜𝑙𝑉𝑎𝑙 filter. We evaluate ⟦boolVal(𝑥 𝑓3)?⊲𝑥𝑜⟧(Σ5, 𝑇) ⇓
(Σ6, 𝑇), with Σ6 = Σ5 + 𝑥𝑜 → 𝑣6, where ⟦boolVal⟧Σ5(𝑥 𝑓3) ⇓ 𝑣6. Since
Σ5(𝑥 𝑓3) = 𝑣5, we get ⟦boolVal⟧𝑣5 ⇓ 𝑣6. Looking at the definition of
𝑏𝑜𝑜𝑙𝑉𝑎𝑙, we see that 𝑣6 = 𝑏𝑜𝑜𝑙(𝑣5).

• Lastly, we have the empty skeleton, which simply returns its envi-
ronment: ⟦⟧(Σ6, ∅) ⇓ Σ6, marking the end of the derivation. We
conclude (𝜎, Eq(𝑥𝑡1 = 𝑥𝑡2), 𝑣6) ∈ ℋ 𝑛+1(∅). But since 𝑣5 is 𝑡𝑟𝑢𝑒 if
𝒜⟦𝑎1⟧(𝜎) = 𝒜⟦𝑎2⟧(𝜎) and 𝑓 𝑎𝑙𝑠𝑒 otherwise, and 𝑣6 = 𝑏𝑜𝑜𝑙(𝑣5) we
conclude ℬ⟦𝑎1 = 𝑎2⟧(𝜎) = 𝑣5.

3. 𝑒 = (¬𝑏): We have the skeleton
Neg(¬𝑥𝑡) :=

[
𝐻(𝑥𝜎 , 𝑥𝑡 , 𝑥 𝑓1); isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓2 ; neg(𝑥 𝑓2)? ⊲ 𝑥 𝑓3 ; boolVal(𝑥 𝑓3)? ⊲ 𝑥𝑜

]
18
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Using the definition for ℬ:

ℬ⟦¬𝑏⟧(𝜎) =
{true if ℬ⟦𝑏⟧(𝜎) = false
false if ℬ⟦𝑏⟧(𝜎) = true

So if the evaluation of ℬ⟦𝑏⟧(𝜎) is 𝑓 𝑎𝑙𝑠𝑒, ℬ⟦¬𝑏⟧(𝜎) will be 𝑡𝑟𝑢𝑒, and 𝑡𝑟𝑢𝑒
otherwise. We introduce our induction hypothesis: we assume

(𝜎, 𝑏, 𝑏𝑜𝑜𝑙(𝑘1)) ∈ ℋ 𝑛(∅) =⇒ ℬ⟦𝑏⟧(𝜎) = 𝑘1

for some 𝑛. Now we want to show that
(𝜎,Neg(¬𝑏), 𝑏𝑜𝑜𝑙(𝑘2)) ∈ ℋ 𝑛+1(∅) =⇒ ℬ⟦¬𝑏⟧(𝜎) = 𝑘2

We start to evaluate the skeleton. We take the initial environment
Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡 → 𝑏.

• First, we have a hook. Assume there exists 𝑇 = ℋ 𝑛(∅) such that
⟦𝐻(𝑥𝜎 , 𝑥𝑡 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡), 𝑣1) = (𝜎, 𝑏, 𝑣1) ∈ 𝑇
and Σ1 = Σ + 𝑥 𝑓1 → 𝑣1. This means that 𝜎(𝑏) = 𝑣1.

• Next we have ⟦isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓2⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇) with Σ2 = Σ1 +
𝑥 𝑓2 → 𝑣2, where ⟦isBool⟧Σ1(𝑥 𝑓1) ⇓ 𝑣2. Since Σ1(𝑥 𝑓1) = 𝑣1, we have
⟦isBool⟧𝑣1 ⇓ 𝑣2. By the definition of 𝑖𝑠𝐵𝑜𝑜𝑙, 𝑣1 = 𝑏𝑜𝑜𝑙(𝑣2). We can
thus apply the induction hypothesis and say that ℬ⟦𝑏⟧(𝜎) = 𝑣2.

• The next filter we have, ⟦neg(𝑥 𝑓2)? ⊲ 𝑥 𝑓3⟧(Σ2, 𝑇) ⇓ (Σ3, 𝑇) will define
Σ3 = Σ2 + 𝑥 𝑓3 → 𝑣3, where ⟦neg⟧Σ2(𝑥 𝑓2) ⇓ 𝑣3. 𝑣3 will be 𝑡𝑟𝑢𝑒 if Σ2(𝑥 𝑓2),
which is 𝑣2, is 𝑓 𝑎𝑙𝑠𝑒, or in other words, ℬ⟦𝑏⟧(𝜎) = 𝑓 𝑎𝑙𝑠𝑒, and 𝑣3 will
be false 𝑓 𝑎𝑙𝑠𝑒 if ℬ⟦𝑏⟧(𝜎) = 𝑡𝑟𝑢𝑒.

• Our last bone is the 𝑏𝑜𝑜𝑙𝑉𝑎𝑙 filter. We evaluate ⟦boolVal(𝑥 𝑓3)?⊲𝑥𝑜⟧(Σ3, 𝑇) ⇓
(Σ4, 𝑇), with Σ4 = Σ3 + 𝑥𝑜 → 𝑣3, where ⟦boolVal⟧Σ3(𝑥 𝑓3) ⇓ 𝑣4. Since
Σ3(𝑥 𝑓3) = 𝑣3, we get ⟦boolVal⟧𝑣3 ⇓ 𝑣4. By the definition of 𝑏𝑜𝑜𝑙𝑉𝑎𝑙, we
know 𝑣4 = 𝑏𝑜𝑜𝑙(𝑣3).

• Lastly, we have the empty skeleton, which simply returns its environ-
ment: ⟦⟧(Σ4, ∅) ⇓ Σ4, marking the end of the derivation. We conclude
(𝜎,Neg(¬𝑥𝑡), 𝑣4) ∈ ℋ 𝑛+1(∅). But since 𝑣3 is 𝑡𝑟𝑢𝑒 if ℬ⟦𝑥𝑡⟧(𝜎) = 𝑓 𝑎𝑙𝑠𝑒
and 𝑓 𝑎𝑙𝑠𝑒 otherwise, and 𝑣4 = 𝑏𝑜𝑜𝑙(𝑣3), we conclude ℬ⟦¬𝑥𝑡⟧(𝜎) = 𝑣3.

3.4 Soundness of Statements

We have proven the soundness property for skeletons evaluating expressions.
Since expressions are needed for evaluating statements, we can now proceed with
proving the property for skeletons evaluating statements. We define a partial
correctness assertion {𝑃}𝑆{𝑄} to be valid if and only if for all input states 𝜎, if
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𝑃(𝜎) = 𝑡𝑟𝑢𝑒 and (𝜎, 𝑆, 𝜎′) ∈ ⇓ for some 𝜎′ then 𝑄(𝜎′) = 𝑡𝑟𝑢𝑒. We will next show
the assertion is valid for all rules and axioms in Table 3.1.

Asn Axiom

Asn axiom:
{𝑃[𝑥 ↦→ ℰ⟦𝑎⟧]} 𝑥 := 𝑎 {𝑃}

Asn skeleton:

Asn(𝑥𝑡1 := 𝑥𝑡2) :=
[
𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓1); write(𝑥𝑡1 , 𝑥𝜎 , 𝑥 𝑓1)? ⊲ 𝑥𝑜

]
Assume initial state 𝜎 such that 𝑃[𝑥 ↦→ ℰ⟦𝑎⟧] = 𝑡𝑟𝑢𝑒. In other words,

𝑃(𝜎[𝑥 ↦→ ℰ⟦𝑎⟧(𝜎)]) = 𝑡𝑟𝑢𝑒. Take environment Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡1 → 𝑥 + 𝑥𝑡2 → 𝑎.

First, we have a hook. Assume there exists 𝑇 = ℋ 𝑛(∅) for some 𝑛 such
that ⟦𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡2), 𝑣) = (𝜎, 𝑎, 𝑣) ∈ 𝑇 and
Σ1 = Σ+ 𝑥 𝑓1 → 𝑣. It is clear that 𝑣 is a value, since 𝜎(𝑎) = 𝑣. If 𝑎 is an arithmetical
expression, then 𝑣 will be 𝑖𝑛𝑡(𝒜⟦𝑎⟧(𝜎)), using Lemma 1. If 𝑎 is a boolean expres-
sion, using Lemma 2, we know 𝑣 = 𝑏𝑜𝑜𝑙(ℬ⟦𝑎⟧(𝜎)). Now applying the definition
of ℰ, we see that 𝑣 = ℰ⟦𝑎⟧(𝜎).

Next we have ⟦write(𝑥𝑡1 , 𝑥𝜎 , 𝑥 𝑓1)? ⊲ 𝑥𝑜⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇) with Σ2 = Σ1 + 𝑥𝑜 → 𝜎′,
where ⟦write⟧(Σ1(𝑥𝑡1),Σ1(𝑥𝜎),Σ1(𝑥 𝑓1)) ⇓ 𝜎′, or ⟦write⟧(𝑥, 𝜎, 𝑣) ⇓ 𝜎′. From this,
we know that 𝜎′ = 𝜎[𝑥 ↦→ 𝑣], or 𝜎[𝑥 ↦→ ℰ⟦𝑎⟧(𝜎)]. Lastly, the empty skeleton
simply returns its environment,Σ2. Now, we want to show that𝑃(𝜎′) = 𝑡𝑟𝑢𝑒. Since
𝑃(𝜎′) = 𝑃(𝜎[𝑥 ↦→ ℰ⟦𝑎⟧(𝜎)]), and our assumption was 𝑃(𝜎[𝑥 ↦→ ℰ⟦𝑎⟧(𝜎)]) = 𝑡𝑟𝑢𝑒,
we immediately see that 𝑃(𝜎′) = 𝑡𝑟𝑢𝑒.

Skip Axiom

Skip axiom:
{𝑃} skip {𝑃}

Skip skeleton:
Skip(𝑠𝑘𝑖𝑝) := [id(𝑥𝜎)? ⊲ 𝑥𝑜]
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Assume that 𝑃(𝜎) = 𝑡𝑟𝑢𝑒. Then there exists 𝜎′ such that (𝜎, 𝑠𝑘𝑖𝑝, 𝜎′) ∈ ℋ 𝑛(∅),
for some 𝑛. Since there is no recursion in the rule (there are no hooks), we can
take 𝑛 = 0, such that ℋ 𝑛(∅) = ∅.

Take 𝜎 such that 𝑃(𝜎) = 𝑡𝑟𝑢𝑒 and Σ = 𝑥𝜎 → 𝜎. According to the concrete
interpretation of filters, we have ⟦id(𝑥𝜎)?⊲𝑥𝑜⟧(Σ, ∅) ⇓ (Σ1, ∅), forΣ1 = Σ+𝑥𝑜 → 𝜎′,
where ⟦id⟧Σ(𝑥𝜎) ⇓ 𝜎′. Now we have the empty skeleton, which simply returns
its environment: ⟦⟧(Σ1, ∅) ⇓ Σ1, marking the end of the derivation. Using the
definition for 𝑖𝑑, we see that ⟦id⟧Σ(𝑥𝜎) ⇓ Σ(𝑥𝜎). But this means that Σ1(𝑥𝑜) =

Σ(𝑥𝜎) = 𝜎, so 𝜎 = 𝜎′ and Σ1 = Σ + 𝑥𝑜 → 𝜎. Since we know 𝑃(𝜎) = 𝑡𝑟𝑢𝑒, and
𝜎 = 𝜎′, we can conclude 𝑃(𝜎′) = 𝑡𝑟𝑢𝑒 and (𝜎, 𝑠𝑘𝑖𝑝, 𝜎) ∈ ℋ 1(∅).

Comp Rule

Comp rule:
{𝑃}𝑆1{𝑄} {𝑄}𝑆2{𝑅}

{𝑃}𝑆1; 𝑆2{𝑅}
Seq skeleton:

Seq(𝑥𝑡1 ; 𝑥𝑡2) :=
[
𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1);𝐻(𝑥 𝑓1 , 𝑥𝑡2 , 𝑥𝑜)

]
Assume initial state 𝜎 such that 𝑃(𝜎) = 𝑡𝑟𝑢𝑒. Take environment Σ = 𝑥𝜎 →

𝜎+ 𝑥𝑡1 → 𝑆1+ 𝑥𝑡2 → 𝑆2. We start with the first hook. We assume 𝑇 = ℋ 𝑛(∅) exists
for some 𝑛, such that ⟦𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡1), 𝜎′) ∈ 𝑇

and Σ1 = Σ + 𝑥 𝑓1 → 𝜎′. By the first premise, it is true that 𝑄(𝜎′) = 𝑡𝑟𝑢𝑒.

Moving on to the second hook, we have ⟦𝐻(𝑥 𝑓1 , 𝑥𝑡2 , 𝑥𝑜)⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇), where
(Σ1(𝑥 𝑓1),Σ1(𝑥𝑡2), 𝜎′′) ∈ 𝑇 and Σ2 = Σ1 + 𝑥 𝑓2 → 𝜎′′. Since Σ1(𝑥 𝑓1) = 𝜎′ and 𝑄(𝜎′) =
𝑡𝑟𝑢𝑒, we use the second premise to conclude 𝑅(𝜎′′) = 𝑡𝑟𝑢𝑒. Lastly, the empty
skeleton returns its environment: ⟦⟧(Σ2, 𝑇) ⇓ Σ2. Since𝑃(𝜎) = 𝑡𝑟𝑢𝑒, 𝑅(𝜎′′) = 𝑡𝑟𝑢𝑒,
and 𝜎′′ is the output state of the derivation, we can conclude that, given the
premises hold, {𝑃} 𝑆1; 𝑆2 {𝑅} holds.

If Rule

If rule:
{ℬ⟦𝑏⟧ ∧ 𝑃} 𝑆1 {𝑄} {¬ℬ⟦𝑏⟧ ∧ 𝑃} 𝑆2 {𝑄}

{𝑃} if 𝑏 then 𝑆1 else 𝑆2 {𝑄}
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If skeleton:

If(𝑖 𝑓 𝑥𝑡1 𝑥𝑡2 𝑥𝑡3) :=
𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ;

(
isTrue(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥𝑜)
isFalse(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡3 , 𝑥𝑜)

)
{𝑥𝑜}


Assume initial state 𝜎 such that 𝑃(𝜎) = 𝑡𝑟𝑢𝑒. Take environment Σ = 𝑥𝜎 →

𝜎 + 𝑥𝑡1 → 𝑏 + 𝑥𝑡2 → 𝑆1 + 𝑥𝑡3 → 𝑆2. First, we have a hook. There exists 𝑇 = ℋ 𝑛(∅)
for some 𝑛 such that ⟦𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡1), 𝑣1) ∈ 𝑇

and Σ1 = Σ + 𝑥 𝑓1 → 𝑣1.

Next we have ⟦isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇) with Σ2 = Σ1 + 𝑥 𝑓1′ → 𝑣2,
where ⟦isBool⟧Σ1(𝑥 𝑓1) ⇓ 𝑣2. Now, according to the definition of 𝑖𝑠𝐵𝑜𝑜𝑙, 𝑥 𝑓1′ will
either be 𝑡𝑟𝑢𝑒 or 𝑓 𝑎𝑙𝑠𝑒. This is the evaluation of 𝑥𝑡1 in skeletal semantics, so we
choose to regard Σ(𝑥𝑡1) as 𝑏 and Σ1(𝑥 𝑓1′ ) as ℬ⟦𝑏⟧, using Lemma 2.

Assuming 𝑥 𝑓1′ evaluates to 𝑡𝑟𝑢𝑒, meaning 𝑖𝑠𝑇𝑟𝑢𝑒 should not block, we conclude
(ℬ⟦𝑏⟧ ∧ 𝑃)(𝜎) = 𝑡𝑟𝑢𝑒. According to the premises of the rule, this means that ∀𝜎′
such that (𝜎,Σ2(𝑥𝑡2), 𝜎′) ∈ 𝑇, 𝑄(𝜎′) = 𝑡𝑟𝑢𝑒. We continue with the first branch, and
evaluate ⟦isTrue(𝑥 𝑓1′ )⟧(Σ2, 𝑇) ⇓ (Σ2, 𝑇). The environment doesn’t change, since
𝑖𝑠𝑇𝑟𝑢𝑒 returns (), meaning no fresh flow variable is added. Now we perform
⟦𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥𝑜)⟧(Σ2, 𝑇) ⇓ (Σ3, 𝑇), where (Σ2(𝑥𝜎),Σ2(𝑥𝑡2), 𝜎′) ∈ 𝑇 and Σ3 = Σ2 +
𝑥𝑜 → 𝜎′. From the premise, 𝑄(𝜎′) = 𝑡𝑟𝑢𝑒.

Assuming 𝑥 𝑓1′ evaluates to 𝑓 𝑎𝑙𝑠𝑒, meaning 𝑖𝑠𝐹𝑎𝑙𝑠𝑒 should not block, we con-
clude (¬ℬ⟦𝑏⟧ ∧ 𝑃)(𝜎) = 𝑡𝑟𝑢𝑒. According to the premises of the rule, this means
that if (𝜎,Σ2(𝑥𝑡3), 𝜎′′) ∈ 𝑇, then 𝑄(𝜎′′) = 𝑡𝑟𝑢𝑒. We choose the second branch,
and evaluate ⟦isFalse(𝑥 𝑓1′ )⟧(Σ2, 𝑇) ⇓ (Σ2, 𝑇). The environment doesn’t change,
since 𝑖𝑠𝐹𝑎𝑙𝑠𝑒 returns (), meaning no fresh flow variable is added. Now we
perform ⟦𝐻(𝑥𝜎 , 𝑥𝑡3 , 𝑥𝑜)⟧(Σ2, 𝑇) ⇓ (Σ4, 𝑇), where (Σ2(𝑥𝜎),Σ2(𝑥𝑡3), 𝜎′′) ∈ 𝑇 and
Σ4 = Σ2 + 𝑥𝑜 → 𝜎′′. From the premise, 𝑄(𝜎′′) = 𝑡𝑟𝑢𝑒.

Using the concrete interpretation for merging branches, we evaluate the entire
branching part: �(

isTrue(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥𝑜)
isFalse(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡3 , 𝑥𝑜)

)�
(Σ2, 𝑇) ⇓ (Σ5, 𝑇)
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whereΣ5 = Σ2+Σ3
|{𝑥𝑜} orΣ5 = Σ2+Σ4

|{𝑥𝑜}. From this, we concludeΣ5 = Σ2+𝑥𝑜 → 𝜎′

or Σ5 = Σ2 + 𝑥𝑜 → 𝜎′′. Lastly, we have the empty skeleton ⟦⟧(Σ5, 𝑇) ⇓ Σ5. Since
𝑄(𝜎′) = 𝑡𝑟𝑢𝑒, 𝑄(𝜎′′) = 𝑡𝑟𝑢𝑒 and either 𝜎′ or 𝜎′′ is the output state of the derivation,
we can conclude that, given that the premises hold, {𝑃} if 𝑏 then 𝑆1 else 𝑆2 {𝑄}
also holds.

While Rule

While rule:
{ℬ⟦𝑏⟧ ∧ 𝑃} 𝑆 {𝑃}

{𝑃} while 𝑏 do 𝑆 {¬ℬ⟦𝑏⟧ ∧ 𝑃}
While skeleton:

While(𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2) :=


𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1); isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ;(

isTrue(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2);𝐻(𝑥 𝑓2 , 𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜)
isFalse(𝑥 𝑓1′ ); id(𝑥𝜎)? ⊲ 𝑥𝑜

)
{𝑥𝑜}


For this proof, we will proceed by strong induction on the depth of recursion

𝑛, from ℋ 𝑛(∅). The 𝑖𝑠𝐹𝑎𝑙𝑠𝑒 branch will serve as the base case, while the 𝑖𝑠𝑇𝑟𝑢𝑒

branch will represent the induction step. The induction hypothesis:

∀𝜎, 𝜎′ : (𝑃(𝜎) ∧ (𝜎,while 𝑏 do 𝑆, 𝜎′) ∈ ℋ 𝑛(∅)) =⇒ (¬ℬ⟦𝑏⟧(𝜎′) ∧ 𝑃(𝜎′))

We will now start to analyse the skeleton. We take the initial environment:
Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡1 → 𝑏 + 𝑥𝑡2 → 𝑆. We assume 𝑃(𝜎) = 𝑡𝑟𝑢𝑒.

First, we have a hook. Assume there exists 𝑇 = ℋ 𝑛(∅) for some 𝑛 such that
⟦𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡1), 𝑣1) = (𝜎, 𝑏, 𝑣1) ∈ 𝑇 and
Σ1 = Σ + 𝑥 𝑓1 → 𝑣1. Next we have ⟦isBool(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇) with
Σ2 = Σ1 + 𝑥 𝑓1′ → 𝑣2, where ⟦isBool⟧Σ1(𝑥 𝑓1) ⇓ 𝑣2. According to the definition of
𝑖𝑠𝐵𝑜𝑜𝑙, 𝑣1 = 𝑏𝑜𝑜𝑙(𝑣2). Using Lemma 2, we view Σ2(𝑥 𝑓1′ ) as ℬ⟦𝑏⟧, and conclude
that ℬ⟦𝑏⟧(𝜎) = 𝑣2.

We start with the base case, and assume 𝑣2 = 𝑓 𝑎𝑙𝑠𝑒. We choose the second
branch, and evaluate ⟦isFalse(𝑥 𝑓1′ )⟧(Σ2, 𝑇) ⇓ (Σ2, 𝑇). The environment doesn’t
change, since 𝑖𝑠𝐹𝑎𝑙𝑠𝑒 returns (), meaning no fresh flow variable is added. Now we
perform ⟦id(𝑥𝜎)⟧(Σ2, 𝑇) ⇓ (Σ3, 𝑇), where Σ3 = Σ2 + 𝑥𝑜 → 𝜎′. Using the definition
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for 𝑖𝑑, we see that ⟦id⟧Σ2(𝑥𝜎) ⇓ Σ2(𝑥𝜎). But this means that Σ3(𝑥𝑜) = Σ2(𝑥𝜎) = 𝜎,
so 𝜎 = 𝜎′ and Σ3 = Σ2 + 𝑥𝑜 → 𝜎. We assumed ℬ⟦𝑏⟧(𝜎) = 𝑓 𝑎𝑙𝑠𝑒 and 𝑃(𝜎) = 𝑡𝑟𝑢𝑒.
We concluded that 𝜎 = 𝜎′, meaning 𝑃(𝜎′) = 𝑡𝑟𝑢𝑒. From this, we can conclude
{¬ℬ⟦𝑏⟧(𝜎′) ∧ 𝑃(𝜎′)}.

Now, for the inductive step, we assume 𝑣2 = ℬ⟦𝑏⟧(𝜎) = 𝑡𝑟𝑢𝑒, and evaluate the
first branch. We take ⟦isTrue(𝑥 𝑓1′ )⟧(Σ2, 𝑇) ⇓ (Σ2, 𝑇). The filter returns (), so the
environment doesn’t change. Next we have hook ⟦𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2)⟧(Σ2, 𝑇) ⇓ (Σ4, 𝑇),
where (Σ2(𝑥𝜎),Σ2(𝑥𝑡2), 𝜎′′) = (𝜎, 𝑆, 𝜎′′) ∈ 𝑇 and Σ4 = Σ2 + 𝑥 𝑓2 → 𝜎′′. Since
𝑣2 = 𝐵⟦𝑏⟧(𝜎) = 𝑡𝑟𝑢𝑒 and 𝑃(𝜎) = 𝑡𝑟𝑢𝑒, we can use the premise to conclude
𝑃(𝜎′′) = 𝑡𝑟𝑢𝑒.

Following is another hook evaluation: ⟦𝐻(𝑥 𝑓2 , 𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜)⟧(Σ4, 𝑇) ⇓
(Σ5, 𝑇), where (Σ4(𝑥 𝑓2),Σ4(𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2), 𝜎3) = (𝜎′′,while 𝑏 do 𝑆, 𝜎3) ∈ 𝑇 and
Σ5 = Σ4 + 𝑥𝑜 → 𝜎3. Since we already know 𝑃(𝜎′′) = 𝑡𝑟𝑢𝑒, using our induc-
tion hypothesis, we can conclude that 𝑃(𝜎3) = 𝑡𝑟𝑢𝑒 and ℬ⟦𝑏⟧(𝜎3) = 𝑓 𝑎𝑙𝑠𝑒, or
{¬ℬ⟦𝑏⟧(𝜎3) ∧ 𝑃(𝜎3)}.

Using the concrete interpretation for merging branches, we evaluate the entire
branching part:�(

isTrue(𝑥 𝑓1′ );𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓2);𝐻(𝑥 𝑓2 , 𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜)
isFalse(𝑥 𝑓1′ ); id(𝑥𝜎)? ⊲ 𝑥𝑜

)�
(Σ2, 𝑇) ⇓ (Σ6, 𝑇)

whereΣ6 = Σ2+Σ3
|{𝑥𝑜} orΣ6 = Σ2+Σ5

|{𝑥𝑜}. From this, we concludeΣ6 = Σ2+𝑥𝑜 → 𝜎′

or Σ5 = Σ2 + 𝑥𝑜 → 𝜎3. Lastly, we have the empty skeleton ⟦⟧(Σ6, 𝑇) ⇓ Σ6.

Since {¬ℬ⟦𝑏⟧(𝜎′) ∧ 𝑃(𝜎′)}, {¬ℬ⟦𝑏⟧(𝜎3) ∧ 𝑃(𝜎3)} and either 𝜎′ or 𝜎3 is the
output state of the derivation, we can conclude that, given that the premise holds,
{𝑃} while 𝑏 do 𝑆 {¬ℬ⟦𝑏⟧ ∧ 𝑃} also holds.

Cons Rule

Consequence rule:

{𝑃′} 𝑆 {𝑄′} 𝑃 ⇒ 𝑃′ 𝑄′ ⇒ 𝑄

{𝑃} 𝑆 {𝑄}
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We want to show that if (𝜎, 𝑆, 𝜎′) ∈ ℋ 𝑛(∅) and 𝑃(𝜎) = 𝑡𝑟𝑢𝑒, then 𝑄(𝜎′) = 𝑡𝑟𝑢𝑒.
We start our proof with the assumption 𝑃(𝜎) = 𝑡𝑟𝑢𝑒, where 𝜎 is our initial state.
Using the second precondition, we see that (𝑃(𝜎) = 𝑡𝑟𝑢𝑒) ⇒ (𝑃′(𝜎) = 𝑡𝑟𝑢𝑒). This
means that we can now apply the first precondition and obtain 𝑄′(𝜎′) = 𝑡𝑟𝑢𝑒.
Lastly, we apply the third precondition and conclude 𝑄(𝜎′) = 𝑡𝑟𝑢𝑒, completing
our proof.

3.5 Additional Rules

The soundness of all rules and axioms in the language While has been proven.
In this section, we go beyong the language While, and extend it with two addi-
tional rules by providing their skeletons. We prove their soundness with respect
to the Hoare logic rules.

Repeat Rule

Repeat rule:
{𝑃} 𝑆 {𝑃}

{𝑃} repeat 𝑆 until 𝑏 {ℬ⟦𝑏⟧ ∧ 𝑃}
Repeat skeleton:

Repeat(𝑟𝑒𝑝𝑒𝑎𝑡 𝑥𝑡1 𝑥𝑡2) :=


𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1);𝐻(𝑥 𝑓1 , 𝑥𝑡2 , 𝑥 𝑓2); isBool(𝑥 𝑓2)? ⊲ 𝑥 𝑓2′ ;(

isTrue(𝑥 𝑓2′ ); id(𝑥 𝑓1)? ⊲ 𝑥𝑜
isFalse(𝑥 𝑓2′ ); 𝐻(𝑥 𝑓1 , 𝑟𝑒𝑝𝑒𝑎𝑡 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜)

)
{𝑥𝑜}


Similarly to the While rule, the Repeat rule represents a loop construct. Here

statement 𝑆 is executed once, and then expression 𝑏 is evaluated. If the evaluation
returns 𝑓 𝑎𝑙𝑠𝑒, the entire process is repeated, while if 𝑏 evaluates to 𝑡𝑟𝑢𝑒, the
execution ends. We will use again strong induction on the depth of recursion 𝑛,
in ℋ 𝑛(∅). The 𝑖𝑠𝑇𝑟𝑢𝑒 branch will serve as the base case, while the 𝑖𝑠𝐹𝑎𝑙𝑠𝑒 branch
will represent the induction step. The induction hypothesis:

∀𝜎, 𝜎′ : (𝑃(𝜎) ∧ (𝜎, repeat 𝑆 until 𝑏, 𝜎′) ∈ ℋ 𝑛(∅)) =⇒ (ℬ⟦𝑏⟧(𝜎′) ∧ 𝑃(𝜎′))

We will now start to analyse the skeleton. We take the initial environment:
Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡1 → 𝑆 + 𝑥𝑡2 → 𝑏. We assume 𝑃(𝜎) = 𝑡𝑟𝑢𝑒. First, we have a hook.
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Assume there exists 𝑇 = ℋ 𝑛(∅) for some 𝑛 such that ⟦𝐻(𝑥𝜎 , 𝑥𝑡1 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓
(Σ1, 𝑇), where (Σ(𝑥𝜎),Σ(𝑥𝑡1), 𝜎′) = (𝜎, 𝑆, 𝜎′) ∈ 𝑇 and Σ1 = Σ + 𝑥 𝑓1 → 𝜎′. Since
𝑃(𝜎) = 𝑡𝑟𝑢𝑒, by using the premise we conclude 𝑃(𝜎′) = 𝑡𝑟𝑢𝑒.

For the next hook, we have ⟦𝐻(𝑥 𝑓1 , 𝑥𝑡2 , 𝑥 𝑓2)⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇), where
(Σ(𝑥 𝑓1),Σ(𝑥𝑡2), 𝑣1) = (𝜎′, 𝑏, 𝑣1) ∈ 𝑇 and Σ2 = Σ + 𝑥 𝑓2 → 𝑣1. Next we have
⟦isBool(𝑥 𝑓2)?⊲𝑥 𝑓2′⟧(Σ2, 𝑇) ⇓ (Σ3, 𝑇)withΣ3 = Σ2+𝑥 𝑓2′ → 𝑣2, where ⟦isBool⟧Σ2(𝑥 𝑓2) ⇓
𝑣2. According to the definition of 𝑖𝑠𝐵𝑜𝑜𝑙, 𝑣1 = 𝑏𝑜𝑜𝑙(𝑣2). Using Lemma 2, we view
Σ3(𝑥 𝑓2′ ) as ℬ⟦𝑏⟧, and conclude that ℬ⟦𝑏⟧(𝜎′) = 𝑣2.

We start with the base case, and assume 𝑣2 = 𝑡𝑟𝑢𝑒. We choose the first branch,
and evaluate ⟦isTrue(𝑥 𝑓2′ )⟧(Σ3, 𝑇) ⇓ (Σ3, 𝑇). The environment doesn’t change,
since 𝑖𝑠𝐹𝑎𝑙𝑠𝑒 returns (), meaning no fresh flow variable is added. Now we perform
⟦id(𝑥 𝑓1)⟧(Σ3, 𝑇) ⇓ (Σ4, 𝑇), where Σ4 = Σ3 + 𝑥𝑜 → 𝜎′′.

Using the definition for 𝑖𝑑, we see that ⟦id⟧Σ3(𝑥 𝑓1) ⇓ Σ3(𝑥 𝑓1). But this means
that Σ4(𝑥𝑜) = Σ3(𝑥 𝑓1) = 𝜎′, so 𝜎′ = 𝜎′′ and Σ4 = Σ3 + 𝑥𝑜 → 𝜎′. We assumed
ℬ⟦𝑏⟧(𝜎′) = 𝑡𝑟𝑢𝑒 and 𝑃(𝜎′) = 𝑡𝑟𝑢𝑒. We concluded that 𝜎′ = 𝜎′′, meaning 𝑃(𝜎′′) =
𝑡𝑟𝑢𝑒. From this, we can conclude {ℬ⟦𝑏⟧(𝜎′′) ∧ 𝑃(𝜎′′)}.

Now, for the inductive step, we assume 𝑣2 = ℬ⟦𝑏⟧(𝜎′) = 𝑓 𝑎𝑙𝑠𝑒, and evalu-
ate the second branch. We take ⟦isFalse(𝑥 𝑓2′ )⟧(Σ3, 𝑇) ⇓ (Σ3, 𝑇). The filter re-
turns (), so the environment doesn’t change. Following is a hook evaluation:
⟦𝐻(𝑥 𝑓2 , 𝑟𝑒𝑝𝑒𝑎𝑡 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜)⟧(Σ3, 𝑇) ⇓ (Σ5, 𝑇), where (Σ3(𝑥 𝑓1),Σ3(𝑟𝑒𝑝𝑒𝑎𝑡 𝑥𝑡1 𝑥𝑡2), 𝜎3) =
(𝜎′, repeat 𝑆 until 𝑏, 𝜎3) ∈ 𝑇 and Σ5 = Σ3 + 𝑥𝑜 → 𝜎3. Since we already know
𝑃(𝜎′) = 𝑡𝑟𝑢𝑒, using our induction hypothesis, we can conclude that 𝑃(𝜎3) = 𝑡𝑟𝑢𝑒

and ℬ⟦𝑏⟧(𝜎3) = 𝑡𝑟𝑢𝑒, or {ℬ⟦𝑏⟧(𝜎3) ∧ 𝑃(𝜎3)}.

Using the concrete interpretation for merging branches, we evaluate the entire
branching part:�(

isTrue(𝑥 𝑓2′ ); id(𝑥 𝑓1)? ⊲ 𝑥𝑜
isFalse(𝑥 𝑓2′ ); 𝐻(𝑥 𝑓1 , 𝑟𝑒𝑝𝑒𝑎𝑡 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜)

)�
(Σ3, 𝑇) ⇓ (Σ6, 𝑇)

whereΣ6 = Σ3+Σ4
|{𝑥𝑜} orΣ6 = Σ3+Σ5

|{𝑥𝑜}. From this, we concludeΣ6 = Σ3+𝑥𝑜 → 𝜎′′

or Σ5 = Σ2 + 𝑥𝑜 → 𝜎3. Lastly, we have the empty skeleton ⟦⟧(Σ6, 𝑇) ⇓ Σ6.
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CHAPTER 3. ANALYSIS

Since {ℬ⟦𝑏⟧(𝜎′′) ∧ 𝑃(𝜎′′)}, {ℬ⟦𝑏⟧(𝜎3) ∧ 𝑃(𝜎3)} and either 𝜎′′ or 𝜎3 is the out-
put state of the derivation, we can conclude that, given that the premise holds,
{𝑃} repeat 𝑆 until 𝑏 {ℬ⟦𝑏⟧ ∧ 𝑃} also holds.

For Rule

We want to construct a proof for the for-rule. In other words, we want to
repeat the execution of a statement 𝑆 for all possible values of an iterator 𝑥, in an
interval [𝑎1, 𝑎2). We define the rule for values up to and not including the upper
value. So in: for 𝑥 := 𝑎1 to 𝑎2 do 𝑆, the values 𝑥 will take are [𝑎1, 𝑎1 + 1, ..., 𝑎2 − 1].
We also assume 𝑥 doesn’t occur in 𝑆. In this case it is easy to see that the for-rule
is equivalent to the statement: 𝑥 := 𝑎1; while 𝑥 ≠ 𝑎2 do (𝑆; 𝑥 := 𝑥 + 1). Next we
have the following derivation tree:

From the tree, we see that the only derivation step which is not using a rule,
and therefore has to be an assumption is {𝑅 ∧ ℬ⟦𝑥 ≠ 𝑎2⟧} 𝑆 {𝑅[𝑥 → ℰ⟦𝑥 + 1⟧]}.
To be consistent with notation, we write ¬ℬ⟦𝑥 = 𝑎2⟧ instead of ℬ⟦𝑥 ≠ 𝑎2⟧. From
this, we can derive the for-rule:

{𝑅 ∧ ¬ℬ⟦𝑥 = 𝑎2⟧} 𝑆 {𝑅[𝑥 → ℰ⟦𝑥 + 1⟧]}
{𝑅[𝑥 → ℰ⟦𝑎1⟧]} for 𝑥 := 𝑎1 to 𝑎2 do 𝑆 {𝑅 ∧ ℬ⟦𝑥 = 𝑎2⟧}

We introduce the skeleton for the For rule:

For( 𝑓 𝑜𝑟 𝑥𝑡1 𝑥𝑡2 𝑥𝑡3 𝑥𝑡4) :=



𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓1); isInt(𝑥 𝑓1)? ⊲ 𝑥 𝑓1′ ; write(𝑥𝑡1 , 𝑥𝜎 , 𝑥 𝑓1)? ⊲ 𝑥 𝑓2 ;

𝐻(𝑥 𝑓2 , 𝑥𝑡3 , 𝑥 𝑓3); isInt(𝑥 𝑓3)? ⊲ 𝑥 𝑓3′ ; eq(𝑥 𝑓1′ , 𝑥 𝑓3′ )? ⊲ 𝑥 𝑓4 ;©«
isTrue(𝑥 𝑓4); id(𝑥 𝑓2)? ⊲ 𝑥𝑜
isFalse(𝑥 𝑓4); 𝐻(𝑥 𝑓2 , 𝑥𝑡4 , 𝑥 𝑓5);

add(𝑥 𝑓1′ , 1)? ⊲ 𝑥 𝑓6 ; intVal(𝑥 𝑓6)? ⊲ 𝑥 𝑓7 ;

𝐻(𝑥 𝑓5 , 𝑓 𝑜𝑟 𝑥𝑡1 𝑥 𝑓7 𝑥𝑡3 𝑥𝑡4 , 𝑥𝑜)

ª®®®®®®¬{𝑥𝑜}
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3.5. ADDITIONAL RULES

We proceed with a proof by strong induction on the depth of recursion 𝑛. The
isTrue branch will correspond to the base case, while the isFalse branch will rep-
resent the inductive step. The induction hypothesis is:

∀𝜎, 𝜎′ : (𝑅(𝜎[𝑥 → ℰ⟦𝑎1⟧(𝜎)]) ∧ (𝜎, for 𝑥 := 𝑎1 to 𝑎2 do 𝑆, 𝜎′) ∈ ℋ 𝑛(∅))
=⇒ (ℬ⟦𝑥 = 𝑎2⟧(𝜎′) ∧ 𝑅(𝜎′))

We start evaluating the skeleton in state 𝜎, assuming 𝑅(𝜎[𝑥 → ℰ⟦𝑎1⟧(𝜎)]) =
𝑡𝑟𝑢𝑒. The initial environment is Σ = 𝑥𝜎 → 𝜎 + 𝑥𝑡1 → 𝑥 + 𝑥𝑡2 → 𝑎1 + 𝑥𝑡3 →
𝑎2 + 𝑥𝑡4 → 𝑆. We start with the hook ⟦𝐻(𝑥𝜎 , 𝑥𝑡2 , 𝑥 𝑓1)⟧(Σ, 𝑇) ⇓ (Σ1, 𝑇). We assume
𝑇 = ℋ 𝑛(∅) exists for some 𝑛 such that (Σ(𝑥𝜎),Σ(𝑥𝑡2), 𝑣1) = (𝜎, 𝑎1, 𝑣1) ∈ 𝑇. Here
Σ1 = Σ + 𝑥 𝑓1 → 𝑣1. As 𝑎1 is an expression, 𝑣1 will be a value.

We continue with filter ⟦isInt(𝑥 𝑓1)?⊲𝑥 𝑓1′⟧(Σ1, 𝑇) ⇓ (Σ2, 𝑇). We have ⟦isInt⟧Σ1(𝑥 𝑓1) ⇓
𝑣2, or ⟦isInt⟧𝑣1 ⇓ 𝑣2. Here Σ2 = Σ1+ 𝑥 𝑓1′ → 𝑣2. By the definition of isInt, we know
𝑣1 = 𝑖𝑛𝑡(𝑣2). We can thus apply Lemma 1 and deduce that 𝑣2 = 𝒜⟦𝑎1⟧(𝜎). From
this, we also know 𝑣1 = ℰ⟦𝑎1⟧(𝜎).

Moving on to the next filter, ⟦write(𝑥𝑡1 , 𝑥𝜎 , 𝑥 𝑓1)? ⊲ 𝑥 𝑓2⟧(Σ2, 𝑇) ⇓ (Σ3, 𝑇). We
evaluate ⟦write⟧(Σ2(𝑥𝑡1),Σ2(𝑥𝜎),Σ2(𝑥 𝑓1)) ⇓ 𝜎′. In other words, ⟦write⟧(𝑥, 𝜎, 𝑣1) ⇓
𝜎′. The new environment is Σ3 = Σ2 + 𝑥 𝑓2 → 𝜎′. Following the definition of write,
we know 𝜎′ = 𝜎[𝑥 → 𝑣1] = 𝜎[𝑥 → ℰ⟦𝑎1⟧(𝜎)]. From our initial assumption, we
can deduce 𝑅(𝜎′) = 𝑡𝑟𝑢𝑒. Now since the value of 𝑥 is 𝑣1, we can also conclude
𝒜⟦𝑥⟧(𝜎′) = 𝑣2.

We arrive at another hook: ⟦𝐻(𝑥 𝑓2 , 𝑥𝑡3 , 𝑥 𝑓3)⟧(Σ3, 𝑇) ⇓ (Σ4, 𝑇). Assuming
(Σ3(𝑥 𝑓2),Σ3(𝑥𝑡3), 𝑣3) = (𝜎′, 𝑎2, 𝑣3) ∈ 𝑇, we have Σ4 = Σ3 + 𝑥 𝑓3 → 𝑣3. Next we
have ⟦isInt(𝑥 𝑓3)? ⊲ 𝑥 𝑓3′⟧(Σ4, 𝑇) ⇓ (Σ5, 𝑇). Let ⟦isInt⟧Σ4(𝑥 𝑓3) ⇓ 𝑣4, or ⟦isInt⟧𝑣3 ⇓ 𝑣4,
Σ5 = Σ4 + 𝑥 𝑓3′ → 𝑣4. By the definition of isInt, we know 𝑣3 = 𝑖𝑛𝑡(𝑣4). Applying
Lemma 1, we conclude 𝒜⟦𝑎2⟧(𝜎′) = 𝑣4.

Now we take filter ⟦eq(𝑥 𝑓1′ , 𝑥 𝑓3′ )? ⊲ 𝑥 𝑓4⟧(Σ5, 𝑇) ⇓ (Σ6, 𝑇). We get
⟦eq⟧(Σ5(𝑥 𝑓1′ ),Σ5(𝑥 𝑓3′ )) ⇓ 𝑣5, or ⟦eq⟧(𝑣2, 𝑣4) ⇓ 𝑣5, where Σ6 = Σ5 + 𝑥 𝑓4 → 𝑣5.
Since 𝒜⟦𝑥⟧(𝜎) = 𝒜⟦𝑥⟧(𝜎′) = 𝑣2 and 𝒜⟦𝑎2⟧(𝜎′) = 𝑣4, using the definition for ℬ,
𝑣5 = ℬ⟦𝑥 = 𝑎2⟧(𝜎′).
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CHAPTER 3. ANALYSIS

We start evaluating the branches. We first choose the 𝑖𝑠𝑇𝑟𝑢𝑒 branch, cor-
responding to the base case for our proof. We assume 𝑣5 = 𝑡𝑟𝑢𝑒, so ℬ⟦𝑥 =

𝑎2⟧(𝜎′) = 𝑡𝑟𝑢𝑒. We evaluate the filter: ⟦isTrue(𝑥 𝑓4)⟧(Σ6, 𝑇) ⇓ (Σ6, 𝑇). The filter
doesn’t introduce new flow varibles, so the environment stays the same. Moving
on, we have the filter ⟦id(𝑥 𝑓2)? ⊲ 𝑥𝑜⟧(Σ6, 𝑇) ⇓ (Σ7, 𝑇). Since Σ6(𝑥 𝑓2) = 𝜎′, using
the definition of id, we get ⟦id⟧𝜎′ ⇓ 𝜎′, thus Σ7 = Σ6 + 𝑥𝑜 → 𝜎′. Since we know
𝑅(𝜎′) = 𝑡𝑟𝑢𝑒 and ℬ⟦𝑥 = 𝑎2⟧(𝜎′) = 𝑡𝑟𝑢𝑒, the base case holds.

The second branch represents our inductive step. We assume 𝑣5 = 𝑓 𝑎𝑙𝑠𝑒. This
means ℬ⟦𝑥 = 𝑎2⟧(𝜎′) = 𝑓 𝑎𝑙𝑠𝑒, which is the same as ¬ℬ⟦𝑥 = 𝑎2⟧(𝜎′) = 𝑡𝑟𝑢𝑒. We
evaluate the filter ⟦isFalse(𝑥 𝑓4)⟧(Σ6, 𝑇) ⇓ (Σ6, 𝑇). Again, the environment doesn’t
change.

We continue with hook ⟦𝐻(𝑥 𝑓2 , 𝑥𝑡4 , 𝑥 𝑓5)⟧(Σ6, 𝑇) ⇓ (Σ8, 𝑇). Assuming
(Σ6(𝑥 𝑓2),Σ6(𝑥𝑡4), 𝜎′′) = (𝜎′, 𝑆, 𝜎′′) ∈ 𝑇, we have Σ8 = Σ6 + 𝑥 𝑓5 → 𝜎′′. Since 𝑅(𝜎′) =
𝑡𝑟𝑢𝑒 and ¬ℬ⟦𝑥 = 𝑎2⟧(𝜎′) = 𝑡𝑟𝑢𝑒, we use the premise to conclude 𝑅(𝜎′′[𝑥 →
ℰ⟦𝑥 + 1⟧(𝜎′′)]) = 𝑡𝑟𝑢𝑒.

We now analyse filter ⟦add(𝑥 𝑓1′ , 1)? ⊲ 𝑥 𝑓6⟧(Σ8, 𝑇) ⇓ (Σ9, 𝑇). We have
⟦add⟧(Σ9(𝑥 𝑓1′ ),Σ9(1)) ⇓ 𝑣6, or ⟦add⟧(𝑣2, 1) ⇓ 𝑣6, where Σ9 = Σ8 + 𝑥 𝑓6 → 𝑣6. We
know 𝑣2 = 𝒜⟦𝑥⟧(𝜎′) = 𝒜⟦𝑥⟧(𝜎′′). From the definitions of function 𝒜 and filter
𝑎𝑑𝑑, we have 𝑣6 = 𝑣2 + 1 = 𝒜⟦𝑥⟧(𝜎′′) + 𝒜⟦1⟧(𝜎′′) = 𝒜⟦𝑥 + 1⟧(𝜎′′).

The next filter is ⟦intVal(𝑥 𝑓6)?⊲𝑥 𝑓7⟧(Σ9, 𝑇) ⇓ (Σ10, 𝑇). We have ⟦intVal⟧Σ9(𝑥 𝑓6) ⇓
𝑣7, or ⟦intVal⟧𝑣6 ⇓ 𝑣7, and Σ10 = Σ9 + 𝑥 𝑓7 → 𝑣7. Since 𝑣6 = 𝒜⟦𝑥 + 1⟧(𝜎′′) and
𝑣7 = 𝑖𝑛𝑡(𝑣6), using the definition of ℰ, we find 𝑣7 = ℰ⟦𝑥 + 1⟧(𝜎′′). We know
𝑅(𝜎′′[𝑥 → ℰ⟦𝑥 + 1⟧(𝜎′′)]) = 𝑡𝑟𝑢𝑒, so 𝑅(𝜎′′[𝑥 → 𝑣7]) = 𝑡𝑟𝑢𝑒.

Now we have hook ⟦𝐻(𝑥 𝑓5 , 𝑓 𝑜𝑟 𝑥𝑡1 𝑥 𝑓7 𝑥𝑡3 𝑥𝑡4 , 𝑥𝑜)⟧(Σ10, 𝑇) ⇓ (Σ11, 𝑇). Here
Σ11 = Σ10 + 𝑥𝑜 → 𝜎3. By the induction hypothesis, since 𝑅(𝜎′′[𝑥 → 𝑣7]) = 𝑡𝑟𝑢𝑒,
and Σ10(𝑥 𝑓7) = 𝑣7, and (𝜎′′, for 𝑥 := 𝑣7 to 𝑎2 do 𝑆, 𝜎3) ∈ 𝑇, we can conclude
{𝑅(𝜎3) ∧ ℬ⟦𝑥 = 𝑎2⟧(𝜎3)}.
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3.6. SUGGESTIONS FOR INTERPRETING SKELETONS

By the concrete interpretation for merging branches, we evaluate the branching:�������
©«
isTrue(𝑥 𝑓4); id(𝑥 𝑓2)? ⊲ 𝑥𝑜
isFalse(𝑥 𝑓4); 𝐻(𝑥 𝑓2 , 𝑥𝑡4 , 𝑥 𝑓5);

add(𝑥 𝑓1′ , 1)? ⊲ 𝑥 𝑓6 ; intVal(𝑥 𝑓6)? ⊲ 𝑥 𝑓7 ;

𝐻(𝑥 𝑓5 , 𝑓 𝑜𝑟 𝑥𝑡1 𝑥 𝑓7 𝑥𝑡3 𝑥𝑡4 , 𝑥𝑜)

ª®®®®®®¬

������� (Σ6, 𝑇) ⇓ (Σ12, 𝑇)

where Σ12 = Σ6 +Σ7
|{𝑥𝑜} = Σ6 + 𝑥𝑜 → 𝜎′ or Σ12 = Σ6 +Σ11

|{𝑥𝑜} = Σ6 + 𝑥𝑜 → 𝜎3. Lastly,
we have the empty skeleton ⟦⟧(Σ12, 𝑇) ⇓ Σ12.

Since {ℬ⟦𝑥 = 𝑎2⟧(𝜎′) ∧ 𝑅(𝜎′)}, {ℬ⟦𝑥 = 𝑎2⟧(𝜎3) ∧ 𝑅(𝜎3)} and either 𝜎′ or 𝜎3 is
the output state of the derivation, we can conclude that, given that the premise
holds, {𝑅[𝑥 → ℰ⟦𝑎1⟧]} for 𝑥 := 𝑎1 to 𝑎2 do 𝑆 {𝑅 ∧ ℬ⟦𝑥 = 𝑎2⟧} also holds.

3.6 Suggestions for Interpreting Skeletons

In the process of proving the soundness property for the language While, we
developed an intuition about the mapping of skeletons to Hoare logic rules. These
suggestions are intended to act as a heuristic, and do not guarantee that strictly
following them will produce a correct mapping. The observations are:

1. A hook on a term 𝑥𝑡 representing an expression: 𝐻⟦(𝜎, 𝑥𝑡 , 𝑥 𝑓 )⟧, followed
by an application of the 𝑖𝑠𝐵𝑜𝑜𝑙 filter on 𝑥 𝑓 and a 𝑖𝑠𝑇𝑟𝑢𝑒/𝑖𝑠𝐹𝑎𝑙𝑠𝑒 branching
on the 𝑏𝑜𝑜𝑙 result suggests the presence of a predicate of the form ℬ⟦𝑏⟧ or
¬ℬ⟦𝑏⟧, respectively.

2. The presence of a branching on the truth value of a (flow) variable suggests
the presence of an 𝑖 𝑓 -statement, or a statement that can be rewritten as an
𝑖 𝑓 -statement, such as 𝑤ℎ𝑖𝑙𝑒, 𝑟𝑒𝑝𝑒𝑎𝑡, 𝑓 𝑜𝑟.

3. The presence of the bone in its own skeleton means the construct is recursive.
This happens in a branching, one of the other branches representing the base
case of the recursion. As an example, in the skeleton for the 𝑤ℎ𝑖𝑙𝑒 rule, we
have hook 𝐻(𝑥 𝑓2 , 𝑤ℎ𝑖𝑙𝑒 𝑥𝑡1 𝑥𝑡2 , 𝑥𝑜).

4. The 𝑖𝑑 filter is usually translated to a 𝑠𝑘𝑖𝑝 axiom, or it is not translated and
represents an unwritten branch, as we have in the 𝑤ℎ𝑖𝑙𝑒 rule.

5. A branching with more than two branches would suggest the use of a
𝑠𝑤𝑖𝑡𝑐ℎ/𝑐𝑎𝑠𝑒 statement, in languages that contain one, or nested 𝑖 𝑓 -statements
otherwise.

6. Two consecutive hooks suggest the use of statement composition, repre-
sented by the 𝑠𝑒𝑞 rule.
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4
Conclusions and Future Works

The goal of this project was to examine the relation between Hoare logic and
skeletal semantics. We wanted to explore the possibility of building correct-by-
construction Hoare logics for languages formalised using skeletal semantics.

In the paper, we described the relation between Hoare logic and the skeletal
semantics of a simple imperative language called While. We formally introduced
the syntax and semantics of the language and proved the soundness property
with respect to Hoare logic. We did this by proving the partial correctness for all
arithmetic and boolean expressions, and also for all statements in the language -
part which turned out to be the most difficult. We added two additional rules to
the language, deriving their skeletons, and proving their partial correctness.

Lastly, we introduced a short heuristic for mapping skeletons to Hoare logic
rules. The heuristic is incomplete and does not guarantee a correct mapping every
time, but it can be used as an intuition for making the task more straightforward.

Although studying the relation between Hoare logic and a specific language
described using skeletal semantics is the first step, our goal of finding a general
approach still requires more research. Suggested next steps would be enhancing
the language with new, commonly used constructs and proving their soundness.
Examples would be supporting arrays, lists, input/output, selection statements
with more than two branches, exceptions and control transfer statements, such
as try-catch, break, return, etc. Another option would be proving soundness
for more languages, imperative and not only, with the prospect of observing
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more similarities and ultimately formalising a language-independent theorem for
deriving Hoare logic from skeletal semantics.
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