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Abstract

In quantum chromodynamics (QCD), the proton mass can be derived from the
matrix elements of the energy-momentum tensor (EMT). A natural question
that arises is whether the proton mass can be decomposed, e.g. into a quark
and a gluon part. Multiple decompositions have been synthesized, depending
on different criteria like gauge invariance, Lorentz invariance and locality. As of
yet there is no one universal decomposition of the proton mass. In this thesis
we compare the existing decompositions and their relation to each other. This
thesis contains a review of QCD in general, the EMT and how it is related to
the proton mass. Special attention is paid to the renormalization of the EMT
for which operator mixing must be involved. The different decompositions of
the proton mass and the role of the trace anomaly are examined. We compute
numerical results for the mass decompositions and present and discuss graphs
of the running of these decompositions.
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1 Introduction

Nearly all the mass of known matter is contained in protons and neutrons -
the particles that make up the nuclei of atoms. And yet we know surprisingly
little about the distribution of mass inside particles like the proton itself. When
the proton was first discovered, scientists thought it to be an elementary par-
ticle, just like the electron. Later, as more and more particles (particularly
hadrons) were discovered, scientists started noticing patterns among the masses
and charges of the hadrons. This eventually led to the belief the proton consists
of three smaller particles called quarks: two up- and one down-quark. They are
held together by massless gluons in a ball of radius ~ 1 fm. The total mass
of the proton (~ 938 MeV) can however not be explained by the sum of the
masses of the three quarks (~ 9 MeV). The rest of the mass must be contained
in the kinetic energy of the quarks and gluons and the confinement energy of
the quarks. A simple uncertainty principle argument for instance shows that
the confinement energy of the quarks must be ~ 300 MeV [1]. The modern
picture of a proton is a sea of quarks and gluons described by QCD with three
valence quarks: two up- and one down-quark. A natural question that arises in
this picture is: how much quark and how much gluon is a proton? This thesis
tries to give some insights into this question.

In this context, the QCD energy-momentum tensor (EMT) plays a key role.
Its matrix elements relate to properties like the mass and momentum of a proton,
but also its spin, angular momentum and even pressure and shear distributions
[2]. In this thesis we focus on the mass of the proton and how it can be decom-
posed into contributions from the masses and energies of the quarks and gluons.
We investigate several decompositions from literature [3, 4, 5]. All of these de-
compositions are derived from the EMT via either the Hamiltonian (which is
related to the energy-component of the EMT) or the EMT trace. From the
phenomenological point of view, we compute the numerical results of the mass
decompositions and discuss their scale dependence. For the numerical inputs of
the necessary matrix elements we use the parton momentum fractions and the
scalar charge of the proton.

The thesis is organized as follows: in chapter 2, we review QCD and how
it is based upon the gauge symmetry SU(3). We derive the (classical) QCD
Lagrangian, equations of motion and the EMT. In chapter 3, we then review
quantization and renormalization of QCD. We discuss the scale dependence of
the theory and calculate the QCD beta function and quark mass anomalous
dimension. In chapter 4, we discuss operator renormalization and operator
mixing. We then apply this to the renormalization of the operators that form
the EMT. We also derive the EMT trace anomaly from the dilatation current.
Lastly, in chapter 5 we discuss how the mass of the proton is derived from the
EMT, either through its trace or the Hamiltonian. We then investigate four
mass decompositions: one 2-term decomposition by Tanaka [5], a 2-term de-
composition by Lorcé [3], a 4-term decomposition by Ji [4] and an improvement
on Ji’s decomposition by Rodini et al. [2]. We use numerical inputs from [2] to
compute the numerical values of the mass decompositions and produce graphs of



the running of these decompositions as function of scale. Based on these graphs
we discuss the large- and small-scale behaviour of the mass decompositions.



2 An introduction to QCD

A good grasp of the theory of QCD is needed to fully understand the content
of this thesis. Therefore this chapter explains the basics of QCD as a field
theory and how it obtained from the SU(3) gauge symmetry of the color charge
in quarks. Section 2.1 treats the Lie group SU(3) and its representations for
quarks and gluons. Section 2.2 uses this theory to build the QCD Lagrangian.
The theory in these sections is mostly adapted from [6]. Readers who are familiar
with QCD can skip these sections. In section 2.3 the energy-momentum tensor
is discussed and the QCD EMT is derived.

2.1 The Lie group SU(3)

According to QCD, quarks possess a a set of three related charges called color
charges. Therefore they are represented mathematically by a three-component
vector of spinor fields ¢;(z) with ¢ = 1,2,3. The theory of QCD is invariant
under local rotations of this vector, meaning only colorless particles can exist
in nature. These rotations are unitary operators and can therefore be form
the gauge symmetry group U(3). The pure phase transformations form a U(1)
subgroup and can be described with a QED-like theory. These transformations
are not of interest to us and therefore we remove this subgroup to form the
simple Lie group SU(3). We next discuss some general properties of this group.

The Lie group SU(3) is defined as the 8-dimensional group of all 3 x 3 unitary
matrices g with determinant 1. Any element of SU(3) can be written as the
exponential of a Hermitian matrix. If we consider matrices infinitesimally close
to the unit matrix', we can write:

g(a) =1 +iaT* + O(a?), (1)

where a = 1,...,8 and repeated indices are summed over. The anti-hermitian
matrices T* are called the generators of the group. A property of Lie groups is
that the commutator of two generators is again a linear combination of genera-
tors:

[T, 1] = if**eTe. (2)

The f¢ determine the structure of the group and are therefore called the
structure constants of SU(3). They are completely anti-symmetric and obey
the Jacobi identity.

To describe QCD mathematically, we must use different matrix represen-
tations of SU(3) for the different parts of the theory. For a d-dimensional
representation r, we replace T® with d x d matrices ¢¢ in the equations above.
The matrices are normalized based on the traces of their products. Specifi-
cally, we can choose a basis for the generators T'* such that, for any irreducible
representation:

Tr[tetd] = C(r)s™. (3)

1As SU(3) is a continuously generated group, any element can be reached by the repeated
action of these infinitesimal elements.



where C(r) is a constant for every representation. Furthermore, the operator T2
is an invariant of SU(3). Therefore T takes a constant value on each irreducible
representation:

$949 = Oy(r) - 1. (4)

Here Cs(r) is a constant, called the quadratic Casimir operator, for every rep-
resentation.

We introduce two important representations of SU(3). The quark fields
transform under the fundamental representation N of SU(3). The fundamental
representation acts on three-vectors and its elements are simply the matrices
that define SU(3): 3 x 3, unitary matrices with a determinant of 1. The quark
fields then transforms under an infinitesimal element of SU(3) as:

v, — [emati’]ijz/}i ~ [(5’7 + iaa(tﬁv)ij}z/}j, (5)

where a = 1,...,8 and t%, = %)\“, A% being the Gell-Mann matrices. With this

choice of %, we have C(N) = 3 and C3(N) = 3.

As we will see below, QCD requires the introduction of another type of field
called gluon fields transforming under the adjoint representation G of SU(3)
(plus a gauge transformation that will be explained later). The representation
matrices of the adjoint representation are given by the structure constants:
(t%)e¢ = ifete. Similar to the fundamental representation, we can view the
action of SU(3) as a vector rotation, this time acting on an eight-component

vector A,. We get the transformation:
A, —> [eiabtg]acAc ~ [5ac + iabfabc] A,. (6)

The constants of the adjoint representation equal C(g) = C3(G) = 3. In the
rest of this thesis, we will use the notation 7% = t%, for the generators of SU(3)
in the fundamental representation and the structure constants for the adjoint
representation. As we are using structure constants, it is useful to write equa-
tions (3) and (4) in terms of structure constants for the adjoint representation.
We have:

Tr[tgte] = fo £ = C(G)5™, (7)

and:
(t%)ad(té)db _ facdfbcd — Cz(G)(Sab, (8)

which proves that the two constants are indeed equal to one another.

2.2 The Lagrangian formulation of QCD

The fundamental quantity of quantum field theories is the action S. The prin-
ciple of least action states that if a system evolves between times t; and to, it
will follow the "path” in configuration space for which S is an extremum. The
action can be expressed in terms of a functional, called the Lagrangian L, as:

to to
s= [ arn= [ dtec(o.0,00, (9)

t1 t1



where £ is the Lagrangian density and the ¢; represent all the fields in the
theory. The principle of least action then leads to a set of equations involving
the Lagrangian, called the relativistic Euler-Lagrange equations:

Oy _OL = 8—£ (10)
0u¢i)  O¢i
Finally, solving these equations in terms of the ¢; results in the equations of
motion for the system.
As quarks are fermionic particles, we start with the Dirac Lagrangian for
the quark fields:

EDirac = 1[)(2@ - m)'l/)v (11)

where ¥; = (¢;)17? and v#, u = 0,1,2,3 are the gamma matrices. A sum over
quark flavors and colors is understood. This Lagrangian is already invariant
under a global SU(3) transformation as it only depends on the combination
P B N, _

P — Pl T[T g = . (12)
However, we stipulate that the Lagrangian, like the theory, must be invariant
under an gauge SU(3) transformation. This differs from a global SU(3) trans-
formation in that it allows an independent symmetry transformation at every
point in spacetime. Therefore the kinetic term in (11) is no longer invariant;
the gauge transformation shifts the Lagrangian by —1/_18#04“ (z)T*1). To obtain a
gauge invariant Lagrangian, we replace 9,, by a covariant derivative. A covariant
derivative D,, is defined such that (for infinitesimal transformations):

Dyib(z) — [1+ia®(z)T*| Dy (z), (13)

ie. D,(x) has the same transformation law as ¢(x). This means that the
transformation of the covariant derivative has to counteract the extra term.
Therefore we introduce a eight new fields Aj; which appear in the covariant
derivative:

D, =0, —igA;T*, (14)

where have arbitrarily extracted a constant g. To ensure equation (13), we must
have the following transformation for Aj7:

1
AST® —s AT +i[a(2)T°, ALTY] + gc’ma“(m), (15)

or:
a ac abc [ 1 a
Al — (5% — feab(2)) A + §8H04 (z), (16)

where we recognize as a transformation under the adjoint representation of
SU(3) plus a gauge transformation. The physical interpretation of Aj are the
eight gluon fields. The constant g is the coupling constant of the strong inter-
action.



Next we need to add a kinetic term for the gluon fields to the Lagrangian.
The transformation law of the covariant derivative implies that:

[D,, D) — [1 4 ia®(x)T*][Dy, Dy)o. (17)

Simultaneously, the commutator of two covariant derivatives is not a differential
operator but merely a matrix operator:

[Dy, D) = —igFy, T, (18)

with:
FA,T% = 9, AST® — §,A%T* — ig[A°T?, AV T"]. (19)

7%

The tensor F, is called the gluon field tensor, similar to the electromagnetic
field tensor of QED. It equals:

F, = 0,AL —9,A5 +g fabCAj;Ag. (20)

Although the gluon field tensor is not sensitive to the gauge term of the Af
transformation, it is not gauge invariant. Nor should it be, as there are eight
field strengths, each associated with a given direction of rotation in the abstract
SU(3) space. Similar how the transformation (13) requires the transformation
(16), so does equation (17) require the following transformation:

F3, T — F$,T% + i[a®(x)T, F),T"]. (21)

Many gauge invariant combinations can be made from the gluon field tensor,
for instance —3 Tr [(Fa,T*)?] = —2(F*)*8(F") 4. Using this term, we obtain
the QCD Lagrangian:

Laco = B —m)b = {(F) (F)as. (22)

It contains massive quarks interacting with massless gluons. The gluons, unlike
the photons of QED, also interact among each other due to the A}, cubic and
quartic terms in the Lagrangian. The whole Lagrangian depends on two param-
eters: the coupling constant g and the fermion mass m. From the Lagrangian
we also find the equations of motion:

iy = myp — g A" T, (23)
—i0, " = mip — g A" T, (24)
OMFS, = gf " Fy, A% — gipy, T). (25)

where equations (23) and (24) hold for all quark flavors and colors.

2.3 The Energy-momentum Tensor

The energy-momentum tensor, denoted T (z), describes the energy- and mo-
mentum density and flux of a system. It is the Noether current associated with



spacetime translation invariance of the Lagrangian. This means that it is con-
served (9,T"" = 0) and connected to the energy and momentum of a system
via P* = [ d3zT°(x)). The EMT plays a crucial role in understanding global
properties like mass of particles, due to its relation to energy and momentum.

Since we’ll be using the EMT to compute the proton mass, we better derive
the EMT for QCD. As a Noether current, the EMT is given by:

w  OL

= ——0"¢;, — g"" L. 26

A problem with this canonical formula for the EMT is that it does not satisfy
gauge invariance nor symmetry in its indices p and v. Gauge invariance is
desirable for the EMT, as our physical world does not depend on what gauge
we choose. Symmetry in its indices p and v is desirable if we ever want to unify
QFT and general relativity, as there the EMT is symmetric. We can derive
a new EMT from equation (26) such that these properties are met, without
changing the meaning of the EMT in field theory. First of all, we can use the
Belinfante-Rosenfeld procedure to symmetrize the EMT [2]. To enforce gauge
invariance, we use the fact that the Lagrangian is only defined up to a derivative.
This means there is some arbitrariness in the EMT. Specifically, the charges P”
and conservation law are unchanged if we make the transformation:

T =TE + 0,0l (27)

where ©/*7)¥ is local in the fields and anti-symmetric in the indices p and p [7].
For Lqcp, the EMT is:

Tg” _ iﬂv“@”d;—(Fa)“p(aVAZ)—gw {—i(F“)aﬁ(Fa)aﬁ—H/)(im_m)w}' (28)

The first two terms of T} are not gauge invariant. To rectify this, we make the
transformation of equation (27) with ©#7" = (F*)*?(A%)¥. We get:

% . 7 v a a\v v 1 a\o a T
T — i D (PP E) =g | = L) (4 B —m)s ] (20
Next we use the Belinfante-Rosenfeld procedure to make the EMT symmetric.
For the case of QCD, this is equivalent to ignoring the anti-symmetric part.
Lastly we will use the equations of motion to simplify the EMT, as we will be
using the EMT on physical states only. Therefore the EMT that we will use
throughout the rest of this thesis is:
_ v
T = iy Dy — (B (B, 4+ S (F) ™ (F*)as,  (30)
where v+ DV} = L(y*D¥ +~"DM).

In this chapter we have set up a classical field theory for the strong interac-
tion. We have modelled it as a manifestation of a SU(3) gauge symmetry in the



abstract space formed by three quark color charges. We have seen that gauge
fields needed to be added to keep the theory SU(3) gauge-invariant. These
fields are the gluon fields and they act as the force carriers of the strong inter-
action. We have set up the Lagrangian of the theory and derived the equations
of motion. Also, we have discussed the EMT and its role in mass computa-
tions. We've ended this chapter with a derivation of the EMT for QCD. In
the next chapter we will quantize the theory, fully obtaining QCD. We will see
that the Lagrangian is central to this quantization. Also, we will run into some
divergences, which we will deal with using renormalization.

10



3 Into the quantum realm

Everything so far was based on a classical theory. Of course we need to quantize
the theory, as the universe is quantum in nature at the small scales. This
quantization will introduce UV-divergences in the theory, a sign that something
is amiss with our theory at very high energies. As we do not have a better theory
on hand, we will fix these divergences using a process called renormalization.
We also treat the scale dependency of the quantized theory.

3.1 Quantization

Central to quantization is a function called the correlation function, or Green’s
function,

G (x1,...,2n) = Q| T{O1(z1) ... On(a,)} Q). (31)

We will also often use the Fourier transformed Green’s functions:
G (ky,. .. ky) = /d4x1 dir, e = ke g () (32)

Green’s functions are somewhat abstract quantities which describe a process in
which the vacuum (denoted by |Q2)) becomes exited to form particles and oper-
ators (the O;) at certain points in spacetime (the x;) and eventually decaying
back down to the vacuum. The square of a correlation function is related to the
probability that this process occurs.

Throughout this work, we will use the path integral formulation to quantize
the theory. The path integral formulation describes the evolution of quantum
states, e.g. from |¢,)) to (¢s|. It identifies a measure for every possible way or
“path” that this evolution can occur:

O1(21) ... O (wy)eh [ 77 4" £(6:.0"60),

In the exponential we recognize the action, which ensures the principle of least
action: around the true classical path the action varies vary slowly and the
phases add up; far away from the true classical path the action varies rapidly and
the measures cancel each other out. Therefore paths around the true classical
path are much more likely to occur. In the classical limit 7 — 0, only the classical
path survives and we regain classical Lagrangian mechanics. According to the
principle of superposition the true quantum path is then given by the sum of
the measures of all paths. The continuous limit of this sum is the functional
integral over all fields of the theory:

(n) . ID¢101 (l‘l) . On(xn)e% fj—g d'a L(pi,0" bs)
G (x1,...,2p) = lim — .
T—oo(1—i€) fD(;SieE S5 dte L(bi,00¢:)
(33)
The denominator here is a normalization factor that rid us of any phase and
overlap factors that do not contribute to the physics. The limit 7' — oo(1 — i€)

11



has been chosen to project out the vacuum state from |¢,) and (¢,|. From now
on we set h = 1.

The number of possible paths for a process is immense: quarks can interact
with each other, quark-antiquark pairs can be created or annihilated, gluons
can be emitted or absorbed etc. A general analytical solution for path integrals
in the interacting theory is not known in more than 2 spacetime dimensions [6].
Therefore we turn to a perturbative solution. We expand the exponentials in
equation (33) as a series in g:

et [ d*zLacp _ i [d'zLo [1 +z‘/d4y Ling + .. l, (34)

where Lo = ¢(id — m)y + (9, A% — 8, A%)? is the free theory Lagrangian and
Lint = Locp — Lo contains all the interactions (and is proportional to g). When
inserted into a correlation function, the n’th term of this expansion corresponds
to paths with n interactions. So depending on the needed precision of our
answer, we just need to compute all paths up to n interactions. Even more,
we only need to consider connected paths. Pieces that are disconnected from
all external points (i.e. vacuum fluctuations) exponentiate to a constant that is
present in both the numerator and the denominator of the correlation function
and therefore cancels out.

The easiest way to find all connected paths is by making use of Feynman dia-
grams. Feynman diagrams are pictorial representations of amplitudes of a single
path. They are connected to the mathematical expressions by a set of Feynman
rules. Connected paths translate to 1-particle irreducible (1PI) diagrams, which
are diagrams that cannot be split in two by cutting one propagator. For a full
review on Feynman diagrams, see for instance [6, 8].

Propagators

To find the basic propagators we work in the free theory (¢ = 0), in which
we have no interactions. The quark propagator is then given by the following
two-point Green’s function:

B n 71 n Lo eifd4r [@(za—m)w]
(O T ) (2)} ) = L 2EDY Lo lra)e )

where we have left the limits on the time integrals implicit; they are the same as
equation (33). The gluon contributions in the numerator and denominator have
canceled out. As quarks are fermions and obey anticommutation relations, we
have used Grassmann fields for the quark fields ¥ and ¢. More information on
Grassmann fields can be found in for instance [6]. Both the denominator and
numerator in equation (35) are Gaussian integrals over Grassmann variables.
The denominator of this equation is det (1(3 — m). The numerator is this same
determinant multiplied by Sg(z1 — 22), the functional inverse of the operator
—i(id —m):
—Z(Za - m)SF(xl — .132) = 5(4) (l‘1 — l‘g).

12



Performing a Fourier transform, we find:

d4k‘ ,L-e—ik(ml —x2)

2m)4 F—m +ie

QT {02} |9) = Sel@ —22) = [ ¢ (36)
The gluon propagator is given by another two-point Green’s function:

fDA AZ(wl)Al;(xg)eifd%[*%(Fa')aﬁ(F“)aﬁ]
[DA e e[k FD2(F2)as]

(Q T{A] (1) A} (x2) } ) = :
(37)
where DA = H(S1=1 H?:o DAY now consists of regular complex fields. This time
the quark contributions have canceled out. The integrals in equation (37) can
be rewritten as Gaussian integrals by partial integration of the exponent?:

/d4g;[— i(Fa)aﬁ(Fa)aﬂ] — %/d%A,‘j(m)éab(guan _ 8“8”)14;‘,(33). (38)
When trying to evaluate the Gaussian integrals we run into trouble. Because
gluons are massless they have only two polarization states. Therefore the opera-
tor g"* 0% — 9" is singular and has no inverse. In fact, the functional integrals
in equation (37) are badly divergent. The reason for this is gauge invariance:
the Lagrangian is invariant under a gauge transformation and hence we are in-
tegrating over a continuous infinity of physically equivalent field configurations.
A solution to this problem was found by Faddeev and Popov [9]. They intro-
duced a delta function picking out one field configuration of each set of gauge
equivalent configurations. They then showed that this delta function can be
expressed as an addition to the Lagrangian:

Lot + Lonost = %(amzf + e (~0M D), (39)
where D¢ = 0,6 +g¢ fabcAZ is the covariant derivative in the adjoint repre-
sentation. The gauge fixing term L, contains a new parameter £, called the
gauge-fixing parameter. As ¢ is not physical (it breaks the gauge invariance of
the Lagrangian), it should not appear in any physical results. Indeed the value
of the correlation function of any gauge-invariant operator is independent of &
[6]. The ghosts ¢* are anticommuting fields belonging to the adjoint represen-
tation. Just like the gauge fixing parameter they are not physical and can’t
appear as external lines of Feynman diagrams. They interact with the gluons
and serve as negative degrees of freedom that cancel the effects of the unphysical
timelike and longitudinal polarization states of the gluons that were added by
the gauge fixing term. The ghost propagator equals:

d*k i

(2m)% k2

(9 (1) (22) |2) = / b =ikla—za), (40)

2Remember that we are working in the free theory (g = 0) here. Therefore we do not have
any gluon-gluon interactions.

13



which can be derived much like the other propagators. The ghost and gauge
fixing terms in the Lagrangian do affect the energy-momentum tensor. However,
as they are not physical, they vanish in any physical state. As we are concerned
in the proton mass (which is a physical state), we ignore these contributions
and use equation (30) as our formula for the EMT.

With the extra terms Lg ¢ and Lgnost, equation (38) changes to:

1 1 1
4 2 a\2| __ 4 a ab v a2 L Qv b
/d x[— o f%(amu) } = /d 2 A% ()6 (9" 9% — (1 — Z)af 9") A (z),
The operator §%(g"* 92 — (1 — %)8"8”) is indeed invertible and we denote this

inverse by D% (zy — ). Evaluating the Gaussian integrals and performing
a Fourier transformation, we find the photon propagator:

(QT{A" (21) A" (22)} ) = D" (@1 — a2)

d4k 7Z‘efik(m17m2) . Ny g
/(277)4 k2 + e (gu —1-97 > (41)

Often a specific value of £ is chosen in computations. Two convenient choices
are the Landau gauge (£ = 0) and the Feynman gauge (£ = 1). In these gauges
the gluon propagator takes on an especially simple form. We will be working in
the Feynman gauge in our computations.

Interactions

All interactions are treated as perturbations to the free theory and therefore
appear of the correlation function on the same footing as external fields. This
makes computing their Feynman rules particularly simple. As an example we
treat the basic quark-quark-gluon interaction gy A2T%). We start with the
three-point Green’s function:

(QT{p(@1)p(w2) A (3) } 1€2) -

At zeroth order of the perturbation (i.e. the free theory) this correlation function
is 0, as it contains an odd integral over A*. At first order, we have:

[ PaDiDs|ig [ ity bl AT o)) A aa)et oo

Performing the path integrals, we get:

ig / dySp (1 — y) 1T Sp(y — 22) DE (25 — y).

This expression still includes the propagation of the fields. To obtain the inter-
action itself we multiply by the inverse of the propagators and get:

ig/d‘*y%é(‘”(y — 21)0W (25 — )6 5706 W) (25 — ).

14



Performing a Fourier transform and evaluating everything in momentum space
we arrive at:
igy 0™ (ks + k2 + ks) (42)

where k; represents the momentum of the particle coming from x;. Note that
this result looks very similar to the original Lagrangian term; this is a benefit
of pulling the interactions out of the exponent. The other interactions can be
derived in a similar fashion, although one must be careful with the different
ways the gluons can connect to the 3-gluon or 4-gluon vertex.

In conclusion we can describe the quantized theory by means of abstract
quantities called Green’s functions, whose square relate to the probability that
the process they describe occurs. Green’s functions can be calculated pertur-
batively to the desired accuracy by computing the Feynman diagrams that are
related to said Green’s function. The Feynman rules that are needed for com-
puting the Feynman diagrams are:

1. 5 = 7 ! - (quark propagator),

" _
: ;,wé‘ab
AN TRENNNSSIN = i 5 (gluon propagator),
s k
k
i&ab
3. a-- Z --p = 12 (ghost propagator),
k1
4. p,a = —ieytT?,
_ ko
k3
s, a
k;l/
g [g" (k1 — k2)”
5 pc ko +g"P (kg — k3)"
?3’ \ +9"° (ks — k1)”]
v, b
M? a k v, b
2/ _,L'g2[fabwfcd;c (gupguo _ guagup)
6. ]{;1\ ki4 — _|_facwfbda: (gul/gpa _ guagyp)
\ _’_fada:fbca: (gp,ugpo _ gppgua)]
P, & k?’ a, d

15



¥
7. o, a M = —gfabckg,
> k2
ks X

8. Impose momentum conservation at each vertex,

d*k
9. Integrate over each undetermined (free) momentum: / 2
I

10. Add a minus sign for all fermion and ghost loops

11. Divide by the symmetry factor of the diagram

where we have suppressed the +ie terms in the propagators. This concludes
the quantization of QCD using the path integral formulation. There is however
still one problem with the theory: many Feynman diagrams contain divergent
integrals over free momenta. This problem can be resolved by renormalizing the
theory, which we will do in the next section.

3.2 Renormalization

Anyone who has ever worked on QCD knows that the world of quantum field
theory is plagued with divergences. Mathematically, UV-divergences show up as
the £ — oo limit of the momentum integrals over free momenta in the Feynman
diagrams. This indicates that quantum field theories are not perfectly valid the-
ories, but only work up to a certain momentum scale. The physical meaning of
these divergences is however not so clear. Due to the strong similarities between
QFT and statistical mechanics, many believe that QFT is merely an emergent
theory. Just like statistical mechanics describes the emergent properties of lots
of atoms together, QFT might describe the emergent properties of many incred-
ibly tiny objects. Some even say that it is the quantization of spacetime itself
(which should be around the Planck scale or 1073° m) that breaks quantum
field theory. Whatever the true physical reasoning is behind the divergences, we
need to get rid of them to be able to use the theory. We do this by renormalizing
the theory.

General principles of renormalization

The process of renormalization starts with introducing a regulator in the theory.
The most obvious choice is a momentum cutoff: we lower the upper limit of the
momentum integrals from oo to A. Another choice, called dimensional regular-
ization, is to change the number of dimensions of the theory from 4 to d. For
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a sufficient small d the integrals are convergent. With this regulator we obtain
expressions for the divergences as limits of A — oo (or d — 4). Next, we change
our theory to use fields and parameters that are are actually divergent them-
selves: their divergences “absorb” the divergences from the ultraviolet behaviour
of the Feynman diagrams. This absorption of infinitely many UV-divergences
by finitely many fields and parameters is not possible for every quantum field
theory. The theories for which this is possible are called renormalizable. It is
proven [6] that theories in which the coupling constants are dimensionless or
have a positive mass dimension are renormalizable. Lucky for us, this is the
case with QCD: the coupling constant g is dimensionless and the quark mass m
obviously has a positive mass dimension.

Denoting the divergent or ‘bare’ fields and parameters with a subscript B,
we start from the Lagrangian:

Laco = nlil) — mu)bs — 3 ()™ (Fg)u + ch(~0" D). (43

with (Fg)H = 9 AL* — 9 A" + gp foe AP A%, DI = 9 — igg AT and
Dwac = grgac +ng“bcA%’b. We ignore the gauge fixing term here for simplicity
(this can be done by setting £ = 0o). We express the divergences in the bare
parameters and fields by so called renormalization constants. What is left we
call renormalized fields and parameters, denoted with a subscript R:

A = VBAR, wn=VTn, k= VZech,

mp = meR, gB = ZggR.

The renormalized parameters gr and mpg then refer to the physical quark mass
and coupling constant, Green’s functions built from renormalized fields and
parameters are finite and agree with experiment. As the coupling constant will
be used very often, we drop the subscript R from here on and use simply g for
the renormalized coupling constant.

After renormalization we are working with an effective theory: it is (proba-
bly) not the true way how nature works, but we can nonetheless describe nature
with the theory. An aspect of effective theories is that they are momentum scale
dependent. If we look at nature with low energies and long wavelengths, then we
observe it coarsely. Higher energies and shorter wavelengths can reveal a finer
theory with possibly different characteristics. Therefore the effective theory
must change as function of scale. In renormalized field theories this manifests
itself as a momentum scale dependence of the parameters. Every renormaliza-
tion scheme introduces the scale dependence in one way or another. For the
momentum cutoff this is the cutoff scale A. For dimensional regularization the
scale dependence is not so clear. By changing the number of dimensions the
coupling constant becomes dimensionful. This is remedied by introducing a
momentum scale and rescaling the renormalized coupling constant: g — p2g
with e =4 — d.

The precise formulation of the renormalization constants depends on the
choice of renormalization scheme. We can however deduce a general structure
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from the free theory. In the free theory (¢ = 0) there obviously are no loop
diagrams and therefore no divergences. So in the limit ¢ — 0 all renormalization
constants must converge to unity. This means we can express all renormalization
constants as: Z = 1+ O(g), which allows us to rewrite the Lagrangian in terms
of renormalized fields and parameters as follows:

EQCD = Eren + ['c.t.7 (44)

where L, is the Lagrangian of equation (43) but with renormalized instead of
bare fields and parameters and L. ;. is given by:

1 1
Lot = —Z(C%(AR)fﬁ—au(AR)ﬁ)253—igf“bc(au(AR)ﬁ—au(AR)ﬁ)(AR)”’b(AR)”’C5f9

1 o
- Zg2f“bcf“de(AR)Z(AR)i(AR)“’d(AR)”’eﬁlg + Yr(id02 — mom )R
+ighrApyRd: — RO chos — gf *ChO" (AR); kT, (45)

These extra terms are called the counterterms. The §; are related to the renor-
malization constants by:

03 = Z3 — 1, 09 = Zo — 1, O, = L Zo — 1, 05 =Z.—1,
0 = Zy(Z3)** =1, 617 = (Zy)%(Zs)? - 1,
01 = ZgZo(Zs)' 2 =1, 67 = ZyZo(Z5)")? — 1.
For the computation of the renormalization constants it is easier to treat the
counterterms as extra vertex terms with their own Feynman rule and notation.
The Feynman rules of the counterterms are given below®. Demanding that

Green’s functions including counterterms are finite allows us to compute the
values of the §; and therefore the renormalization constants.

P S = Z(p(;z — mém),
Wy Q@ ~A~@~~ I/,b = _Z'(g;wk2 _ k“ky)(sabé&
a-»@»-p = —ipzéabég,
1y a = igy*T0;.

30nly the counterterms needed to complete the renormalization of QCD to one-loop order
have been given.
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1-loop structure of QCD

We choose to calculate the renormalization constants in the modified mini-
mal subtraction (MS) scheme, combined with dimensional regularization. In
dimensional regularization the UV-divergences appear as poles in %, often to-
gether with a term In4we~7#. The MS scheme then absorbs the combination
E +1In 47re*7E} in the renormalization constants. Note that when working with
dimensional regularization that special care must be taken of terms of ¢! Terms
proportional to e can still provide finite contributions to equations if they later
get multiplied by % In this subsection we calculate the renormalization con-
stants, using Feynman diagrams and the §;. Not all §; have to be calculated, as
there are eight counterterms and only five renormalization constants. We choose
to focus on 61,23, and 65. All the needed Feynman diagrams are computed in

appendix A.1.
4& —P—@—F

Figure 2: All Feynman diagrams for (Q| ¥z (21)¥r(22) |©2) up to one-loop order,
including counterterms.

The 2 and §,, can be computed from the quark self-energy, i.e. the Green’s
function (Q|¢¥r(z1)Yr(z2)|Q). Up to 1-loop order, there is one divergent di-
agram and one counterterm diagram, depicted in figure 2; their sum must be
finite. Therefore the 5 and d,, must equal (up to one-loop order):

2
62 = —CQ(N)% |:€ + 11’147T6_—YE:| y (46)
s |2 -
Om = —4CQ(N)Z—7T L + Indme VE} (47)

2
Here oy = £~ is the QCD equivalent of the fine structure constant.

4
,»gr,,:/\::‘wly, 7)7@7}7

Figure 3: All Feynman diagrams for (Q| ¢%(z1)c% (z2) [€2) up to one-loop order,
including counterterms.

For 05 we consider the ghost self-energy (Q| ¢%(21)e% (z2) |2), which is very
similar to the electron self-energy. We again have one divergent diagram and
one counterterm diagram up to 1-loop order, depicted in figure 3. If we insist
their divergences cancel, 65 must be given by (up to one-loop order):

5 = —ECQ(G)% [z + 1n47re_"”3} . (48)



Figure 4: All Feynman diagrams for (Q|¢g(x1)A%* (22)Yr(23) |Q2) up to one-
loop order, including counterterms.

To compute ; we examine the effective quark-quark-gluon vertex, given
by (Q|Yr(z1)AR* (22)Yr(23) Q). We now have two divergent diagrams and
one counterterm diagram up to 1-loop order, depicted in figure 4. As their
divergences must cancel out, d; has to equal:

o
47

-
RO

Figure 5: All Feynman diagrams for (Q] A%®(z1)A%"(22)|Q) up to one-loop
order, including counterterms.

—(Ca(N) + C2(G)) = E+1n47re w] (49)

For 03 we look at the vacuum polarization (€] A%%(x1)A%" (x2)]9). The
divergent and counterterm diagrams up to 1-loop order are depicted in figure
5. The quark loop diagram has to be multiplied by the number of fermions ny.
The other three loop diagrams make little sense separately, but combined yield
a divergence of:

iCQ(G)(S“b (47r)§ /1 de A% {(2 — 2+ %ez)gﬂ’jI‘(% _ 1)A
am 0
+ %([(2x —1)%(2—¢) = 2(x+1)(2 —z) — 2z(z — 1)]p"p”
+[E2-2)?+(1+2)? -2 -z - 1)z]ngw)F(;)}

We recognize that (2 — 2¢ + £¢?) = —(2 — €)(§ — 1), which means that now the
two gamma functions contribute to the same divergence (because of the relation
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2l(z) =T (x + 1)). Using A = z(z — 1)p?, we find:

iCQ(G)aab )% / dx A% 5([(2gc 1)2(2—€)—2(x+1)(2—z)—2z(z—1)|p"p
+2- x)Q F(1+2)?-206 - —1)2—22-a(z — 1)]])29“”)F(§>.

Next we tackle the p#p” coefficient: this simply equals (2 — €)(2z — 1)? — 4. As
the total of the three diagrams must be proportional to (p?g"” — ptp¥), the p?
coefficient must also equal (2 — €)(2z — 1)2 — 4. So we get:

iC2(G)6 22 (4m) L (5) / dr A5 1[(2— (20— 17— 4(Pg" — p'p").

™

The divergent part of this diagram is therefore:
2 v v sab 2 —
**CQ( ) ( ip“g"” — p"p¥]é )[ + Indme VE}
€

Finally, the divergences of all four diagrams must be cancelled by the countert-
erm diagram. Therefore we get:

4

Qs

03 = (gCQ(G) nfC( ) — i E +1n47re”E]. (50)

Now that we have computed the needed counterterms, we can calculate the
renormalization constants. The results are:

2
Z=1- o) |2 mares)| 61)
4 | €
5 4 as |2
= — _ = il e —-YE
Zy=1+ (302(0) SnfC(N))47T L + Indre } (52)
Zo =1 - 3Cy(N) 22 |2 4 tndme—e (53)
me 2V g e T ’
2 o | 2
Zy=1+ (gnfC(N) CQ(G)) . [ + Indme™ VE} (54)
1 ag |2
Z.=1--Cy(G)= { + Indre” WE] (55)
2 4

This concludes the renormalization of QCD. It is instructive to check how the
cancellation of divergences works when using renormalization constants for the
quark propagator. We know that the bare propagator is (up to on-loop or-
der) the sum of two diagrams: the basic propagator and the quark self energy
diagram, computed in appendix A.1. Together, we have:
Q ) Q) = ! d Cy(N) !
(1@ (0) 19 = S SO 2 2l sl
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plus some additional finite terms. This time we have not ignored the external
legs. This is because the external legs depend on the bare mass, while the
renormalized propagator should only depend on renormalized quantities. To
remove the dependence on bare quantities, we use mp = Z,,mpr and write:

p—mB :p—mR+(Zm—1)mR
S (Zy —)mp\"
n_oﬁ—mR< p—m ) '

The bare propagator then equals:

b

(s ()5 () [2) = —— + — (V)22 2 (ifp — mg))

p—mR p—mR EG

p—mn’

where we’ve used equation (53) to express everything as a series in a. As the
one-loop correction already is of order oy, we only keep the leading order term
of the external legs in that term. The renormalized propagator differs from the
bare propagator by a factor Z, ! coming from the quark fields. Multiplying the
basic propagator by this factor, we find an additional term of O(ay):

=1 . .
iZy 1 )

p-mn  p-mn  p-mn

[~i(Z5" = 1) (p —mr)]

p—mn

If we use equation (51) to again express everything as a series in «s, we note that
this additional term precisely cancels the divergence in the bare propagator:

(QYr(@)Yr(Y) 12) =

1

pomn

(56)

This concludes the proof. Even though this confirms that the renormalized
quark propagator is finite, it is good to note that equation (56) is not an exact
equation. Additional finite contributions to the renormalized propagator have
been suppressed in this derivation. The precise nature of these additional terms
depends on the renormalization scheme and the scale at which we probe the
theory.

3.3 Beta function and mass anomalous dimension

We have established before that QCD is an effective theory and therefore depen-
dent on the scale at which we probe the theory. This scale dependence manifests
itself in the momentum scale dependence, or ‘running’, of the parameters of the
theory. If we fully want to understand QCD, we need to investigate the running
of the parameters. To do so, we consider the following differential equations:

dg

oty = P (57)
0

Sl = m(9) (58)
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The two functions on the right hand side are called the QCD beta function
and quark mass anomalous dimension respectively. They are the backbone of
many renormalization calculations and even appear in for instance quantum
anomalies.

We first focus on the beta function. We use the fact that the bare parameter
gp is scale independent and write:

d9B €

. 07 )
0= =—_uzx7z 3 g 37 .
VI AR T 48(9)

All terms have a factor ©2 in common, which we divide out. Also, Zg4 is only
dependent on p through g2. If we define By = Y C5(G) — nyC(N), we get

Zg=1~— 5—202‘7 [% + In 47re_7E} and the equation above becomes:

3 asr2 1 asr2 €
e LA (s D
( 25047r € +imdme Blg) + 260471' € +ndme 2g 0
from which we deduce that up to 1-loop order the beta function is given by:
€ Qs
ﬁ(g)——g(i—i—BoE—k...). (59)

The equation above only holds when using dimensional regularization in 4 — ¢
dimensions. When we take the limit ¢ — 0, we obtain the well-known expression
of the beta function, that is independent of the renormalization scheme (up to

this order) [6]:
3

Blg) = —Bo(fT)er.... (60)

Depending on the value of 3y, we have two possible behaviours of the coupling
33

constant g. If there are many quark flavors (ny > =), the beta function is
positive. In this case g would become small at large distances and large at
small distances, meaning charges at large distances do not affect each other.
However, in our universe there are only 6 known quark flavors. Therefore the
beta function is negative and g increases at large distances, while it tends to
zero as the distance decreases. This behaviour is called ’asymptotic freedom’.
Quarks and gluons at very small distances act like free particles, hardly noticing
each other. In the large-distance limit however, the coupling constant increases
to infinity. In fact, ¢ might reach infinity even at a finitely large distance®. It
is interesting to calculate an approximate formula for ag. If we assume that

ag < 1, we have:

Oag a?
= —Boz,
dlnp 27

This is a simple differential equation which can be solved by standard methods.
The result is:

4We do not know this for sure, as perturbation theory fails when g becomes large.
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as(po)
Qg (l‘) = S
1 — a (o) Bo B LL 1

with initial conditions as(po) at = po. This confirms the story above, that
|aes| decreases with increasing energy and vice versa. Of course equation (61)
is only valid when «; is weak, as we have ignored higher order terms. To gain
an estimate for the lower bound at which a; is weak, note that equation (61)

: (61)

contains a pole at u = Moem = A. This defines the scale at which ag
becomes strong and perturbation theory becomes useless for our calculations.
Using a5(2 GeV) = 0.269 (from [10]) and assuming 4 active quark flavours, we
find a lower bound of A = 0.121 GeV. This is in agreement with experimental
measurements, which yielded a value of A ~ 0.2 GeV [6]. QCD perturbation
theory is valid when p is larger than these values, say above u = 1 GeV. Finally,
we can rewrite equation (61) in a simpler form using A:

2w

as(p) = m- (62)

This is the most simple display of the running of the coupling constant.
The quark mass anomalous dimension can be found via a similar way as the
beta function. We use the fact that mp is scale independent and write:

_ 3mB o OZ,,L
- Olnp  Olnp

mp + Zymeym(g)-

We divide by mpg and again note that Z,, is only dependent on p through g2.
Therefore we get:

- 602(N)Z‘; E + 1n47re_7E} (% + /30% . )
+ (1 — 302(]\7)2—; [% + ln4ﬂ'e_'YED'ym(g) =0.

Note that we have used equation (59) for 8(g) instead of equation (60) as we
are still working in d = 4 — € dimensions. From here we conclude that the quark
mass anomalous dimension up to 1-loop order in 4 dimensions equals:

@

4., (63)

Ym(g) = —6Ca(N) o
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4 Operator renormalization

Composite operators are products of fields evaluated at the same point in space-
time. Examples are the quark number current 1)y*t(x) and the energy momen-
tum tensor T""(xz). Calculations involving composite operators must evaluate
multiple fields infinitely close to each other. As we have seen, QFT is not fit
to handle these small distances and UV-divergences arise in the calculation of
Green’s functions. These divergences generally can’t be removed by the field
renormalizations alone. Instead we introduce a separate renormalization of the
composite operators, much like the field renormalization. Effectively, we treat
the composite operator as a field of its own, although related to the basic fields
of the theory. Sections 4.1 and 4.2 are based on [6] and deal with the basics of
operator renormalization and mixing. Sections 4.3 deals with the EMT trace
anomaly and is an extension of chapter 19.5 of [6]. Finally, section 4.4 treats
the renormalization of the EMT.

4.1 The basics

Let us consider a general composite operators O(x), constructed from the fields
@1, .., ¢n (¢ can be any type of field). We define a finite, renormalized operator
Opg which is a rescaled version of the operator Op, built from bare fields®:

Or = ZoOsg. (64)

The renormalized operator is renormalization scheme dependent, as is the case
with all renormalized quantities. One must however be careful to use the same
regularization as for the field renormalizations. One can use a different renor-
malization scheme from the field renormalization [2]. So far throughout this
thesis we have used dimensional regularization with the MS scheme. We will
be using the same combination for composite operator renormalization. The
renormalized composite operators are also scale dependent and therefore have
an anomalous dimension. Its value is computed as follows®:

1 0Zp

Yo (1)

The value of the renormalization constant is calculated by using Green’s
functions. We define the renormalized Green’s function:

G (D1, pn) = (2L OR(0)1 m(P1) - - b k() |2) - (66)

The zero-momentum insertion of the operator is chosen deliberately, as the
renormalization constants are momentum-independent and this is the easiest

5Note that Zo is defined opposite of how we defined renormalization constants so far. We
have done this to be more in agreement with other papers on renormalization of the EMT.

SThe opposite sign stems again from the fact that we’ve defined Z¢p opposite of the theory
so far.

"We define all operators to have their vacuum expectation value removed. For instance,
whenever we write O = vn), we are actually saying: O = ¥ — (Q] P |Q).
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choice. We relate Gg) to a bare Green’s function by:

6 01 a) = (1121 ) 20 (91 060)01.5(1) 600 ). (07)

The bare Green’s function can be computed by evaluating the corresponding
Feynman diagrams. As the renormalized Green’s function must be finite at all
orders, we then can calculate Z» to the desired order.

As an example, we consider the composite operator [¢](z). It interacts
with quarks via:

where the square dot with dashed line indicates an interaction with a composite
operator. Up to 1-loop order, there are four Feynman diagrams associated with
the Green’s function (Q [¢9](0)¢(p1)¥(p2) |?), depicted in figure 6. Of these,

v 7 v o
(a) (b) (c) (d)

Figure 6: All Feynman diagrams for (€ [1/%](0)¢(p1)v(p2) |©2) up to 1-loop
order.

diagram (d) (and of course diagram (a)) is 1PT and is computed in appendix A.2.
Diagrams (b) and (c) are not 1PI, but can be viewed as quantum corrections
to the external fields. In fact, this holds at all orders: the full Green’s function
can be written as:

(Q [e)(0)¢(p1)Y(p2) |92) = (Z2)°T 5y, (68)

where I'j,, is the sum of all 1PI diagrams. Up to 1-loop order, we then have:

(Q [¥BYB)(0)Y5(p1)Ys(p2) Q) = 1+26, +4CQ(N)Z—; E+1n47re““5} +0(a?),

where we have subtracted external legs. Here we see that only renormalizing
the fields would not have been enough: divergences of the type of diagram (d)
would still be present. Therefore we define the renormalized operator [9)]r(x)
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similar to equation (64). We find that the following combination must be finite
at all orders:

Z 7 ag |2
b s _ )
— 1+ 20 +4C5(N)— |- +1n4 1B
7 ( + 209 + 4C5( )47TL+ ndmwe ]+(9(as)),
from where we conclude that:
Zo =1 —3C (N2 |2 L indre= | + O(a2 69
By =1 —3C( )47r EJF name + O(ey), (69)
and therefore: o
Vo = GCQ(N)ﬁ +0(a?). (70)

You might notice that v, is equal to —7;,. This is no coincidence. We will see
later that the composite operator m) is RG-invariant (renormalization group
invariant). Therefore we obtain the relation:

0= Omp () g
 Ologp

oz, _ _
Y G) g = (Ym + V) mR(D) RS

= YmMmr(WY)R + mRalogu

proving that vz, = —7, to all orders.

4.2 Operator mixing

Often when working with composite operators, there exist multiple, linearly in-
dependent operators which possess the same quantum numbers, symmetries and
other characteristics. These operators form a linear space on which renormaliza-
tion acts as a linear operator. Therefore the renormalization constant needs to
be generalized to a matrix and the operators mix under renormalization. If we
consider a linearly independent set O%, i = 1,..., N, of operators with the same
characteristics, the relation between renormalized and bare renormalization is:

R =230% (71)
where the (’)g3 are built from bare fields. In turn the anomalous dimension

function also must be generalized to a matrix:

. YA )
g = 9 [Zo4M. 72

The value of the renormalization matrix is again calculated by using Green’s
functions. Each O is constructed from fields ¢¢, .. ., ¢§1 (where again ¢ can be
any type of field). Therefore we define renormalized Green’s functions similar
to equation (66) for each operator O. However, because all the composite
operators have the same quantum numbers etc, we can also consider the Green’s
function of O with the fields that make up O7 where i # j. So we get the
Green’s functions:

G = (2] OR(0)6] p(p1) - 6]

Lj,

r(Pn;) ) - (73)
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whered,j = 1,..., N. Once again we write everything in terms of bare operators

and fields. This time we get a sum of N bare Green’s functions on the right
hand side:

n;j N
6k = (T1 )4 ) S0 2" 01 OO ) 67, 00,19 (72
k=1 =1

The relation between the renormalized and bare Green’s functions, similar to
equation (67), yield a system of N2 equations. This system can then be solved
for the N? entries of the renormalization matrix.

Let us consider an example. We define the linearly independent operators:

OB = —(F"),(F")a, O = P(ir* D)o, (75)

both with the trace in Lorentz space subtracted. Within QCD, these form
a basis for all the gauge invariant Dirac scalar, Lorentz tensor, colorless and
traceless operators that are independent under the equations of motion and
symmetric under the exchange of p and v. Therefore they only mix among
themselves and the mixing matrix looks like:

G-l e
O% r Zrg Zgr] |O% B

To calculate the renormalization constants, we consider the induced relations
between bare and renormalized Green’s functions:

v o Z v o Z v o
(O i |0) = 2 Q1 OFpwnts I0) + 22 (0] O 050510,

Z

(0 Ol AR AT |0) = 2 (0] Of, A AT |0) + T2 (9] O AT AT 19),

— _ Z _
(Q OF RYrYR Q) = O} p¥pYs ) + 7 (O} pYBYE 19),

7<|

(O O A AR 10) = 12 (9 Op, A AT 1) +

f v 40,4 4T,b

The renormalized Green’s functions are finite to all orders. As there are no
renormalizations at zero-loop order, the bare and renormalized Green’s function
agree at this order. The bare Green’s functions can be calculated from the
definition of the correlation function using Wick contractions. The results are:

<Q| Og}Aa,aAgb |Q> — 5ab (p{p,pu}gar +p2ga{ugu}r . po'p{ﬂgu}T o p‘rp{ugz/}a')7
QO PR Q) = y#pt,
(Q O AT AR () = (9 O b rR Q) = 0,

all with the trace in yu— v space subtracted. All other orders of the bare Green’s
functions can be calculated by means of Feynman diagrams. Both sides of the
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Figure 7: All 1PI diagrams for (9| Og:f)Ag’aAg’b |2) up to 1-loop order.

equations above must have the same overall structure. Therefore it is sufficient
to compare one term of the Green’s functions to calculate the renormalization
constants. We choose to focus on the terms —26%pltprtgo™ and y{tprt for
interactions with gluons and quarks respectively.

For (Q] O;"%A%’QA%I) |2), there are five 1PI diagrams up to one loop order,
depicted in figure 1, and eight diagrams for the external gluon field renormaliza-
tion. The external field corrections yield a divergence of 273 (multiplied by the
basic interaction), where Z3 is given in equation (52). Of the diagrams in figure
7, diagram (e) contains no terms with p# and therefore does not contribute to
—259pliprtgoT . Diagram (b) is equal to diagram (c). The divergences of all
the diagrams are calculated in appendix A.2. All together, we get:

v a,a s 5 e 2 —vE
QoM AR ALY Q) = (1 +205 — Ca(G) L +Indme™ ] + O(a§)>
[—26plip g ). (T7)
Oy Oy Oy Oy
(a) (b) (c) (d)

Figure 8: All 1PI diagrams for (Q] O?Z)wolfio |2) up to 1-loop order.
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Similarly, for (€] (9?391#31/;3 |Q2) there are four 1PI diagrams up to 1-loop
order, depicted in figure 8, and two diagrams for the external quark field renor-
malization. Just as in the last section, yield the external field corrections a
divergence of 2d2. Of the 1PI diagrams, diagram (b) is equal to diagram (c).
The divergences of all the diagrams are calculated in appendix A.2. All together,
we get:

4 | €

(0O |9) = <1+252_202<N)% Zinte e +O<a§>) (09 —(trace)].

Figure 9: All diagrams for (Q\O}LVBAS’“AOB’I’ I€2) (diagrams (a) and (b)) and
(] 045t 19) (diagram (c)) up to 1-loop order.

For (9| O?ZBA%’“A%I’ |©2), there are a total of 2n; diagrams up to 1-loop
order, diagrams (a) and (b) of figure 9 for each type of fermion. Their contribu-
tion is identical. For (9] 05331/131/_13 |2) there is one diagram up to 1-loop order,
diagram (c) of figure 9. There are no external field corrections at this order.
The divergences of the diagrams are calculated in appendix A.2. The results
are:

v ‘s b
(Q O AR A

4 s |2 _
Q) = <3nfC(N)a |:—|—11147T€ 7E:|+O(Oé§)> [—26%plrprtgom4 ]

4 | e
(79)
(0 O s 10) = <§02<N>j; [2 +In 47reﬂ + 0<a§>> [ lipt — (trace)].
(80)

We are now able to solve for the renormalization constants order by order.
At leading order, we have:

Zgg=Zgr =1,
Zyg = Zgr = 0.
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At next-to-leading order, the following combinations must be finite:

8 Qg
7C2(N )47T

2
3 { + In4me™ 'YE} + Zyy,

5 ag |2 _
Zgg—(53+253—302(G) 7T|:6+1n471'€ ’YE:|,
Zyp = 6y 4205 — 2Co(N) 2 |2 4 Inde e

fr=o2 20372 | e T ’
4 ag |2 _
Zfg + nfC( )4W[€+ln47re VE}

All together, we conclude:

4 s |2

Zgg =1+ gnsC(N )Zﬂ [ + 1n47re_”E]7 (81)
8 s |2 -

Zgp = _§CQ(N)Z7 L + Indme WE}, (82)
4 s |2 -

ng TLfC(N)Z:T|:€+1n47Te ’YE:|7 (83)

as |2 e
Zyp =1+ 02( )1 |- indmeE (84)

From here the anomalous dimension and therefore the scaling of the operators
Oy and Oy could be calculated. This anomalous dimension is also a matrix,
meaning the scaling depends on both operators. One could say that the opera-
tors “talk” to each other. We will later see that the components of mass rules
also “talk” to each other.

4.3 Computation of the trace of the EMT

Before we tackle the renormalization of the EMT, we will compute the EMT
trace. This is a well-known result in the literature that is important to cover
here as well. The EMT is related to the divergence of the dilatation current,
which is the Noether current of scale invariance. Therefore the EMT can be
viewed as a measure of the scale invariance of a theory. In classical QCD, we
have T, = maptp. The meaning of this is clear: the masses of the fermions break
the scale invariance of the theory. In a massless theory we would have 7%, =0
and the dilatation current would indeed be a conserved current. Quantization
breaks scale invariance by breaking the energy spectrum into tiny discrete steps
(quanta). Therefore quantization should add a non-zero term to the trace of
the EMT that vanishes when we take the classical limit. This term is called the
quantum trace anomaly. In this section we show that a quantum trace anomaly
indeed arises when we quantize QCD.

We define a scale transformation as a transformation of spacetime z* —
A7tzk X > 0. Given a field theory £(¢;, 0" ¢;) in d dimensions, the fields ¢; are
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transformed as: ¢;(z) — APig;(Ax), where D; is the mass dimension of the
field ¢;. For an infinitesimal scaling A = 1 4 ¢, the change in ¢; takes the form:

Here we have ignored the terms of order O(e?). For a theory with no mass terms
or dimensionful couplings, the Lagrangian transforms similar to a field:

0L = e[d+ "0, )L = €0y (aM'L). (85)

As this is a 4-divergence, the action is invariant under this transformation and
the theory possesses a conserved current, called the dilatation current:

oL v
D=3 D a0 (50

satisfying 0,D" = 0. If the Lagrangian does have a scale dependency (e.g.
through quantization), then equation (85) changes to 6£ = €[0,(z"L) + A],
where A is not a 4-divergence. This means the dilatation current is not con-
served but instead satisfies: 0,D* = A. We interpret this as A being the
measure of scale dependency of the theory.

The dilatation current is related to the energy-momentum tensor. We rec-
ognize the sum of the second and third term of equation (86) as z,T5 . It
was shown by Callan, Coleman and Jackiw [11] that it is possible to define a
new energy-momentum tensor T#” such that D* = z,TH*. Therefore the di-
vergence of the dilatation current is equal to the trace of the energy-momentum
tensor. We won’t repeat the proof here, but instead show that the QCD energy-
momentum tensor defined in equation (30) satisfies: 9, D* = 7",. In QCD, the
sum in equation (86) reaches over the fields A%, " and ¢*. We have:

oL 3 -
Di————¢; = F"MA, + —ipy"a. 87
; 50.5° Sy (87)
The second term on the rhs is a conserved current of QCD and therefore its
divergence equals zero. Inserting the rest into the divergence of equation (86),
we find:
0, D" = 0,((F*)" A}) + (Te)!, =T, (88)

where T"" coincides with equation (30). Note that this implies that 7%, = A
and therefore the EMT trace is also a measure of scale dependency of the theory.

Next let us calculate the QCD dilatation current. To this end we consider
the renormalized QCD Lagrangian. Apart from fields and derivatives, the renor-
malized QCD Lagrangian contains the dimensionful parameters g and m. They
transform under a scale transformation as:

dgr(p) = Hon e6(9),

6mR
om = —€u = —€MRTYm\9)-
r(1) EN RYm(9)
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The calculation simplifies by rescaling the gauge fields gAj, — AJ; such that
the parameter g is removed from the covariant derivative and only appears
in front of the F? term. The total Lagrangian then transforms under a scale
transformation as:

2
oL = 6(*% +d+ 9:“8“)(4];2)}3 +e(d + 20,) (VDY) R

— (=Y +d— 1+ 2"9,)(my)p,

=e(d+ 2"0,)L + %(FQ)R +e(y, + 1)(ma)) r.

From here we extract A and conclude that:

B

A=
(Tr)t, = A= 5

(F?)r + (145, (my) g, (89)
where we have undone the rescaling of the gauge fields. The EMT trace anomaly
is given by %(F2)3+'ym(m1/)1/1)1{. If we take the classical limit, i.e. 8 =, =0,
we indeed re-obtain the classical EMT trace.

4.4 Renormalization of the EMT

In this section we use the theory from the previous three sections to renormalize
the energy-momentum tensor of QCD. We define the operators:

O1 = —(FY)(F®)",, Oy =g (F)*(F)ag,

o _ (90)
O3 = ipy D", O4 = g""map),

which form a basis for all operators with the same symmetries and quantum
numbers as the EMT. We have omitted the Lorentz indices on O; for ease of
notation. Using the operators of equation (90), we write:

(@)
T = O + TQ + Os. (91)
While the total EMT is independent under renormalization [2], the operators
that make up T"” do need to be separately renormalized and mix under renor-
malization:

O1r Zr Zv Zi Zg| |OiB
OQ’R _ 0 A 0 Zc OQ’B (92)
O3,R ZQ ZB Zw K 0373
Our 0 0 0 1 O4B

We give a couple remarks regarding the structure of the renormalization matrix.
First of all, the linear space of EMT operators can be split into two subspaces:
the Lorentz trace- and traceless operators. The trace operators, like Oy and Oy,
are essentially Lorentz scalars multiplied by the metric tensor. Therefore the
Lorentz trace- and traceless operators transform under different representations
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of the Lorentz group [4]. This in turn means that they do not mix under renor-
malization. One can see this in the renormalization matrix, as the operators
01,3 do not appear in the mixing of O 4. Secondly, the operator O, vanishes
in the limit m — 0. Again, this is an extra characteristic which is why Oy only
mixes with itself. In fact, O, does not need renormalization at all. This was
shown to one-loop order in section 4.1. To show this is true at all orders, note
that m Bzz BYp appears in the renormalized Lagrangian. Therefore:

i (2 61(o) () [9).

— (9] [ s mpia@)ba@on ). o) |9)
0 [ dt muda(e)ba()19) @ 61(o) .. (o) 9).
= (9 / d*z (mps(@)os (@) — (@ mpds(@)bs) Q) )61 (@1). . on(za) |2).

must be a finite quantity ((©2] ¢1(z1) ... dn(zy) |) is finite in the renormalized
theory). We recognize the operator mpvp(2)tp(x) —(Q| mpp(x)Ps(r) |Q) as
the operator [m 11 p](r) with the vacuum expectation value subtracted. So a
zero momentum insertion of the operator [mpgy g1 p](r) in any Green’s function
has to be finite. And since renormalization is independent of the momentum
inserted, we conclude that mu»n) is a finite operator and needs no renormaliza-
tion.

As stated before, the trace- and traceless parts of the linear space of EMT
operators do not mix under renormalization. Therefore we can compute the
renormalization of the trace- and traceless operators separately. Since any op-
erator can be split into a trace part and a traceless part, we then can build up
the EMT renormalization matrix from these results. For the renormalization of
the trace operators, we look at the EMT trace. The bare trace in d dimensions
is given by:

@)y = L P B+ (i) (93)
where we have used the equations of motion to obtain majt. Classically, the
first term drops out in the limit d — 4. In the renormalized theory however,
the bare operators contain divergences that, multiplied by %d, yield additional
finite contributions to the trace of the EMT. The renormalized trace is given by
equation (89). Expressing it in bare operators, we get:

n _ BZr pZc

F? 1 ——)(my)p. 4
(O = S (F ) + (14 2+ 2 ) (94)
We find Zr and Z¢ by comparing equations (93) and (94):
ge 4 11 ag | 2 _
= I 14 (ZnomNy - = X\ 2 4 Indme e
Zp 25 + (3nfC( ) 3 Cg(G)) = L + In4me ]7 (95)
297m s (2 -
T = _% = 1205(N) L + In4me WE]. (96)
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This completes the renormalization of the space of trace operators, which is
fully spanned by O, and Q4. The space of traceless operators is spanned by the
operators O, and Oy from equation (75).

Now that we know the renormalization of the two subspaces, we split the
renormalization equations of O; and O3 into their trace and traceless parts.
Defining 0" = ég‘“’(gag(’)?ﬁ) and O0; = 0; — O;, we get:

O1r = ZrO1 g + Z1,03 B, (97)
Os.p = 2001 5+ ZyO3 p, (98)
and:
O1r= 21015+ ZnOap + ZLO3 5 + ZsOy 5, (99)
Os.r = 20015+ ZpOap + ZyOs p + ZxO4 p, (100)

The renormalization constants Zr 1 g are given by Zgg 47 4.7 Tespectively.
To find the remaining renormalization constants, we work out the traces of O;.
For the bare operators, we find:

N 1 1
OB = ggw(*FaﬁFaﬁ)B = *QOZ,Ba (101)

O35 = ég””(zﬂilpw)g = 304,3 (102)

The traces of the renormalized operators are not so simple, because renormaliza-
tion and the trace operation do not commute [12]. We parameterize the possible
anomalous terms by four unknown constants x,y, 2’,y" = O(as):

. 1 +x/ /

O1r=— d Osr — %04,3, (103)
A T 1+

Os.r = 302,1% + Ty04,R~ (104)

Actually, we can reduce the number of unknown constants by 2 by looking at
the sum Oq g + O3 g. On the one hand, this simply equals:

1+ (y—y) (z—a)—1
d d

On the other hand is the sum related to the full renormalized EMT by:

Orr+0sp=g" (mapp) g + (FO‘BFa/B)R] . (105)

A A 1 « 1 a
OLr+Osr = 20" gas [TR’B - 402%]. (106)

The operator Oz is already a trace (multiplied by the metric tensor) and can
therefore be contracted with the metric tensor to form the EMT trace. The full
EMT is scale independent, so (Tr)*, = (T%,)r. Using equation (89) to write
the EMT trace in terms of the renormalized operators, we get:

5 4—e
1 + TYm 4
FBF, )
7 ( 5)1%]

(mi) g + 22—

@1,R + @3,12 =g" P

(107)
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Comparing equations (105) and (107), we find two relations between the four
unknown constants z,y, x’,y’. Therefore we can rewrite the traces of operators
O and Os as:

R R o

1,R=— 25 Oz r — Y= m Our, (108)
A T 1+
O3 r = *02R+7y@4 R- (109)

The exact values of the constants x,y depend on the chosen renormalization
scheme. In [2], the x,y are computed for several different schemes. In this
thesis we use the MS scheme.

With these expressions for the bare and renormalized trace, we are able to
rewrite equations (99) and (100) in terms of the full operators. Next we use
equation (92) to express everything in bare operators. We then collect terms
containing the same operator. As both sides of the equation have to be equal
for all values of O; g, the following relations must be true:

Zr  Zp 3
Iy =2 _2F(1_ 2 11
M d d< 2g+x), ( 0)
Zr  Zc B Y — Ym
Zo—= 2L _Z2C(1_ 2 — 111
s d d< 2g+x> d (111)
Zy=22 7y (112)
B — d d F
Z¢ T 14y
Zpe=-2Y 42z, 4 7 11
K ot glet—; (113)

This solves all entries of the renormalization matrix in terms of the two con-
stants 2 and y. Before computing = and y in the MS scheme, we first com-
pute them in the easier MS scheme. In this scheme the renormalization con-
stants only contain poles in €. There, all renormalization constants Zx, with
X=T MLS F,C,Q,B,v¥, K, take the following form:

2a

LY 4 0(a?), (114)

Zx|yg = O Dx + .=
where (0,1)x = 1 for X = T, F ¢ and zero otherwise. We can find z and y
by taking the Laurent series of equations (112) and (113) around ¢ = 0 and
collecting the € terms:

1

8|:(O(36L1,Q+...)+Z‘(2+O&sa17p+...):| =0,

1
8[— (2+ozsa17w+...)+x(asa1,c+...)+2(1—|—y)} =0.
Solving these equations by order in «; yields:
z = —a, 6“2’@, (115)
y= a5t (116)
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We next relate these equations to the MS scheme. There, the formula for the
renormalization constants is:

2a

Zx| e = (0,1)x +ay

1,X 2
’ 11
- LS+ 0(ad), (117)

where S, = (4me™77)2 = 1+ £Indre 7" +.... Because of this factor S., using
the same trick as for the MS scheme does not work: the resulting equations
will still be dependent on coefficients of Zg and Zx. However, as the difference
between the MS and MS schemes is finite, the divergent parts of equations
(114) and (117) should agree with each other. This implies that a1 x = @1 x
(this relation is more complicated for higher order coefficients, but this order is
sufficient for our purposes). So we conclude that:

4 Qs
= N)—=. 11
Yy 302( )47r (119)
and finally:
11 ag | 2
_ Ks | 2 —vE
Zn = 502G L + In4me }7 (120)
7 o |2 _
= — — — | — vE
Zs = —3Ca(N) L + Indme }, (121)
Zp = —2n;O(N) 2 |2 4 Indme e (122)
B = 3nf 4 | € e ’
2 ag |2 _
Zi = —=Cy(N)=2 { + Indre ”E]- (123)
3 4 | €

This completes the renormalization of the EMT. We can summarize the results
as follows:

Z—1+ % [i + 1n47re_7E} Zs, (124)
where:
I CW)  HNG) SB0y(N) —I0u(N)
Zy = . 0 gnfC(.i\/') - 502(G) . 0 1226’2(N) (125)
0 0 0 0

As always, the anomalous dimension matrix is key to calculating the scale be-
haviour of the EMT components. The anomalous dimension matrix is defined
by:

azz’k
Olnp

ij

[(Z71M. (126)
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We have:

0z 2 2 . 9
Onp (477)25(9){6 + Indre ]Zg + O(a3),
2as

Z+O()

As this part is already of next—to—leadlng order, we only need to compute the
leading order of Z~!, which is equal to unity. So we conclude:

%"fC(N) %02(G) *%CQ(N) %Cz(N)
y o 0 ansC(N) — 2LCy(G) 0 12C5(N) LO(a?
Z 2 | —4ns;C(N) —in;C(N) 8CH(N)  —2Cy(N) s/
0 0 0 0

(127)
Here we again see that (m)g is scale-independent and that (F*?F,5) only
mixes with (mv)g.
Now that we have found the anomalous dimension matrix, we compute the
values of O; r up to 1-loop order as a function of energy scale. We start from
the differential equation:

00; r

)

— A )
aln‘u - fYZ (M)OJ,R7

= _7ZSJOJ R-

with the initial value O; r(10) at some energy po. We insert the solution of
as(p) to obtain:
0 Z”
0O,
Olnp WR = Boln & In &
As the matrix part of this differential equatlon is not dependent on u, the
solution is simply a matrix exponential:

(128)

flnn " 2 d Inp
Oj,r(p) = e""° ok Oj,r(1o)- (129)
The integral in the exponent is of the form ff %dx and therefore has a solution

of the form In(b/a):

lnﬂ

Mo

Inp Zij ZU
2 -dlnp=">1In
In po /BO In A ﬁO

We use equation (62) to dispose of A in favour of a; and arrive at:

b

z as(p

Oip(u) = 7o W(“}'O))‘Oj,R(HO)- (130)
This result is valid up to next-to-leading order. Due to the mixing very little can
be said about the running behaviour purely based on this expression. Therefore
we do not discuss the scaling of the operators, but use the same technique for
solving the matrix differential equation to solve for the running of the mass
decompositions in the next chapter.
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5 Investigating the proton mass

Now that we have treated the energy-momentum tensor of QCD, we focus our
attention on the main goal of this thesis: investigating the proton mass. For
most purposes the proton is said to consist of three quarks, two up and one
down. However, the sum of the masses of these quarks (~ 9 MeV) is nowhere
near the mass of the proton (~ 938 MeV). Therefore the 3-quark picture is
replaced by a sea of quarks and gluons that contains three more quarks then
anti-quarks. Pictorially, one can say that the three quarks exchange gluons,
which in turn briefly split into a quark-antiquark pair, which exchange gluons
again, etc. This picture raises the question of how much of the proton mass
can be attributed to the quarks and how much to the gluons? Can we make
a further decomposition, splitting the quark contribution into for instance a
mass and a kinetic term? In this chapter we try to give an answer to these
questions by examining the relation between the energy-momentum tensor and
the proton mass. We give two formula’s for obtaining the mass from the EMT
and use these to discuss several decompositions of the proton mass. We also
investigate the scale dependence of these mass sum rules, which originates in
the just examined scale dependence of the EMT operators.

5.1 Deriving the proton mass

There are many ways one can calculate the mass of a proton, but we focus
on deriving the proton mass from the energy-momentum tensor. Consider a
proton state, |P), with four-momentum P* = (E,P) and mass M = E? — P2.
The state is normalized according to (P'|P) = £ (27)36®) (P’ — P). Due to
Lorentz symmetry, the forward matrix element of the EMT in |P) must have
the following general shape:

(P|T"" (z) |P) = A(0)P"P* + C(0)g"" M?, (131)

where A(A) and C(A) are scalars depending on the transferred momentum
A = (P" — P)%. The Hamiltonian of the system, satisfying H |P) = E|P), is
related to the EMT by H = [ d3z T%. Therefore we have the relation:

E? .
(P|H|P) = M(27r)3§(3)(0). (132)

Combining equations (131) and (132), we find that C(0) must be zero and we
get the formula:
prpv
u
Even though an z-dependence was written inside the forward matrix ele-
ments above, the forward matrix elements themselves are independent of z. To
show this, we define the translation operator T(x) = etP"7u where PH is the
momentum operator satisfying P*|P) = P*|P). Starting from a generic for-
ward matrix element (P|O(z) |P), we use T(z) to translate O(z) to the point

(P T (0) |P) = (133)
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(P|O(x)|P) = (P| eiP" o O(0)e =P = | P)
— (PP O (0)e =" |P)
= (P|0(0)|P).

Indeed the final result is independent of x (this does not hold for a general
matrix element, only forward matrix elements). To avoid confusion about the
x-dependence, we shall use (P| O(0) | P) to indicate forward matrix elements of
z-dependent operators.
A formula for the mass of the proton is then obtained by taking the trace of
equation (133) [4]:
M = (P|T%(0)|P) (134

An advantage of this expression is that it is Poincaré invariant. Indeed it relies
on the identity P? = M?2, which defines mass as the square root of one of the
invariant Casimir operators of the Poincaré group [3]. However, the formula only
relies on the trace of the mass at a single point in spacetime. This is problematic
for a proton, which is not a point particle. Also, the precise formula depends
on the normalization of the proton, a feature that is not desirable for a physical
interpretation.

To avoid these issues, Lorcé [3] suggests using a different formula for the pro-
ton mass. This formula uses the normalized expectation value of some spatially
extended operator:

) = (PLI 2 0@)|P)

a (P|P)

(135)

The normalized expectation value of 7% (z) is then equal to the normalized
forward matrix element of the Hamiltonian. From equation (132) we see that if
we equate this in the rest frame of the proton, we get:

(1% = M, (136)

M=o
Although this formula solves the issues surrounding formula (134), we have lost
frame independence: the formula only holds in the rest frame of the proton.
Because the forward matrix element is independent of x, the integral over x
simply evaluates to the space-time volume V = (27)36(®)(0). This factor cancels
the delta function divergence of the norm (P|P). We then find:

M = (P|T*(0)|P) |p_, (137)

Both equations (134) and (136) (or equivalently equation (137)) have been used
in the literature and to calculate the proton mass. In the rest of chis chapter we
review several mass decompositions from the literature and will therefore also
use both equations.
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5.2 The mass decompositions

Both formula’s for the proton mass are linearly related to (parts of) the EMT.
This allows us to examine proton mass decompositions through decompositions
of the EMT. The most common decomposition of the classical (symmetric) EMT
of equation (30) into a quark and gluon part is:

T =T + T4, (138)
with:
T =iy Dy, (139)
v a a\v gHV a\ o
Ty = —(F*)(F)", + =~ (F")*? (Fa)ag. (140)

where in equation (139) a sum over quark flavors and colors and in equation
(140) a sum over gluon colors is understood. The quark part also contains a
gluonic component, due to the covariant derivative. The gluonic part of the
EMT contains both the kinetic energy of the gluons and the gluon-gluon in-
teractions. While the matrix element of the full EMT was constricted by the
Hamiltonian of the system, the matrix elements of 7" and T}" suffer no such
constriction. Therefore we introduce 4 form factors A4;(0) and C;(0) (i = g, 9)
such that, similar to equation (131):

prpY

(PITI (0) |P) = Ai(0)—

+ C;(0) M gH”. (141)

The conservation of the total EMT imposes two constraints on these form fac-
tors:
A (0) + Ay(0) =1, C,(0) + Cy(0) = 0. (142)

Therefore any mass rule based on this decomposition (without further decom-
position), has at most two independent terms.

After renormalization equation (138) holds for both the bare and renormal-
ized operators. The bare operators however are not necessarily finite: they can
contain divergences that cancel when we sum them to form the total EMT. This
translates to the proton mass: if we base our mass decompositions on the bare
operators, we might end up with divergences in the mass terms, even though
their sum is finite. Therefore all proton mass decompositions described below
are based on (and expressed in) renormalized operators.

Tanaka’s mass sum rule

The first mass rule we treat is a two-term decomposition by Tanaka et al. [5].
It is based on the trace of the decomposition depicted in equation (138). The
traces of the operators ipy1#* DV} and —(F*)#?(F)¥, have been treated in
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section 4.4. Using the calculated values of x and y, we find:

4 S n 2 s
(Tyr)", = (1 + 302(N)Z7‘r) (M) g + gnfC(N)Z—W(FO‘ﬁF(w)R, (143)
14 . - 11 .
(Ty,r)", = §CZ(N)%T(m"/”/J)R - EC’Q(G)Z—W(F BFus) - (144)

Their sum indeed reproduces the total QCD trace. In the background field
method the 1-loop corrections to the gluon kinetic term in the effective La-
grangian can be separated into a quark-loop (o< 3n;C(N)) and a gluon-loop
(< =4 C3(G)) contribution [6]. This separation coincides with the decompo-
sition of the ((F*#F,5)g) term in equations (143) and (144). A similar corre-
spondence could be invoked on the quark mass term. Because of this simple
correspondence, [5] states that this decomposition is well-defined and of physical

origin. The mass sum rule is given by:

M = M, + M,, (145)

with:

My = (P (T4,r)".(0)|P) My = (P|(Ty,r)",(0) |P) . (146)

The quark and gluon contributions in this decomposition are related to the form
factors via:

M; = M(A; +4C) (147)

Lorcé’s 2-term mass sum rule

A second two-term sum rule, proposed by Lorcé [3], also uses the decomposition
of equation (138), but focuses on the 70 to find the mass (equation (137)). To
give more insight in this sum rule, we rewrite the 70 as follows:

)% = (my)g + (iY'D - ap)g, (148)

1

% = 5(E2 + B*)p. (149)
where o = 4%4%. In the first term on the r.h.s. of equation (148) we recognize
the quark mass term. The second term in that equation is usually referred to as
the kinetic plus potential energy of the quarks. The operator in equation (149)

represents the total energy stored in the gluon fields. The sum rule is then given
by:

M = M, + M,, (150)
with:

My = (PIT{%(0) |P) | p_y» My = (P|T%(0) |P) [p_y- (151)
In terms of the EMT form factors we have:

M; = M(A; + Cy), (152)
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proving that M; # M, (unless C; = 0).

Lorcé also shows an argument why his sum rule is in his eyes the best sum
rule. He poses that a proton can be seen as made up from two effective coupled
fluids, one consisting of quarks and one consisting of gluons. In this picture,
the EMT form factors can be related to the partial internal energy U; and the
partial pressure-volume work W;:

U; = (A + C)M, W; = —C; M. (153)

The internal energies represent the sum of all the potential and kinetic energies.
Therefore the total mass of a system is given by the sum of all internal energies

in the rest frame:
M=>"U. (154)

The pressure-volume work represents the pressures and stresses of the fluids on
each other and the outside world. In a stable system, there is no interaction
with the outside world and the total pressure-volume work should vanish:

> wi=o. (155)

These statements are in agreement with the conditions posed on the EMT form
factors. Of course any mass rule should only be concerned with the internal
energies; the pressure-volume work that one fluid exerts on another should be
irrelevant for the mass. His own sum rule does obey this principle: M; = U;.
Tanaka’s mass components however include a pressure part: M; = U; — 3W;.
Therefore (in the effective coupled two-fluid picture) Tanaka’s sum rule is not
physical and the fact that the ), M; = M is the result of the total pressure-
volume work vanishing.

In the effective coupled two-fluid picture it is also non-sensible to compose
a mass sum rule consisting of more than two components, as this would in-
advertently lead to a pressure contribution. A sum rule based on more than
two fluids is however also impossible, as quarks (or gluons) would then be part
of two fluids simultaneously. Lorcé does offer a 4-part decomposition, but he
refrains from giving a physical interpretation to this 4-term decomposition and
says it can at best be seen as some sort of virial decomposition. Of course, all
of this is dependent on whether the effective coupled multi-fluid picture can be
used to describe a proton.

Ji’s mass sum rule

We now turn to the four-term sum rule proposed by Ji [4], focused on the
Hamiltonian density 7°°(0). In this sum rule the EMT is decomposed into a
traceless part and trace part according to:

THY = T 4 TH, (156)
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where TH = ég‘“’TO&. As the traceless and trace parts do not mix under
renormalization, both are finite and scale-independent composite operators and
the separation is completely physical. This implies:

M = (P|T®(0)|P) |p_, + (PIT(0) |P) [p_,. (157)

From equation (134) one can see that the second term on the right hand side,
i.e. the trace part, contributes exactly iM . It is tempting therefore to conclude
that the trace of the EMT contributes 25% of the proton mass. This would
however be wrong. The second term on the right hand side is actually only a
quarter of the trace, as can be seen in the definition of T, The traceless part
of equation (157) can however be expressed in terms of the trace part [2]. Recall
that, due to equation (131), in the rest frame the forward matrix element of the
EMT is zero except for T%°. In particular, in the rest frame the EMT has no
off-diagonal elements and we have the relation:

(PIT®(0)|P) |p_, = % (PITH,(0)|P) |p_, (158)

So again we find that the proton mass is fully determined by the forward matrix
elements of the EMT trace.

Ji then further decomposes both the trace and traceless parts. The traceless
part is decomposed into a quark and gluon part:

Tip = (i Doy — (trace)) TV = —((F*)H(F®)", — (trace)) .
(159)
The trace in T, is given by (%mz/;w)R. As majnp is finite, we can ignore the

€ terms arising from the factor é and write:

_ 4 _
Iy = (GiDV 1) g — S (mib) g (160)
For T}, we write the trace as follows:
guu a\a a 1 14—-d v maya a
(o FY 2 (Fas) = ([~ 5 g o )P (Fas) e (161)

The former term then combines with the F#*F" to form the total gluon con-
tribution to the EMT, while in the latter term we recognize the trace anomaly.
Therefore the total gluon part equals:

T = = (P (FY — Lo () (),

g (P (F)as) = B i), (162

The trace of the EMT, as given in equation (89), is decomposed into a quark
mass contribution and a gluon field tensor contribution:

g 8

4 %(FQﬁFaB)R (163)
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Finally, Ji’s mass sum rule is based upon 7%, equation (137). Using a similar
rewriting as for equations (148) and (149), we find:

My = (P| @D - ) |P) |y + (P15 mi) | P) |y, (164)
My, = (P () 1P (165)

M, = (Pl (B + B)1 |P) |,

~ (Pl (B~ B)|P) |y~ 22 (b0} |P) |py (166)

M, = (P| 2 (B2~ E)q P

" (167)

) |p—o-
Ji then assigns a physical meaning to the gluon pieces: M, represents the gluon
kinetic and potential energy as in the classical case, i.e. without the trace
anomaly; M, represents the gluon part of the trace anomaly. Originally, Ji
defined %(B2 + E?)g as the traceless gluon kinetic and potential energy [13],
opposed to our full gluon EMT definition which also contains the trace anomaly.
Therefore we have to subtract the trace anomaly separately in equation (166) to
agree with Ji’s mass rule. To obtain suitable linear combinations of renormalized

operators for the quark part of the decomposition, Ji then reorganizes M, and
M,,:

M, = (P|(¥"iD - a))r |P) |p_,, (168)

My = (P (1+ T (i) | P) [p_y: (169)
We can now easily assign a physical meaning to the quark pieces: M, represents
the quark kinetic plus potential energy and M, represents the quark mass term.
They uphold the relations M/, + M, = 1M and M;+ My = 3M, as these
combinations yield the trace- and traceless parts of the EMT. Therefore even
though Ji’s mass rule has four components, only two of these are independent.
This is in agreement with the text below equation (142).

Rodini’s mass sum rule

Rodini et al. [2] proposes a three-term mass rule using a similar method as Ji.
Their decomposition differs from Ji’s method in the order in which they renor-
malize the EMT and take out the trace. The non-commutation of the renor-
malization and the trace operation results in a consequent additional scheme
dependence. They do not apply the separation (157) to the full EMT, but to
the individual quark and gluon parts:

T/k = TR+ 1'% (170)
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Using the relations for the traces of the renormalized quark and gluon parts
(equations (143) and (144)), we find:

To'k = (M) g + (i'D - o)) g — #WW)R — S(FPFag)r, (171)
1% = Y sy + L (F P, (72)
— 1 m n 1 @

Ty'h = §(B2 +E’)R — %(W/HZ))R - Z(% —2)(F*Fop)r,  (173)
. -y, - 1 o

135 = 222 () — 1 (2 = ) (F* Fup)n a7)

We see here that Ji’s method of decomposing the EMT is equal to setting
x =y = 0, also called the D2 scheme. In this scheme the entire trace anomaly
originates from the gluon sector. Rodini’s mass rule is then given by:

M = M, + M, + M, + M, (175)

with:
My = (PITS(0)|P) [pye M= (PITO%(0) [P) oy (176)
M, = <P|Tgof}%(0) P |P:O’ M, = <P‘T;%%(O) P ’P:O' (177)

Just like Ji, Rodini et al. want to obtain suitable linear combinations of renor-
malized operators. To this end, they consider the following linear combination:

M, = ]\Zf; + Cqm M, + cané,
My, = (1 = cqm) M), + cma M,
M, = M; + cga M,

M, = (1= cqa — Cma — cga)Mé,

with:
(34 y) g+ 28— m)
S T E )
. _ 4z
T T ) — el )|
Cga = L.

This leads to the very simple result:

My = (P|($"D - a¥)r |P) |p_, (178)
My, = (P| (md9) R [P) [p_, (179)
My = (P| %(32 +E)R|P) |y (180)
M, =0. (181)
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The connection with the original quark- and gluon- decomposition of equation
(138) is now lost, as the quark part (Mq and Mm) has absorbed part of the
gluon part of the decomposition. This sum rule can however be seen as a finer
version of Lorcé’s decomposition, splitting the quark part into a quark mass
term and a quark kinetic and potential energy term.

The mass rules of both Ji and Rodini et al. are based on a decomposition
of the full 00-component of the EMT. In dimensional regularization, the entire
trace anomaly is derived from the bare gluon EMT (as is shown by equation
(93)). As dimensional regularization only affects the spatial part of spacetime,
T is somewhat special as it is left untouched by dimensional regularization.
The full trace anomaly is then contained in the spatial part of the trace and
should not appear in any mass rule based on T°%. Rodini et al. base their mass
rule on this premise, setting M, = 0. This line of reasoning is however not true
in general. Other regularization schemes, like the momentum cutoff, do affect
the time-dimension and therefore do induce (part of) the trace anomaly in 7°°
[13]. Therefore the question whether the trace anomaly yields truly a separate
contribution to the proton mass remains.

5.3 Numerical results

Now that we have examined the mass decompositions from a operator point of
view, let us compute their numerical values. In the last section it was stated that
mass decompositions based on the EMT decomposition (138) have at most two
independent terms. This implies that only two independent numerical inputs
are needed to fix all the terms of the different mass decompositions. It is very
hard to extract information of the matrix elements of the EMT directly from
experiment, due to the weakness of the gravitational force [3]. All that we need
though are the form factors 4, ,(0) and C, ,(0), or equivalently the parameters a
(the average fraction of hadron momentum carried by the quarks) and b (related
to the proton scalar charge (P| 1) |P)) [4]. We follow [2] and define a parameter
b as:

Mb = (1 +ym) (P (my)r |P) [p_,. (182)
Using the trace of the EMT, we then find for the scalar gluon operator:
g o
M(1=b) = = (P|(F*"Fap)r |P) |p_,- (183)

29
There are multiple methods for fixing the parameter b, two of which are ex-
plained in [2]. We take a rough weighted average of the results of these two
methods at the scale g = 2 GeV, yielding b = 0.2.

For the second numerical input we define the parton momentum fractions a;
in the proton as:

3

) ‘P:o’ 1 (184)

3 _
Mag = (P|T)% |P

where a, is a shorthand notation for the sum of the momentum fractions of all
active quark flavours. The a; satisfy the sum rule a4 + a4 = 1, similar to the

May = (P|T)% |P) |p_,,

47



i

q | -0.074 | 0.394 | 0.234 | 0.234
m - - 0.167 | 0.160
g | 1.002 | 0.544 | 0.350 | 0.544
a - - 0.188 -

Table 1: The numerical results of the different mass decompositions at u = 2
GeV. All results are in units of GeV and for O(a;) accuracy.

form factors A;(0). Therefore they yield one independent numerical input. We
take a; from [2] at the scale pg = 2 GeV and four active quark flavours, yielding
aq = 0.586 (and a4 = 0.414). Of course the calculations of this thesis are only
of one-loop order and not of two-loop order, but this will make little numerical
difference. We write the values of the forward matrix elements used in the mass
decompositions as functions of the numerical inputs:

1 _3 Om =Y 1 gz _

(Pl 5 (B2 + B)n|P) |p_ = May + =MD+ ( 25)M(1 b).

(185)
20M (1 —-b
(P (F* Fog) 1 |P) |y = 2 (P| (B® — E*)g |P) |, = % (186)
D . _3 y—3 9% 111 —
(P| (W'D - a)r |P) |p_, = 4Ma,1+4(1ﬂm)1\4b+25M(1 b),  (187)
_ Mb

(P| (myy) R | P) ’P:O BETT (188)

Lastly, the value of the coupling constant at p = 2 GeV is given by as = 0.269
(one loop order) [2].

In table 1 we present the numerical results for the several sum rules at p = 2
GeV. All decompositions agree that most of the proton mass at u = 2 GeV
comes from the gluons. The quark mass term seems to contribute 0.16 GeV to
the proton mass. As the masses of the three valence quark add up to about 0.009
GeV, this validates the quark-gluon sea picture with more quarks than just the
three valence quarks. In the MIT bag model, three massless quarks confined to
a spherical cavity of radius 1 fm have a total kinetic energy of 0.6 to 0.7 GeV
[4]. Assuming the quark kinetic energy of a proton is somewhat similar to this,
the quark-gluon interactions contribute -0.3 to -0.4 GeV in the models of Rodini
et al. and Ji. This negative contribution can be interpreted as a binding energy
of the quarks and gluons. Lorcé’s decomposition does not make a distinction
between the quark mass term and other quark contributions, but is still in rough
agreement . A surprising contrast to this is Tanaka’s decomposition, based on
the EMT trace. There the quarks actually have a very small, possibly even
slightly negative total contribution to the proton mass 8. Given that the quark

8Because we performed our analysis only at 1-loop order, the uncertainties are too large
(a2 ~ 0.07) to state with certainty that the quark contribution is negative.
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mass and kinetic contributions to ]\qu are definitely positive, this would imply
that the quark-gluon interactions yield contribution to the proton mass roughly
equal to the negative sum of the mass and kinetic terms. This is a much larger
contribution than the -0.3 to -0.4 GeV. Of course whether we can make the
distinction between kinetic energy and quark-gluon interaction is questionable:
any decomposition that separates the two is no longer gauge invariant. Lastly,
we note that in Ji’s mass rule the different contributions are fairly close to each
other, making the gluon dominance the weakest in that decomposition.

Of course the results of table 1 are but a snapshot of the proton mass at one
particular scale. To obtain a full picture of the proton mass decompositions, we
must also investigate the running of the mass decompositions. To do so, we first
calculate the running of the forward matrix elements of equations (185) through
(188):

o 1 IS S

510gu§(B2 +E)n = Flogp R T ZmOQ’R’ (189)
8lfgu(B2 —B)r = mfguOS?R» (190)
5lfgu(wTiD roy)r = mfg#Og?R’ (191)
Tlog s "M)R =0. (192)

The renormalization of 00-components of the EMT operators is identical to
the renormalization of the full operators. Therefore we obtain the differential
equation:

2(B?+ E%)p 3(B* 4+ E%)p
0 (B2 — EQ)R _ _% (B2 - Ez)R (193)
dlogp | (WD - av)g 21 | (@D - av)p
(myy)r (myy)r
with:
3nsC(N) 3nsC(N) —3Ca(N)  3Ca(N)
Ao 0 ansC(N) — HC2(G) 0 12C%(N) (194)
~ |5 CN) —3nyC(N) 3C2(N)  —3Ca(N)
0 0 0 0

This differential equation has the same structure as the differential equation at
the end of section 4.4 and therefore has a similar solution:

3(B? + E?)r(p) 3(B? + E?) r(po)
(B> —E*)r(p) | _ 410 (B® — E?)r(uo)
(1D - ay) g (1) (¥1iD - ay)) g (o)
(myy) r(p) (my) r(1o)
From here we can calculate the running of the different mass decompositions.

Figure 10 shows the result for the four decompositions treated in the last sec-
tion. We see that our conclusions at u = 2 GeV do not relate to other scales due

as (i)
as (o)

(195)
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scale dependency and the mass operators mixing with each other. All decompo-
sitions agree that at small distances (high energy) the gluon energy contributes
the most to the proton mass and the quark energy contribution the least. An
extended momentum scale domain even shows that the quark energy contribu-
tion is negative in the high-energy limit for all decompositions. This supports
the hypothesis that at a high energy scale the proton consists mainly of glu-
ons. Obviously a dominance of gluons in the proton increases the gluon energy
contribution to the proton mass. Also, with more gluons, we have more quark-
gluon interaction per quark. As the quark-gluon interaction to the proton mass
is negative, this results in a lower quark energy at a higher momentum scale.

Mass decomposition of Tanaka Mass decomposition of Lorce
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Figure 10: Scale dependence of the different mass decompositions. All mass
components are graphed together with their sum for the scale range p =1—5
GeV. In this region we have 4 active quark flavours, which we treat as if they
have identical masses.

At the lower end of the momentum scale domain, the decompositions do
not agree as much with each other. Specifically, the decomposition of Tanaka
is very weakly scale dependent, which would imply that the gluon contribu-
tion dominates the proton mass at all scales. The other three decompositions
show that the quark and gluon contributions would become roughly equal at a
low momentum scale. Of course we only know this for sure above 1 GeV, as
below that scale the higher-order effects become important and we cannot use
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perturbation theory anymore. Moreover, there is also a physical reason why
we can’t say much about momentum scales smaller than 1 GeV. The Compton
wavelength associated with a particle of 1 GeV is 1fm, roughly the size of a
proton. Therefore, probing the proton at a momentum scale < 1 GeV means
we are averaging over an area larger than the proton. Lastly, we note that the
quark mass term is RG-invariant, as we have shown before.

In conclusion, the decompositions based on the trace (Tanaka) and the
Hamiltonian (Lorcé, Ji and Rodini et al.) yield very different numerical re-
sults for the quark- and gluon contributions to the proton mass. They seem to
agree more with each other in the high-momentum scale region, but we cannot
provide a physical reasoning for this phenomenon. The high-momentum scale
behaviour can be explained by assuming that the proton consists mainly of glu-
ons at high scale. The low-momentum scale behaviour of the Hamiltonian based
decompositions show a roughly equal contributions of the quarks and gluons to
the proton mass.
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6 Conclusions

This thesis deals with the mass of the proton and how it can be decomposed, in
the theory of QCD. We have reviewed QCD as a gauge theory with symmetry
group SU(3), its Lagrangian and energy-momentum tensor, a key component
for investigating the mass of the proton. We have quantized and renormalized
QCD, paying special attention to the scale dependency of the theory. We have
seen that QCD is an asymptotically free theory, meaning it behaves as a free
theory at very small distances / high momenta. On the other hand, QCD seems
to be unworkable below an energy of A ~ 0.2 GeV, due to a diverging coupling
constant. For perturbative purposes, a lower momentum limit of ~ 1 GeV is
advised, unless one has access to many-loop calculations.

Next, we have reviewed operator renormalization, which is needed on top of
the field renormalization when working with composite operators. We have seen
that in the case of multiple operators with the same quantum numbers, these
operators mix under renormalization. Next, we have renormalized the operators
that form the EMT. Even though the EMT as a whole is RG-independent,
mixing does take place between the operators. We have shown that the trace of
the EMT is a measure for the scale-invariance of a theory. The scale dependence
that is introduced by quantizing the theory leads to the well-known EMT trace
anomaly, which we have derived.

In chapter 5 we have derived the proton mass from the EMT via forward
matrix elements. We have treated two different derivations, one focusing on
the EMT trace and the other on the Hamiltonian (related to the 00-component
of the EMT). Even though the trace method was Lorentz invariant, just like
mass itself, it was local and dependent on the renormalization of the proton
state. Both these properties are not desirable for a proton mass formula. The
Hamiltonian method did not have these issues, but required the proton to be
at rest, singling out one frame of reference. We then looked at four mass de-
compositions. The two-term decomposition by Tanaka, based on the trace of
the EMT, separated the mass into a quark- and gluon part, mimicking the
quark- and gluon loop contributions to the effective gluon kinetic term in the
effective Lagrangian of the background field method. Lorcé based his two-term
decomposition of the Hamiltonian and reasoned an effective two-fluid picture,
in which only the internal energy of the quark- or gluon fluid can truly con-
tribute to the mass. The pressure effects of the fluids cancel each other out and
should not be accounted towards any mass decomposition. Ji’s decomposition
based on the Hamiltonian acknowledges four terms: a quark mass contribution,
a quark kinetic and potential energy contribution, a gluon energy contribution
and a contribution from the trace anomaly. Lastly, a three-term contribution
by Rodini et al. reinterprets the trace anomaly as part of the gluon kinetic and
potential energy, claiming that there is no true separate trace anomaly contribu-
tion to the proton mass. This is true when using dimensional regularization and
the mass formula based on T°0, but not for other regulators like the momentum
cutoff nor for the mass formula based on the trace of the EMT.

Finally, we have used numerical inputs for the matrix elements that make up
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the decompositions and computed the numerical values of all decompositions.
We have also computed the running of all the decompositions graphically. All
decompositions agreed that at high energies the gluon energy was the main
contribution to the proton mass. At the low energy limit however, there was
controversy between the decompositions. This controversy seems to originate
in the different formula’s to calculate the proton mass. The decomposition by
Tanaka showed that the quark contribution was very small and even slightly
negative for all energies. The other decompositions agreed that the quark (en-
ergy) contribution became more dominant at low energies. The quark mass
contribution, present in Ji’'s and Rodini’s decompositions, was responsible for
about 0.16 GeV. It would be interesting to see what numerical values these same
decompositions would be for a pion, which is known to be the lightest hadron
and acts as a nearly massless goldstone boson. It is expected that the quark
mass term plays a much more dominant role in pion decompositions.
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A Calculation of Feynman Diagrams

In this appendix the divergent parts of 1-loop Feynman diagrams needed in
this thesis are calculated. The diagrams are all computed using dimensional
regularization and the external legs are ignored. The general structure is as
follows:

1. Change the number of dimensions from 4 to d.
2. Combine the denominators using Feynman parameters.

3. Shift the integration variable such that the denominator takes the form
[12 — A]" for some n € N.

4. Simplify the numerator, use the substitution [#I¥ — ég‘“’l2 to express
everything as much as possible in {2 and throw away all terms without
UV-divergences (terms of [* with < 2n — 4 or terms odd in I).

5. Use the identities of appendix A.4 of [6] to perform the integrals.

Finally, the result can be interpreted in d = 4 — ¢ dimensions, yielding the
divergences as poles in .

A.1 QCD diagrams

The diagram above equals the following integral:

d 7 m
/ o (igv“T“)M(ing“)

(2m)d k2 —m? -k

By introducing a Feynman parameter and shifting the integration variable to
| = k — xp, this integral simplifies to:

! il N
e | e | e ap

where:

N =~+"(] +zp+ m)y,,
~ (2 = d)zp + dm,

Performing the momentum integral, the full diagram equals (setting d =4 — ¢):

«

—iC’g(N)—(ZLﬂ')%F(E) /1 dz ((c — 2)zp+ (4 — )m)A~5.

S
47 2 0
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Finally using the identities I'(§) = 2 — 5 + O(e) and 2° = 1 + elnz + O(€?),

the divergent part of the diagram equals:

Co(N) 2 ilp — 4m)) E +n 4mw} . (196)

p—k
i
a-» ——Z——— »-Db

The diagram above equals the following integral:

ik b - —i
/(QW)d(gf )z (g f ku)m-

By introducing a Feynman parameter and shifting the integration variable to
| = k — xp, this integral simplifies to:

! i N
2 ab e
rouen [ s | o xm

where:

N = pll«(l + SUP);L,

~ xp?,

Performing the momentum integral, the full diagram equals (setting d =4 — ¢):

1
—ioz(G)aab%(zm)%r(f) / dz wp? A5,
47T 2 0
Finally, the divergent part of the diagram equals:

1 Qg
*CQ(G)E

2
5 (—ip®67?) L + ln4ﬂ67E]. (197)

The diagram above equals the following integral:

Ak i —KEm) i —ftm) i
/ @mi 97T )(qg_k)a_mz(m T >(p¢_k)2_mg(zgvaT )z
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By introducing Feynman parameters and shifting the integration variable to
l =k — xp — yq, this integral simplifies to:

s - Lo [ [y [ 22V
0oV = geaENT [ [ iy [

where:
NF =~ (L —ylg —ap — | +m)y"(—yg + [1 — z]p — ] +m)7a,
~ (=D (=1 Vas

12 (2 — d)2 m
d
Performing the momentum integral, the full diagram equals (setting d = 4 — ¢):
, 1 a, (€ —2)? cren [t ¥ _e
N)— - & gyrelt 20 (4 F<7>/d/dA.
iCa() - 3Ca(@N o TS amyir (5) [ o [y o
Finally, the divergent part of the diagram equals:
1 Qs . an | 2 _
[Ca(N) — 56’2(6’)]5(297“11 ) - + Indwe 7" (198)

The diagram above equals the following integral:
d*k i(f+m) —i —i
gy AT~ ﬁTy
| Gt T 0 T G i
x gf* " [g" (2q —p — k)" + ¢*P(2k —p — )" + g7 (2p — ¢ — k)*].

By introducing Feynman parameters and shifting the integration variable to
|l =k — xp — yq, this integral simplifies to:

1, ! v di  2NH
_Z T =
300 [ s [ [ e s

Nt = (] +ap+yy+m)y[¢"* (2 — ylg — 1 + 2]p — 1)°
+ 9% (20— [1 = 2a]p — [1 = 2y]q)* + ¢"*(12 — a]p — [L+ ylq — 1)*],
~ I (g (=) + g*P (20" + ¢PH(-1)*],

4
~ — (4 — =)k,
(4= =)y

where:
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Performing the momentum integral, the full diagram equals (setting d =4 — ¢):

. o . 1 ® .
ZCQ(G)EQ'WT“(Z%—e)(47r)5F<§>/0 d:z:/o dy A~z

Finally, the divergent part of the diagram equals:

gC’g(G)Z—;(ig'y”T“) [z +1n 47T6’YE:| . (199)
k
U, a v,b
k—p

The diagram above equals:

d ik — m 7 m
(—1)/ d’k Tr{(igv"T“)W(igv”Tb)W)}-

(2m) (k—p)? k2 —m?

By introducing a Feynman parameter and shifting the integration variable to
| = k — xp, this integral simplifies to:

' dit  Nwv
2 N 5ab/ d /77
gONRT )4 | Gmate - ap

A = z(x —1)p* +m?,

where:

and:
N =Te{y*(] = [1 = zlp+m)y" (I +ap+m)},
~ (S - 4)9Wl2 —a(x — 1)(4g"p* — 8p"p¥) + 4mgh”.

Performing the momentum integral, the full diagram equals (setting d = 4 — ¢):

iC(N)zS“b%(M)% /01 dzx A% [4gﬂ”(; - 1)r(% - 1)A

+ [z(x — 1) (49" p* — 8pHp¥) + 4m2g"”}F(;)} .

This expression seems to contain two different divergences. However, using the
relation zI'(z) = T'(x + 1) we see that they actually both gamma functions
contribute to the same divergence of F(%) Writing out A, we then combine
the terms and find:

1

. ab Xs < € < v v
i) bﬂ(h)zr(i) 0 dz A28z(z —1)(g""p* — pH'p").
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Finally, the divergent part of the diagram equals:

4 a 2
- s pr, 215ab u vy |2 —YE
3C’(]\/')4ﬂ_( i[g"'p*)0%° — p*p )L + Indre ] (200)
k
Wy a v, b
k—p

The diagram above equals:

—1
k?

d
5 [ e e 2o = 7+ 97 2k =)+ aBi—p — K

(k—p)*

The factor % is a symmetry factor. By introducing a Feynman parameter and
shifting the integration variable to [ = k — zp, this integral simplifies to:

' d‘t N"
2 ab
soe” [ [ oG m A

A = z(x —1)p?

< gf*[g" (—=p — k)™ + g7 (2k — p)” + g™ (2p — k)"

where:

and:
NH = %[g”“([2 —alp— 1) + g% (20 + 22 — 1]p)* + ¢"*(—[1 + z]p — 1)°]
x [g"P (=1 +z]p — D) + ¢°* (2 + 22 — 1]p)” + g**([2 — z]p — 1)),
~ (=1 4 L [2r —12(d - 2) — 2e + )2~ )]
+[(2-2)*+ (1 +2)?]p*g".

Performing the momentum integral, the full diagram equals (setting d = 4 — ¢):

iCo(Q) 5‘“’ 5/ dxAz{—2(3—e)gﬂ”r(;—1>A+;([(2x—1)2(2—e)

—2(e+ 12— )P + 2 —2)? + (1 + x)?]pQg“”)r(g)]. (201)

At this point we cannot proceed any further, as the two gamma functions yield
different divergences. Therefore we continue with the two diagrams that are
intimately linked with this diagram: the ghost loop correction and the gluon
tadpole correction to the vacuum polarization.
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The diagram above equals:
dik i i
-1 —q frayfm . fybz k— p) )
(1) / 7(27T)d( gf )r —p)2( 9f"* (k= )") 15

By introducing a Feynman parameter and shifting the integration variable to
| = k — xp, this integral simplifies to:

ddl NW
b
o L | e ap

where A is equal to the gluon loop diagram and:
N# = (14 zp)*( + [x — 1]p)",
1
gg"”ZQ +x(z — 1)p"p”.

Performing the momentum integral, the full diagram equals (setting d =4 — ¢):
; ab@s 405 pop( € — (e — DT &
iCa(G)0™ T (4 )z/ dw AZ{ r( )A o(z — 1)pip r(z)} (202)

k

0N

M, a V,b

The diagram above equals:

d?k —1i
3 | Gl = g .

Due to its intimate link with the gluon loop correction and the ghost loop
correction to the vacuum polarlzation we force it to look like the other diagram

by multiplying it by 1 = gz P ; Next we introduce a Feynman parameter and

shift the integration variable to [ = k — xp. The integral simplifies to:
ddl N
_9202 6ab HV/ d.’l?/ 27
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where A is equal to the gluon loop diagram and:

N =(d-1)(+[z—1]p)?
~(d =124 (d—1)(z —1)*p?

Performing the momentum integral, the full diagram equals (setting d =4 — ¢):

1
: ab Qs (y s sl T Loy
1C2(G)6 47T(47r) /o dx A {(6 2€—|— 5€ )F(2 1)

—(B3—¢)(x— 1)2p21"(;)]. (203)

A.2 Operator diagrams
Interactions with 1)

p—k
Expressed as an integral, this diagram equals:

d ; ) o
[ Gt 1 e ) e

We combine the denominators by introducing a Feynman parameter and shift
the integration value to | = k — zp. The result is:

o ! di 2(1—z)N
—ig?Cy(N) /0 do / (2w)d[§2A)]3’ (204)

(p—k)?

with:
N =y*(] +axp+m)(] +zp +m)va.

Only the term with two factors of [ results in a divergence. Therefore we ignore
the rest and write N = di?. The full Feynman diagram therefore contains the

term: L p
2 i Elr@ _ 5) d/2—2 _
ig CQ(N)/O dx aniEa 9 A 2(1 — z)d,

which contains the divergence:

Qs

2
402(N)E L + ln47re_7E] ) (205)
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A b

= yluprt,
e
iy i+ DYy
= —gylrgvioTe,
o,a

_ _94be [p{upl/}ga‘r + pQQU{ugV}T

poplrg”tT — pr{“g”}"} :

= 2ifbed [g”"gT{“(p — k) 4 g7mgPl(q
p) +g7P g7 (k—q)" 4 gP g (p— k)T
g7 Hgim(q — k)P + gTirgIe (K — Q)U} :

_ 2g2 [fzbcfmde (g)\{p[gy}ogp‘r

gVt Tgre] — gPlirfgrlaghT — gviTgre))

frrapree (Mulgrteger = YT

ga{,u[gu}pg)\‘r _ gV}TgAP])
re [rfrl(ggrgT — gogrT]

Figure 11: Interactions of the traceless EMT-like operators.
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Interactions with —(F*?)*(F",), and iy DV ep.

[—FHPFY, — (trace)]

AN

The Feynman diagram above equals:
A% oy WP m) P SR ,
| @ T g T )<k> (=20°) [K175 g
+ kQQa{“QVg - kak{“g”ﬁ} - kﬁk{“g"g} — (trace). (206)

We combine the denominators by introducing a Feynman parameter. The result

is:
ddz 2( 1 — ) NH
—ig?Cao(N / / ) AP (207)

with:
l=k+ xp,
N# =2y*(] + (1 — z)p + m)y’ [(l —ap) (1 = 2p)" gap + (1 — zp)*g {“g”}

—(—zp)a(l— :Cp){“ vl —(—2xp)s(l— :vp){“g”a}} — (trace),

For our case, we are only interested in traceless, divergent terms that contain the
structure y#p*}t = 41prt. Ignoring all other terms and replacing all [%1° —

af
912, N* simplifies to:

N =2(2 - %)(m +1)1? ['y{“p”} — (trace)].

The full Feynman diagram therefore contains the term:

! i dl(2-9) 4
) N/ toa 2) Ad/2-24(9 _ F\(] = 22) [~ irpr) _
ig°Ca(N) ; dx 2 3 ( d)( z?) [y¥p (trace)],

which contains the divergence:

§CQ(N)(%)2 [i +1In 47T67E:| [’y{“p”} — (trace)]. (208)
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[itZW{MDV} ¥ — (trace)]

kE+p
o,a T7b

The Feynman diagram above equals:

dk

We combine the denominators by introducing a Feynman parameter. The result

is:
! dll 2(1—x)N#or
2 ab
ig=C(N)d /0 dx/ @i [P-AP (210)

2 —m2 | k2 — m2

by i(f+p+m)

(igy°T) (igy™T Gt o) —m? —(trace).

(209)

with:
l=Fk+xp,
NHOT _ Ty ho(l —ap+ m),y{ﬂ(l — xp)u}(l —zp+m)
AT+ (1 —2)p+ m)| — (trace).

For our case, we are only interested in traceless, divergent terms that contain
the structure pt#p*t¢°7. Ignoring all other terms, the denominator simplifies
to:

4
NHYOT =2 [(a -2z — :l?2:| Ppliprtgo™ — (trace).

The full Feynman diagram therefore contains the term:

1 . d
: a 4 d F(Q — 7) — 4 v} ot
—ig?C(N)$ b/o dx am?22 " 3 LAY (1) {(E—Z)x—xQ] [p{“p tg —(trace)],
which contains the divergence:
2 2[2
gC(N)(i> [e +1n 47T6’YE:| [(—25ab)p{“p”}g” — (trace)]. (211)

[izl_ry{"D”}w — (trace)]



The Feynman diagram above equals:

A% i(FEm) oy i(F+m) i
/(QW)NW T )%7{ k }H(mﬂ o ke

We combine the denominators by introducing a Feynman parameter. The result

is:
ddz 2( 1 — ) NH
_Zg2C2 / / x) ]3 ) (212)

with:
l=k—xp,
N# =y ap+ m)y (1 4+ ap)d (] + ap +m)ya

For our case, we are only interested in traceless, divergent terms that contain
the structure v1¥#p*} = 4{Vpt}. Ignoring all other terms, N* simplifies to:

L —2)° 12 [’y{”p”} - (trace)].

N =
T

The full Feynman diagram therefore contains the term:

; d 2

2 i dT2—=35) a2 (d—2) v
—ig°Cy(N / dx 72 2 A 2(1—3:)3:T[7{“p }—(trace)].
which contains the divergence:

702(N)(%)2 [i +1In 47re_7E} [’y{”p”} — (trace)]. (213)

[iQZJ'y{“D”}w — (trace)]

The Feynman diagram above equals:

% ik +p+m)
/ @ T G e

We combine the denominators by introducing a Feynman parameter. The result

is:
! dit Nm
- 2 ah N
ig CQ(N)/O dx/ CEAEENER (214)

i
(—gv{“g”}aT“)ﬁ — (trace).
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with:

l=k+ xp,
N =n(f + (1 - T)p + m)y*} — (trace).
For our case, we are only interested in traceless, divergent terms that contain the
structure y{#p*}t = A{¥pit. Ignoring all other terms, the numerator simplifies

to:
N* =2(1 —x) [fy{“p”} — (trace)].

The full Feynman diagram therefore contains the term:

1 .
2 I AN 7 e R e iy
ig CQ(N)/O dx (47r)d/2F(2 2)A 2(1 —z)[y¥p (trace)]

which contains the divergence:

—Cg(N)(%)Q E +1In 477@”] [y{rp"y — (trace)]. (215)

[—FHPFY, — (trace)]

X
p

R

g,a T,b

The Feynman diagram above equals:

1 [ do% Uy

2 / myadd N 0= k) g 2k p)7 4 g7 (2= B) ) ey i S
< g7 "o — k) + g T (2K + p))
+ g7 gt (—2p — k) + g7 g (p — k)P
+ ga{pgu}ﬁ(Qk —i—p)T + gﬁ{ﬂgV}T(_Qp — k)a % — (trace).

We combine the denominators by introducing a Feynman parameter. The result

1S:
1 dér  Nwvor
a2 ab
ig°Co(G)d /0 dx/7(27r)d TE_AR (216)

with:

l=k+ xp,

NHY9T = a humongous expression
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For our case, we are only interested in traceless, divergent terms that contain
the structure p{#p*}¢°7. Ignoring all other terms, the numerator simplifies to:

N7 = ((1+2)? + (2 — 2)?) [plrp g7 — (trace)].

The full Feynman diagram therefore contains the term:

1 .
d
—ig*C Gé“b/ dor——T(2 — S)AY/2-2
i@ [ o ST =)
< (L 2)? + (2 2)2) [pp g™ — (trace)],
which contains the divergence:
14

_ECQ(G)(%)2 [i +1In 47T€_’YE:| [(—26“b)p{“p”}g‘” — (trace)]. (217)

[~ FHPFY, — (trace)]

The Feynman diagram above equals:

—1

k2

/ ddk ary[ o af o Bo «
o )dgf [97%(2p + k)P + g% (—p — 2k)7 + ¢"7 (k — p)°]

x (=209 [k 1nE¥Y g8 4 k2 grln g} _ gpplngr}s kﬁk{ugv}p]%

bzx [, Tp @ pa T art o -1

X —-p+ k) + —2k — + 2p + k)P]———— — (trace).

9" lg™" (=p + k)" + g"( p)"+g%(2p )](p+k)2 (trace)
We combine the denominators by introducing a Feynman parameter. The result

is:
ddl 2( 1 — m)N‘“"”
2 ab

2ig°C2(G)o / / —AF (218)

with:
l=k+ xp,
NHY?T = a humongous expression

For our case, we are only interested in traceless, divergent terms that contain
the structure pl#p*}¢?7. Ignoring all other terms, the denominator simplifies
to:

42
NHYoT _ ( dx 2+ 4% +4— %)12 [p{”py}gm— — (trace)] .
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The full Feynman diagram therefore contains the term:

1 . d
. A2 - 9)
2 2 ab ¢ - 2 Ad/2—22 1—
1g°Co(G)o /0 dx ()i 3 5 (1-2x)
—4x? 4
x ( dx + 52?4 7; +4-— 3) [p{"p”}g‘" — (trace)].

which contains the divergence:

3C%(G) (%)2 E +In 47re_“”5} [(—20°")plrpd g™ — (trace)]. (219)

67



References

1]

2]

André Walker-Loud. Dissecting the Mass of the Proton. Physics, 11:118,
November 2018.

A. Metz, B. Pasquini, and S. Rodini. Revisiting the proton mass decom-
position. Physical Review D, 102(11):114042, December 2020.

Cédric Lorcé. On the hadron mass decomposition. The European Physical
Journal C, 78(2):120, February 2018.

Xiangdong Ji. Breakup of hadron masses and the energy-momentum tensor
of QCD. Physical Review D, 52(1):271-281, July 1995.

Kazuhiro Tanaka. Three-loop formula for quark and gluon contributions
to the QCD trace anomaly. Journal of High Energy Physics, 2019(1):120,
January 2019.

Michael E. Peskin and Daniel V. Schroeder. An Introduction to quantum
field theory. Addison-Wesley, Reading, USA, 1995.

Claude Itzykson and Jean-Bernard Zuber. Quantum Field Theory.
McGraw-Hill inc., 1980.

Matthew D. Schwartz. Quantum Field Theory and the Standard Model.
Cambridge University Press, 2014.

L. D. Faddeev and V. N. Popov. Feynman diagrams for the Yang-Mills
field. Physics Letters B, 25(1):29-30, July 1967.

S. Rodini, A. Metz, and B. Pasquini. Mass sum rules of the electron in
quantum electrodynamics. Journal of High Energy Physics, 2020(9):67,
September 2020.

Curtis G Callan, Sidney Coleman, and Roman Jackiw. A new improved
energy-momentum tensor. Annals of Physics, 59(1):42-73, July 1970.

Yoshitaka Hatta, Abha Rajan, and Kazuhiro Tanaka. Quark and gluon
contributions to the QCD trace anomaly. Journal of High Energy Physics,
2018(12):8, December 2018.

Xiangdong Ji. Proton mass decomposition: naturalness and inter-
pretations.  arXiw:2102.07830 [hep-lat, physics:hep-ph, physics:nucl-et,
physics:nucl-th], March 2021. arXiv: 2102.07830.

68



