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Chapter 1

Introduction

Whether it is desired or not: materials fracture. This can be dangerous, especially if the fracture occurs in a rapid
and unpredictable manner. Unpredictability is a key property of brittle fracture. This fracture type has catastrophic
consequences, as can be observed in Figure 1.1, in which the brittle fracture of a pressure vessel is shown. If it is
wanted to operate such a pressure vessel, for example, to store hydrogen in an efficient and safe manner, brittle
fracture should be avoided at all costs.

Figure 1.1: Brittle fracture of a pressure vessel [1].

The unpredictable nature of brittle fracture follows from the fact that very little to no plastic deformation
occurs. This unpredictability can be lowered by designing for another fracture mechanism, namely ductile fracture.
This mechanism involves lots of plastic deformation, which can be detected and appropriate actions can be taken.
Ductile fracture can be obtained by altering material properties and consists of a couple of steps. These steps
comprise: void nucleation, void growth, void coalescence and eventually fracture. Parts of the process, or even
the whole process, of ductile fracture, can be modelled using material models.

Material models that are utilised to describe the deformation of metals for engineering applications are most
commonly based on two assumptions. These models usually assume that the material response is equivalent for
all directions if the same load is applied, meaning that the material behaviour is isotropic. Also, it is often assumed
that the material is homogeneous and that it deforms in the same way at each location inside the material. As a
consequence of the larger length scales present in certain engineering applications (>1 mm), this simplification
seems valid and can be applied for designing components. The criterion for yielding of a metal is determined
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by its yield surface, which in reality multi-dimensional. The aforementioned assumptions, however, imply a
transformation of this multi-dimensional yield surface into a one-dimensional (1D) yield point [2]. An example
of this 1D yield point is given in the uniaxial stress-strain curve, as shown in Figure 1.2, which is an important
mechanical measure for the design of materials.

Figure 1.2: 1D stress-strain curve where the yield strength is represented by a scalar quantity [3].

Material response at the micrometer scales is substantially different compared to the larger engineering scale.
At this length scale, it becomes clear that the earlier simplifications of the material being isotropic and homoge-
neous are invalid. Materials such as metals consist of multiple crystals (or grains) that are differently oriented. As
a consequence, the plastic response of materials composed of grains depends on the loading direction with respect
to their crystallographic orientations. By considering the crystal anisotropy involved in plastic deformation, con-
stitutive equations describing the relation between plastic deformation and force are established. In this research,
the void nucleation process of the ductile fracture mechanism will be investigated by taking into account the plas-
tic anisotropy arising from crystallographic orientations. This is done using a numerical approach in which the
finite element method (FEM) is applied in combination with constitutive equations that describe the deformation
of crystalline materials.
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Chapter 2

Literature review

Before the problem of void nucleation can be studied numerically, it is essential to comprehend material models
that can be used for this purpose. In addition, the ductile fracture mechanism should be understood and specifically
how to model the void nucleation part of this mechanism.

2.1 Elasticity material model
Elastic deformation can be characterised by the straight line at small strain in the stress-strain curve in Figure 1.2.
The Saint-Venant model is a material model that can predict the elastic deformation of metals accurately. In this
section, the mechanism behind elasticity will be discussed, as well as how it can be modelled.

2.1.1 Mechanism
Elastic deformation is the result of stretching or compressing atomic bonds. In Figure 2.1, an initially perfect
crystal is illustrated which undergoes a purely elastic shape change due to shear. A distorted lattice is the result
of this shear. The external cause for this deformation must be maintained to keep the distorted lattice. When the
external cause is removed, the lattice deforms back to its original shape [2].

Figure 2.1: Example of pure elastic lattice deformation [2].

2.1.2 Kinematics
The kinematics of finite deformations describes the process during which a reference configuration is deformed
into the current configuration as a result of applied forces and displacements [2]. This process is depicted schemat-
ically in Figure 2.2. When y and x are the positions of a point inside a material in the current and reference
configuration, respectively, the deformation gradient is defined as:

F = ∇y(x) (2.1)

For later use it is also convenient to define the right Cauchy-Green tensor C as:

C = F T · F (2.2)
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and the Green-Lagrange strain E:

E = 1
2 (C − I) (2.3)

In addition, the first P and second S Piola-Kirchhoff stress tensors are introduced, where S is defined in the
reference configuration. The relation between these two stress tensors is given through the deformation gradient
by the following equation:

P = F · S (2.4)

Figure 2.2: Sketch of the deformation process [4].

2.1.3 Constitutive model
The Saint-Venant model is a hyperelastic material model, where hyperelastic indicates that the constitutive model
is derived from the Helmholtz free energy density ψ. This Helmholtz free energy depends on F as ψ = ψ (F ). For
the derivation of the constitutive model, objectivity of the Helmholtz free energy is required, meaning that it does
not change under rigid-body rotations. To obey objectivity, ψ depends on the kinematic variable F through the
right Cauchy-Green tensor C like ψ = ψ (C). The constitutive equations must obey thermodynamic restrictions
and should not violate the second law of thermodynamics. Therefore, the reduced Clausius-Duhem inequality
should be satisfied. This Clausius-Duhem inequality reads:∫

v0

dψ
dt

dV0 − P ext(ẏ) ≤ 0 ∀ẏ, v0 (2.5)

where t is the time, v0 is a part of the volume of the body, V0 is the total volume of the body, P ext is the external
power and ẏ is the actual deformation rate where the dot is a time derivative.

The principle of virtual work can be used to change the external power to an internal power that depends on
the time derivative of the deformation gradient:

P ext(ẏ) = P int(Ḟ ) (2.6)

The expressions for the external and internal work are substituted in Equation 2.6 giving rise to:∫
v0

b · ẏ dV0 +
∫

s0

t · ẏ dS0 =
∫

v0

P : Ḟ dV0 (2.7)

where b is the body force, t the traction and s0 is a part of the surface and S0 is the entire surface.
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Now the external work in Equation 2.5 can be substituted by the internal work, leading to:∫
v0

dψ
dt

dV0 −
∫

v0

P : Ḟ dV0 ≤ 0 ∀Ḟ , v0 (2.8)

Regrouping the terms gives: ∫
v0

(
dψ
dt

−
∫

v0

P : Ḟ

)
dV0 ≤ 0 ∀Ḟ , v0 (2.9)

and the integral can be dropped:
dψ
dt

− P : Ḟ ≤ 0 ∀Ḟ (2.10)

Then the chain rule is used in the following manner:

∂ψ

∂F
: Ḟ − P : Ḟ ≤ 0 ∀Ḟ (2.11)

and the following inequality is obtained: (
∂ψ

∂F
− P

)
: Ḟ ≤ 0 ∀Ḟ (2.12)

From this inequality, it can be concluded that the first Piola-Kirchhoff stress reads:

P = ∂ψ

∂F
= 2F · ∂ψ

∂C
(2.13)

Here, the chain rule was used, as well as the definition of the right Cauchy-Green tensor C in Equation 2.2 in this
way:

∂ψ

∂F
= ∂ψ

∂C
: ∂C

F
= ∂ψ

∂C

∂F T · F

∂F

= ∂ψ

∂C
:
(
∂F T

∂F
: F + F T : ∂F

∂F

)

= ∂ψ

∂C
:
(
ILT : F + F T : I

)
= 2F · ∂ψ

∂C

where I is the fourth order identity tensor and LT indicates the left transpose. Furthermore, S can be obtained by
combining Equation 2.4 with Equation 2.13 resulting in the following constitutive restriction:

S = F −1 · 2F · ∂ψ
∂C

= 2 ∂ψ
∂C

= 2 ∂ψ
∂E

: ∂E

∂C
= ∂ψ

∂E
(2.14)

where again the chain rule is used together with the fact that ∂E
∂C = 1

2 according to the definition of the Green-
Lagrange strain E in Equation 2.3.

The Helmholtz free energy in the case of the Saint-Venant model is given by:

ψ (C) = 1
2E : C : E (2.15)

where C is the fourth order elasticity tensor. Eventually, by substituting Equation 2.15 into Equation 2.14 and
performing the derivative, the following constitutive equation is obtained:

S = C : E (2.16)

2.2 Isotropic elastoplasticity material model
Material models for elastoplasticity do not only account for elasticity, but also the complex trajectory after the
yield point in the stress-strain curve of Figure 1.2.
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2.2.1 Mechanism
The total deformation of elastoplastic materials, like many metals, can be divided into elastic and plastic defor-
mations. Plastic deformation is the result of sliding atoms in a crystal lattice. In Figure 2.3, an example of pure
plastic deformation is shown, during which the lattice is unchanged but atoms did slide permanently even after
removing the external boundary condition [2].

Figure 2.3: Example of pure dislocation deformation [2].

Individual crystals inside a metal can induce certain plastic anisotropy, but in conventional material models for
elastoplasticity this anisotropic plastic behaviour is averaged out, resulting in isotropic plasticity. This anisotropic
plastic behaviour is averaged out because of the many randomly oriented crystals at the macroscale. However,
there are material models that do account for macroscopic plastic anisotropy due to the microsctructure, but still
by homogenising the effect of single crystals.

2.2.2 Kinematics
Modelling the deformation of elastoplastic materials requires decomposing the total deformation gradient F into
an elastic deformation gradient F e and a plastic deformation gradient F p. This can be done in a multiplicative
manner as follows [5–7]:

F = F e · F p (2.17)

Decomposing the deformation gradient in this way is also referred to as the Kröner-Lee decomposition. The
elastic part of the total deformation is reversible and does not depend on its history. The plastic part of the total
deformation, however, is irreversible and history-dependent. Therefore the total deformation process is modelled
using a sequence of two deformations, namely the transformation of the reference configuration to the intermediate
configuration due to plastic deformation and subsequently the deformation of the intermediate configuration to the
current configuration due to elastic deformation. If x, z and y are material points in the reference, intermediate
and current configurations, respectively, then the plastic and elastic deformations gradients read:

F p = ∇xz (2.18a)

F e = ∇zy (2.18b)

The sequence of these deformation steps is depicted schematically in Figure 2.4.
Since F p is history-dependent, it should be known how it changes in time if one wants to model it. Therefore

the plastic velocity gradient Lp is introduced as F p evolves according to this quantity. It is defined as follows:

Lp = Ḟ p · F −1
p (2.19)

In the case of isotropic plasticity, Lp can be specified as this flow rule:

Lp = λ̇r
(

M̄
d
)

(2.20)

where λ̇ is the equivalent plastic strain rate and r is the flow direction, which is a function of the Mandel stress,
which will be defined later. The bar indicates that the quantity is acting on the intermediate configuration.
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For further use, the elastic right Cauchy-Green tensor and elastic Green-Lagrange strain tensors are defined
as, respectively:

Ce = F T
e · F e (2.21a)

Ee = 1
2 (Ce − I) (2.21b)

In addition, the second Piola-Kirchhoff stress tensor S̄ in the intermediate configuration reads:

S̄ = F −1
e · P · F T

p

= F −1
e · F · S · F T

p

= F p · S · F T
p (2.22)

by using the fact that P = F · S. The cauchy stress σ can be obtained according to:

σ = 1
det (F )P · F T (2.23)

Figure 2.4: Sketch of the deformation process accounting for plasticity with an additional intermediate (purely
plastically deformed) configuration [4].

2.2.3 Constitutive model
As in the previous section, the Helmholtz free energy is defined as a function that depends solely on the elastic
part of the deformation gradient: ψ = ψ

(
F · F −1

p

)
= ψ (F e). This means that the inequality in Equation 2.12

can be rewritten using the multiplicative decomposition of Equation 2.17 into:(
∂ψ

∂F e
− P · F T

p

)
: Ḟ e − P : F e · Ḟ p ≤ 0 ∀Ḟ e (2.24)

where Ḟ p is consistent with the flow rule in Equation 2.20 and is therefore not arbitrary.
This inequality should hold for arbitrary Ḟ e, which means that the term inside the parentheses must be zero.

This gives rise to the following constitutive restriction:

P = ∂ψ

∂F e
· F −T

p (2.25)

Consequently, the constitutive restriction yields the following equation for the dissipation:

D = P : F e · Ḟ p ≥ 0 (2.26)
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which can be rewritten as:
D =

(
Ce · S̄

)
: Lp ≥ 0 (2.27)

where M̄ is the Mandel stress. This stress is work-conjugated with Lp and is defined as:

M̄ = Ce · S̄ (2.28)

Substituting the flow rule of Equation 2.20 into Equation 2.27 gives the following restriction on r:

M̄ : r(M̄) ≥ 0 ∀M̄ (2.29)

because λ̇ is non-negative.
The time-dependent plastic strain rate that is used in the flow rule depends on the Mandel stress and can be

calculated like this:

λ̇

λ̇0
=
(
M̄d

eq

M̄Y

) 1
m

(2.30)

where m is a strain rate sensitivity parameter, M̄Y is the yield stress and M̄d
eq is the equivalent Mandel stress:

M̄d
eq =

√
3
2M̄

d : M̄
d

(2.31)

M̄
d

indicates the deviatoric Mandel stress, which can be computed using the next equation:

M̄
d = M̄ − 1

3 tr
(
M̄
)

(2.32)

Both the deviatoric and equivalent Mandel stress can be used to calculate the flow direction:

r =
√

3
2

M̄
d

M̄d
eq

(2.33)

The evolution of the yield stress M̄y can be taken as this form [8]:

˙̄My = hλ̇ (2.34)

where M̄y(t = 0) = M̄0 (the initial yield stress) and h is the hardening modulus, which follows:

h = heq,0

(
1 − M̄y

M̄y,∞

)b

(2.35)

where heq,0, M̄y and M̄y,∞ are material parameters.
In the context of metal plasticity, the largest part of the deformation is due to the motion of dislocations. The

elastic deformations will be small and therefore the Saint-Venant model can be utilised. Since the transformation
from the intermediate configuration to the current configuration is described by elasticity, the model is defined in
the current configuration, which means that also ψ = ψ (Ce).

In order to determine the constitutive equation of S̄ , the restriction for the first Piola-Kirchhoff stress P in
Equation 2.25 is taken and rewritten as follows:

P = ∂ψ

∂F e
· F −T

p = 2F e · ∂ψ

∂Ce
· F −T

p (2.36)

This restriction can be plugged into the definition of the second Piola-Kirchhoff stress S̄ in Equation 2.22,
which yields:

S̄ = F −1
e · P · F T

p = 2 ∂ψ

∂Ce
= ∂ψ

∂Ee
(2.37)

Eventually, the elastic description is obtained by using the following Helmholtz free energy:

ψ = 1
2Ee : C : Ee (2.38)

and reads [4]:
S̄ = C : Ee (2.39)
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2.3 Crystal plasticity material model
Within the crystal plasticity framework, individual crystals are tracked and plastic anisotropy induced by these
crystals are all taken into account.

2.3.1 Mechanism
Sliding of atoms in the crystal lattice during plastic deformation is accommodated by the slip of dislocations
through slip systems. These slip systems depend on the crystal structure, e.g. body-centered cubic (BCC), face-
centered cubic (FCC) and hexagonal closed-packed (HCP). Consequently, plastic deformation depends largely
on the crystallographic orientation with respect to the applied load. At the microscale, there is a small number
of crystals present and the plastic response is highly anisotropic. At the macroscale, however, this anisotropy is
averaged out because of the large number of crystals with random orientations.

Each slip system comprises a slip direction and a slip plane. Miller indices are used to define crystallographic
slip directions and planes. Slip direction sα of slip system α is identified as [abc] whereas ⟨abc⟩ denotes a family
of directions. The slip planes are specified by their slip plane normal nα. In a similar manner as for the slip
directions, the planes are denoted by (abc) for a slip plane and {abc} for a family of planes. The shorthand
notation for slip systems is [abc](abc). One of the 12 slip systems of an FCC crystal is shown in Figure 2.5.

Figure 2.5: One of the 12 slip systems for an FCC crystal in its unit cell. The slip plane and slip direction are
indicated [9].

Dislocations start to move once a critical resolved shear stress is reached. For the case of a material being
subjected to uniaxial tension, as depicted schematically in Figure 2.6, the shear stress resolved on the slip system
acting parallel to the slip direction can be calculated from the applied stress σ according to Schmid’s law for
uniaxial tension [10]:

τ = σcos(λ)cos(ϕ) (2.40)

where λ is the angle between the slip and loading directions and ϕ is the angle between the slip plane normal and
loading direction. The factor consisting of these cosines is called the Schmid factor.
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Figure 2.6: Illustration of Schmid’s law for one slip system undergoing uniaxial tension [11].

2.3.2 Kinematics
The same multiplicative deformation gradient decomposition is adopted to represent the kinematics of elastoplastic
materials when crystal plasticity is taken into account, which is repeated here for convenience:

F = F e · F p (2.41)

In Figure 2.7, a schematic of the deformation process is given where the blue lines indicate a slip system in the
three configurations.

Both the elastic and plastic deformation gradients can be expressed as sums of the second order identity tensor
and the second order elastic and plastic distortion tensors βe and βp, respectively, in the following way:

F e = I + βe (2.42a)

F p = I + βp (2.42b)

When denoting the dislocation deformation due to the kth slip event as F (k)
p , the multiplicative decomposition

of the plastic deformation gradient due to n successive events reads [2]:

F p = F (n)
p F (n−1)

p ... F (1)
p (2.43)

which would mean that the order of dislocation deformation matters. However, since individual dislocation de-
formations are generally small, this order can be neglected, unless the atomistic scale is considered. This can
be visualised by substituting the distortion representation of the plastic deformation gradient of each dislocation
deformation into the multiplicative decomposition of the total plastic deformation gradient, yielding:

F p = I +
n∑

k=1
β(k)

p + O(β2
p) + O(β3

p) + ... ≈ I +
n∑

k=1
β(k)

p (2.44)

where only the linear terms remain if the smaller higher order terms are neglected, meaning that the order is not
relevant at the scale of single crystals.
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The expression for the plastic velocity gradient, however, differs from the one in the previous section. It was
suggested by Rice [12] and is given by:

Lp =
N∑

α=1
γ̇αsα ⊗ nα =

N∑
α=1

γ̇αP α
0 (2.45)

where P α
0 is the Schmid tensor and γ̇α is the plastic slip rate of slip system α andN is the number of slip systems.

Figure 2.7: Sketch of the deformation process for the crystal plasticity case [4].

2.3.3 Constitutive model
To derive the dissipation inequality for this case, the same procedure can be followed as for the conventional
elastoplasticity. This procedure led to the following dissipation:

D =
(
Ce · S̄

)
: Lp ≥ 0 (2.46)

However, since the expression of the plastic velocity gradient Lp differs, also the dissipation differs from this point.
Using the crystal plasticity formulation of Lp, together with the definition of the Mandel stress, the following
dissipation relation is obtained:

D =
N∑

α=1
γ̇αM̄ : P α

0 ≥ 0 (2.47)

which takes this form:

D =
N∑

α=1
γ̇ατα ≥ 0 (2.48)

when using the definition of the resolved shear stress on slip system α:

τα = M̄ : P α
0 (2.49)

which is the general form of Schmid’s law. The plastic slip rate γ̇α depends on τα via the following law [2, 13,
14]:

γ̇α = γ̇0

∣∣∣∣τα

sα

∣∣∣∣ 1
m

sign (τα) (2.50)

where γ̇0 is a reference slip rate and sα is the slip resistance, which is defined by [15]:

ṡα =
N∑

β=1
hαβ

∣∣γ̇β
∣∣ (2.51)
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where hαβ is a hardening matrix which is given by:

hαβ = h0

(
1 − sα

s∞

)a

qαβ (2.52)

with h0, s∞ and a being material parameters and qαβ being a matrix that contains ones on the diagonal and qn off-
diagonal. This qn is the ratio of latent hardening with respect to the self-hardening for non-coplanar slip systems
[15].

The constitutive relation for S̄ is the same as in the previous section since the Saint-Venant model can be used
for the elasticity in this case as well:

S̄ = C : Ee (2.53)

2.4 Inclusions
Various types of inclusions can be present in alloys, which are particles of different chemical composition than
the alloy itself. These inclusions can be put in the material on purpose, such as hardening precipitates (≤ 10 nm)
or dispersoids (≈ 100 nm) that control the grain size in aluminium alloys. However, unwanted inclusions arise as
well in the same aluminium alloys in the form of coarse intermetallics (≥ 0.5 µm) [16, 17].

An important group of inclusions in low-carbon steels are carbide precipitates. Low-carbon steels are mainly
iron and carbon alloys, where carbon plays the role of increasing the strength. Carbon atoms, however, are
practically insoluble in BCC iron at room temperature. As a consequence, the microstructure of low-carbon steels
is characterised by low-carbon BCC ferrite and carbide precipitates (Fe3C or cementite) that take up the excess
carbon that cannot be dissolved into the ferrite [18]. In Figure 2.8, a reflected light microscopy image of a low-
carbon steel with carbides can be observed.

Figure 2.8: Reflected light microscopy image of low-carbon steel with carbides [19].

2.4.1 Properties
Since the chemical composition of the inclusion is different compared to the metal, the properties differ too. The
elastic field at the local and global scale is disturbed because of the presence of inclusions in the material due to
differences in elastic moduli. Consequently, the mechanical properties of the whole material are altered. Inclusions
are being used as reinforcements inside a matrix of composite material in order to obtain better properties. It
would not have been possible to achieve these properties with completely homogeneous materials. However, the
unintentionally formed inclusions, such as oxides, carbides and voids, during the manufacturing process of steel,
frequently act as origins of stress concentrations. This could potentially lead to the nucleation and growth of
cracks, affecting the performance of the material or even lead to complete failure [20].
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2.4.2 Mechanics
Eshelby [21, 22] calculated the stress field of an ellipsoidal inclusion in dilute cases, meaning that the inclusion
can be considered to live inside an infinite matrix, by using the equivalent inclusion method (EIM). This method
involves replacing the inclusion with inhomogeneous properties (with different elastic moduli compared to the
matrix) with one with the stiffness of the matrix, but with an appropriate eigenstrain as depicted in Figure 2.9.

Figure 2.9: Matrix with (a) inhomogeneous inclusion and (b) homogeneous inclusion with appropriate
eigenstrain [20].

If the inclusion is inhomogeneous and has different elastic moduli, the following problem has to be solved:

σij(x) =


CI

ijklεkl(x) x ∈ VI

CM
ijklεkl(x) x ∈ VM

(2.54)

where index notation is used. x is the position and the superscripts I and M denote the inclusion and the matrix.
When a uniform strain εA

ij is applied, the inclusion changes shape by this strain:

εI
ij = εA

ij + ∆εij x ∈ VI (2.55)

where ∆εij is an extra unknown strain due to the fact that CI ̸= CM and depends on the shape of the inclusion,
εA

ij ,CI and CM . The stress inside the inclusion equals:

σI
ij = CI

ijkl(εA
kl + ∆εkl) (2.56)

Eshelby’s theory states that the real inclusion with CI should be replaced by a homogeneous inclusion having
CM with a fictitious eigenstrain ε∗

ij . ε∗
ij is chosen such that:

1. Deformed shape of homogeneous inclusion = shape of real inclusion

2. Stress inside homogeneous inclusion = stress inside real inclusion

So, ε∗
ij is chosen such that the homogeneous inclusion does exactly fit inside the deformed shape of the real

inclusion and has the same stress. In this way, the same stress and displacement are present at the interface
ensuring the same stress and displacement outside the inclusion.

The extra distortion strain ∆εij is obtained through the Eshelby tensor Sijkl such that:

∆εij = Sijklε
∗
kl (2.57)

The following statement is required to get the same stress in the inclusions:

CI
ijkl(εA

kl + ∆εkl)︸ ︷︷ ︸
real stress

= CM
ijkl(εA

kl + ∆εkl − ε∗
kl)︸ ︷︷ ︸

stress in homogeneous inclusion with eigenstrain ε∗
kl

(2.58)

The eigenstrain and the stress are obtained by combining Equation 2.57 and Equation 2.58.

ε∗ =
[
(CI − CM )S + CM

]−1 (CM − CI)εA (2.59)

σI = CM
[
εA + (S − I)ε∗] = σA + CM + (S − I)ε∗ (2.60)
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2.5 Ductile fracture
Globally, two ways of complete failure of structures can be distinguished: brittle fracture and ductile fracture.
Brittle fracture is known for its sudden, rapid failure with little to no plastic deformation during the process. This
mechanism is generally unwanted, because of its unpredictability. The ductile fracture mechanism includes a much
more gradual failure, during which the cross-sections become thinner and thinner due to large plastic deformation.
This fracture mechanism is mostly favoured over brittle fracture. However, it is not always possible to get ductile
fracture, because, when designing the material, an increase in fracture toughness often leads to a decrease in
strength. In addition, ductile materials can become brittle if the temperature reaches below the ductile-to-brittle
transition temperature [23].

In Figure 2.10 one can see the fracture surfaces of fractured specimens that have failed through both mecha-
nisms. One can observe ductile fracture in the left specimen, where much plastic deformation can be observed.
Because of the shape of the fracture surfaces, this is also known as cup-and-cone fracture. The right specimen
consists of a brittle material that has fractured rapidly. No ductile deformation can be observed here.

Brittle fracture is described quite well by the theory of linear elastic fracture mechanics (LEFM), but this
theory will not be described in this report. In the following subsections, however, the ductile fracture mechanism
is explained.

Figure 2.10: (a) Ductile cup-and-cone fracture in aluminium and (b) brittle fracture in mild steel [24].

2.5.1 Mechanism
The mechanism of ductile fracture is substantially different from brittle fracture with very small plastic deforma-
tion. Whereas brittle fracture involves a rapid crack propagating through the material, the ductile fracture process
contains more stages. These stages are shown in a schematic way in Figure 2.11. In the first figure, impurities or
inclusions present inside a ductile material matrix can be observed. When a stress is applied to the matrix, void
nucleation starts taking place near the inclusions. Thereafter nucleated voids start to grow and strain localisation
between voids is induced. Then necking between voids occurs and eventually there is void coalescence and the
material fractures.
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Figure 2.11: Ductile fracture mechanism [25].

Nucleation of voids can be caused by two processes: inclusions debonding from the matrix or cracking of
the inclusion itself [26–28]. Whether an inclusion debonds or cracks depends on the shape and size, as well as
the loading direction with respect to the inclusion. In Figure 2.12, scanning electron microscopy (SEM) images
of both cases can be viewed. Marteleur et al. [29] found that inclusions cracked when the load was applied
in the longitudinal direction with respect to the inclusion and that the inclusions debonded when the load was
applied in the transversal direction. Goods and Brown [26] found that equiaxed inclusions generally debond,
while irregularly shaped particles with high aspect ratio fracture internally. Also, it was established that larger
inclusions debond earlier than small inclusions, which rather crack. Furthermore, they found that debonding starts
at the poles of the inclusions, meaning at two opposite sites on the edge of the inclusion.

Figure 2.12: Void nucleation by (a) inclusion cracking when loaded in the longitudinal direction and (b)
inclusion-matrix decohesion when loaded in the transversal direction [29].

2.5.2 Cohesive zone model
COhesive zone modelling is a tool that can be used to model the propagation of a crack. According to LEFM,
there is a stress singularity at the tip of a sharp crack. This opening stress σ22 is represented by the blue line in
Figure 2.13a. In the same figure, also more realistic stress values are plotted as the red line, with finite values
at the crack tip. Barenblatt [30] analysed the cohesive tractions between the surfaces of a crack and split it into
a cohesive zone region uc and the rest of the crack length a − uc where tractions are negligible as shown in
Figure 2.13b.

The nonlinear traction-separation relation between two surfaces are described by a cohesive law. An example
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of such a cohesive law is shown in Figure 2.13c, where the traction T is plotted versus the separation δ. When
surfaces separate and δ increases, also the traction increases until the maximum stress σc is reached at a separation
δ∗. From this point, the traction decreases until no traction between the interfaces is left and δmax is reached.

For complete separation of two surfaces, an energy of Gc is required, which is defined as:

Gc =
∫ δmax

0
T (δ)dδ (2.61)

This expression can also be seen as the area under the traction-separation of Figure 2.13c. For the function of
the traction T (δ) the nonlinear Universal Binding Energy relation can be used:

T (δ) = e
σc

δ∗ δe
− δ

δ∗ (2.62)

where
∫ δmax

0 T (δ)dδ = γs This Universal Binding Energy relation is an exponential function which can be
fitted to the properties of the interface.

Figure 2.13: a) Stress singularity arising from opening stress σ22 computed using LEFM (blue line) together with
a more realistic nonlinear stress field (red). b) Cohesive zone with traction T over the length uc. c) Traction as a
function of crack face separation δ. The maximum traction is σc at a separation of δ∗. At δmax, the two faces are
separated fully and feel no tractions anymore. The area under the curve is the cohesive energy Gc [31].

Tvergaard and Hutchinson [32] analysed the crack growth initiation and subsequent resistance for elastoplastic
solids with a traction-separation law. They found that, in elastic perfectly plastic materials i.e. without hardening,
debonding can occur when:

σc <

(
2 + π√

3

)
σy ≈ 2.97σy (2.63)

Needleman [33] and Xu and Needleman [34] analysed the void nucleation and subsequent void growth of
the ductile fracture mechanism using a cohesive zone model together with the finite element method (FEM). The
mesh that they considered is shown in Figure 2.14, which allows a circular cylindrical inclusion to debond from
a metal matrix. The metal matrices considered were modeled using isotropic plasticity [33] and crystal plasticity
[34] material models, where the crystal plasticity model contained three slip systems. Despite the fact that two
different material models were used, the results in terms of global stress/strain behaviour and local plastic strain
behaviour showed little variations.
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Figure 2.14: FEM mesh used in calculations by Needleman [33].

23



Chapter 3

Research definition

From the literature review, it can be concluded that void nucleation is an essential part of the ductile fracture
mechanism. This void nucleation can occur through cracking of inclusions, as well as debonding of inclusions
from a metal matrix.

Metals consist of crystals, which are regular arrangements of atoms according to a lattice. The orientation and
atom arrangement of these crystals govern the process of plastic deformation, which is anisotropic at the scale of
single crystals. At the scale of micron-sized inclusions, which is in the order of the scale of these single crystals,
crystal plastic anisotropy should be taken into account.

Because of crystal plastic anisotropy, the inclusion debonding process differs from those of isotropic elastic or
isotropic plastic materials.

3.1 Research goal
Void nucleation has been researched thoroughly, for example by Needleman [33]. He introduced a continuum
model for void nucleation by inclusion debonding and described the development from initial debonding to entire
separation and successive growth. This research was extended by Xu and Needleman [34], by taking into account
the crystallographic nature of metal plasticity. They found little difference between void nucleation predictions
based on crystal plasticity and those based on an isotropic theory. However, the research that has been conducted
until now, was performed on a 2D simplification of the problem with circular cylindrical inclusions. Also, only
three slip systems were considered with no different crystal orientations. Therefore, the complete role of crystal
plastic anisotropy on the void nucleation process in a ferrite matrix still remains unclear.

This leads to the following goal of this research: The goal of this research is to establish the effect of crystal
plastic anisotropy on the void nucleation process in BCC ferrite. In order to reach this goal, it is useful to pose
it as the main research question: How does crystal plastic anisotropy influence the void nucleation process in
BCC ferrite?

This main research question can be divided into four sub-questions:

1. What are the properties that control void nucleation in elastic materials?

2. What is the role of isotropic plasticity around the inclusion in the void nucleation process?

3. What is the role of plastic anisotropy of the matrix in the void nucleation process?

4. What are the main ingredients that an effective model for void nucleation should incorporate, in order to
account for crystal plastic anisotropy?

3.2 Hypothesis
As observed by Marteleur [29] and Goods and Brown [26], it is expected that debonding starts at two sides of the
inclusion. Rotation of the crystal orientation could lead to debonding at other locations compared to the debonding
sites of isotropic materials. In addition, varying the crystal orientation could make debonding occur at larger or
lower applied stress or strain. This would in turn lead to different global stress/strain behaviour. The local stress
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and strain fields are expected to contain some asymmetry for the cases of a rotated crystal, compared to symmetric
fields for isotropic and unrotated cases. Furthermore, the strain at which an inclusion fully debonds could be
altered by varying the crystal orientation.
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Chapter 4

Finite element implementation

In this chapter, the finite element implementation that is used to solve the problem at hand is discussed.

4.1 Finite element method
The finite element method (FEM) is an appropriate method for solving differential equations numerically. The
differential equation that commonly has to be solved during a solid mechanics problem is the balance of momen-
tum:

DivP + b0 = 0 in V0 (4.1)

where the Div operator indicates the divergence with respect to x and b0 and V0 are the body forces and volume,
respectively, both in the reference configuration. The balance of momentum is also known as the strong form when
used in FEM. From this strong form, the deformation of the studied volume can be computed. The strategy of
FEM comprises converting the body’s volume into multiple smaller body’s called finite elements (in this research
hexahedral 8 node elements) and transforming the strong form into a solvable analytical weak form:∫

S0

v · t dS0 +
∫

V0

v · b0 dV0 =
∫

V0

∇xv : P dV0 (4.2)

where V = δu is an admissible displacement variation, n0 is the normal vector, t is the tractions and S0 is the
reference surface area. This equation is also called the principle of virtual work (PVW), as the left terms are the
external virtual work, which are equal to the right term, called the internal virtual work.

P and t are nonlinear functions of the deformation gradient F and b0 is also a function of F . To solve
this nonlinear equation, the Newton-Raphson method can be applied, which is an iterative root-finding method.
Application of the Newton-Raphson method leads to the following linear system of equations:

Nel∑
m=1

([
K(i)

]
m

[δŷ]m =
[
f̂ext

]
m

−
[
f̂

(i)
int

]
m

)
(4.3)

where Nel is the total number of elements,
[
K(i)

]
m

is the element stiffness matrix at iteration i, [δŷ]m is the

per element difference between the nodal deformation at iteration i + 1 and iteration i,
[
f̂ext

]
m

are the element

external forces and
[
f̂

(i)
int

]
m

are the element internal forces. Assembling the matrices and arrays of all elements
yields this complete linear system of equations:[

K(i)
]

[δŷ] =
[
f̂ext

]
−
[
f̂

(i)
int

]
(4.4)

This procedure is followed for each time step in a time-dependent problem. In Appendix A, pseudocodes for
the elasticity, plasticity and crystal plasticity material model implementations are given, for the sake of clarity.
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4.2 Time integration of plastic velocity gradient
Plasticity and accordingly crystal plasticity are history-dependent processes because the stress depends on the
plastic strain rate. Therefore the time should be taken into account for these cases, unlike for purely elastic
modelling. It is possible to model the time, by obtaining a plastic deformation gradient at the next time step
(F p,n+1) that depends on its value of the previous time step (F p,n). The expression for this is governed by
performing a time integration of the plastic velocity gradient Lp:

∫ tn+1

tn

Lp(t)dt =
∫ tn+1

tn

Ḟ p · F −1
p dt

=
[

ln(F p)
]tn+1

tn

= ln(F p,n+1 · F −1
p,n) (4.5)

where the definition of the plastic velocity gradient is used according to Equation 2.19. The exponential of both
sides can be taken according to:

exp
(∫ tn+1

tn

Lp(t)dt
)

= F p,n+1 · F −1
p,n (4.6)

F p,n+1 can be isolated in the following manner:

F p,n+1 = exp
(∫ tn+1

tn

Lp(t)dt
)

· F p,n (4.7)

and the Taylor approximation of an exponential can be used, leading to this expression:

F p,n+1 =
(

I +
∫ tn+1

tn

Lp(t)dt
)

· F p,n (4.8)

4.2.1 Plasticity
To acquire the specific F p,n+1 for the isotropic plasticity case, the corresponding plastic velocity gradient should
be considered, which is repeated here for convenience.

Lp = λ̇r
(

M̄
d
)

Plugging this definition into Equation 4.8 yields:

F p,n+1 =
(

I +
∫ tn+1

tn

λ̇r
(

M̄
d
)

dt
)

· F p,n =
(

I + r
(

M̄
d
)∫ tn+1

tn

λ̇dt
)

· F p,n (4.9)

where the forward Euler method is used to evaluate the integral of the plastic strain rate in the previous expression:∫ tn+1

tn

λ̇dt = λ̇n∆t (4.10)

where ∆t = tn+1 −tn. This forward Euler method is substituted into Equation 4.9, leading to the final expression:

F p,n+1 =
(

I + λ̇nr
(

M̄
d
)

∆t
)

· F p,n (4.11)

4.2.2 Crystal plasticity
For the crystal plasticity case, the following plastic velocity gradient was mentioned in section 2.3:

Lp =
N∑

α=1
γ̇αsα ⊗ nα =

N∑
α=1

γ̇αP α
0
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Using this version for transforming Equation 4.8 leads to:

F p,n+1 =
(

I +
∫ tn+1

tn

N∑
α=1

γ̇αP α
0 dt

)
· F p,n =

(
I +

N∑
α=1

P α
0

∫ tn+1

tn

γ̇αdt

)
· F p,n (4.12)

where again the forward Euler method is used to integrate the plastic slip rate in this case:∫ tn+1

tn

γ̇αdt = γ̇α
n ∆t (4.13)

leading to the following expression for the plastic deformation gradient at the next time step:

F p,n+1 =
(

I + ∆t
N∑

α=1
γ̇α

n P α
0

)
· F p,n (4.14)

4.3 Analytical tangent stiffness
An important step for calculating tie element stiffness matrix in FEM is the computation of the analytical tangent
stiffness. It is computed for each iteration in the Newton-Raphson method, and differs for the case of elasticity,
isotropic plasticity and crystal plasticity. Deriving them involves some mathematical steps, which are discussed in
this section.

4.3.1 Elasticity
For the case of elasticity, where no time is involved, the derivation is relatively simple. The analytical tangent
stiffness can be divided into a geometric stiffness and material stiffness:

A(i) =
(
∂P

∂F

)
F =F i

= K(i)
geo + K(i)

mat (4.15)

Using the definitions of the Cauchy-Green tensor, Green-Lagrange strain and first Piola-Kirchhoff stress of Equa-
tion 2.2, Equation 2.3 and Equation 2.4 together with the fact that ∂F

∂F = I and ∂F T

∂F = ILT , the following steps
can be performed:

A = ∂P

∂F
(4.16)

= ∂F

∂F
⊙ S + F · ∂S

∂F
(4.17)

= I ⊙ S + F · C : ∂E

∂F
(4.18)

= I ⊙ S + 1
2F · C :

∂
(

F T · F − I
)

∂F
(4.19)

= I ⊙ S + 1
2F · C :

(
∂F T

∂F
⊙ F + F T · ∂F

∂F

)
(4.20)

= I ⊙ S + 1
2F · C :

(
ILT ⊙ F + F T · I

)
(4.21)

where ⊙ indicates a tensor product where the second index of the first tensor contracts with the first index
of the second tensor. The two resulting terms are the geometric and material stiffness according to these two
equations:

K(i)
geo = I ⊙ S(i) (4.22)

K(i)
mat = 1

2F (i) · C :
(
ILT ⊙ F (i) + F T (i) · I

)
(4.23)
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4.3.2 Plasticity and crystal plasticity
Deriving the analytical tangent stiffness for the isotropic plasticity and crystal plasticity cases is somewhat more
complicated since it involves more partial differential equations (PDEs). The analytical tangent stiffness can again
be split into a geometric and material contribution, but as time is involved now, the time step is also indicated:

A(i)
n+1 =

(
∂P

∂F

)
F =F i

n+1

= K(i,n+1)
geo + K(i,n+1)

mat (4.24)

For clarity during the computation, the Newton-Raphson iteration index is removed because it does not change
the derivation:

An+1 = ∂P n+1

∂F n+1
= Kn+1

geo + Kn+1
mat (4.25)

The geometric contribution to the analytical tangent stiffness is computed in the exact same way as for the elastic
case, only with indication of the time step. Computing the material stiffness, however, involves different steps.
Pushing forward the second Piola-Kirchhoff stress in the reference configuration to the intermediate configuration
gives rise to three PDEs, indicated by three colours.

Kn+1
geo = ∂F n+1

∂F n+1
⊙ Sn+1 = I ⊙ Sn+1 (4.26)

Kn+1
mat = F n+1 · ∂Sn+1

∂F n+1
(4.27)

= F n+1 ·
∂
(

F −1
p,n+1 · S̄n+1 · F −T

p,n+1

)
∂F n+1

(4.28)

= F n+1 ·

(
∂F −1

p,n+1

∂F n+1
⊙S̄n+1 · F −T

p,n+1 + F −1
p,n+1 · ∂S̄n+1

∂F n+1
⊙F −T

p,n+1 + F −1
p,n+1 · S̄n+1 ·

∂F −T
p,n+1

∂F n+1

)
(4.29)

For the case of isotropic plasticity, the first PDE is equal to the zero tensor, which follows from the fact that the
value of the plastic deformation gradient of the next time step solely depends on its value of the current time step:

∂F −1
p,n+1

∂F n+1
=
∂
(
F −1

p,n ·
(
I − λ̇nr∆t

))
∂F n+1

= 0 (4.30)

Similar to the isotropic plasticity case, also the first PDE is the zero tensor because of the same reason:

∂F −1
p,n+1

∂F n+1
=
∂
(

F −1
p,n ·

(
I − ∆t

∑N
α=1 P α

0 γ̇
α
n

))
∂F n+1

= 0 (4.31)

Furthermore, the second PDE can be rewritten by using the multiplicative split of the total deformation gradient
into the elastic and plastic parts as follows:

∂S̄n+1

∂F n+1
= C : ∂Ee,n+1

∂F n+1
= 1

2C : ∂ (Ce,n+1 − I)
∂F n+1

= 1
2C : ∂Ce,n+1

∂F n+1
(4.32)

= 1
2C :

(
∂F T

e,n+1

∂F n+1
⊙ F e,n+1 + F T

e,n+1 · ∂F e,n+1

∂F n+1

)
(4.33)

= 1
2C :

([
∂F −T

p,n+1

∂F n+1
⊙ F T

n+1 + F −T
p,n+1 ·

∂F T
n+1

∂F n+1

]
⊙ F e,n+1 + F T

e,n+1 ·

[
∂F n+1

∂F n+1
⊙ F −1

p,n+1 + F n+1 ·
∂F −1

p,n+1

∂F n+1

])
(4.34)

Then the result of Equation 4.30 and Equation 4.31 are employed, yielding this expression:

∂S̄n+1

∂F n+1
= 1

2C :
(

F −T
p,n+1 · ILT ⊙ F e,n+1 + F T

e,n+1 · I ⊙ F −1
p,n+1

)
(4.35)
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Eventually, the final PDE is evaluated and is equal to the zero tensor:

∂F −T
p,n+1

∂F n+1
=
(
∂F −1

p,n+1

∂F n+1

)LT

= 0 (4.36)

Substituting the three results of the PDEs into the material stiffness expression of Equation 4.29 leads to the next
equation:

Kn+1
mat = 1

2F e,n+1 ·
(
C :
(

F −T
p,n+1 · ILT ⊙ F e,n+1 + F T

e,n+1 · I ⊙ F −1
p,n+1

))
⊙ F −T

p,n+1 (4.37)

with

F e,n+1 = F n+1 · F −1
p,n+1

F T
e,n+1 = F −T

p,n+1 · F T
n+1 (4.38)

where for the isotropic plasticity material model:

F −1
p,n+1 = F −1

p,n ·
(
I − λ̇nr∆t

)
(4.39)

F −T
p,n+1 =

(
I − λ̇nr∆t

)T · F −T
p,n (4.40)

and for the crystal plasticity material model:

F −1
p,n+1 = F −1

p,n ·

(
I − ∆t

N∑
α=1

P α
0 γ̇

α
n

)
(4.41)

F −T
p,n+1 =

(
I − ∆t

N∑
α=1

P α
0 γ̇

α
n

)T

· F −T
p,n (4.42)

4.4 Implementation in MSC Marc
FEM computations in this research are performed in combination with the FE solver MSC Marc. These com-
putations follow the method that is described before with the elasticity, isotropic plasticity and crystal plasticity
material models. Pseudocodes of the algorithms can be found in Appendix A.

4.4.1 Input file and Marc
The MSC Marc program works through submitting and running an input file. Inside this input file, the connectivity
matrix is present, in which the nodal positions, element nodes and element type are defined. Even though MSC
Marc has its own meshing options, the Gmsh meshing software is used to create the mesh. This created mesh is
pasted inside the input file. In the Marc Graphical User Interface (GUI), the boundary conditions can be added,
which are automatically added to the input file.

4.4.2 USELEM subroutine
With the given boundary conditions, the user element (USELEM) subroutine is used. This subroutine is a Fortran
(.f) file that is given to the MSC Marc program. It tells the software how the element stiffness matrix [K(i)]m and

internal forces [f̂
(i)
int]m have to be calculated. This involves calculating all stresses and strains, in order to obtain

the deformations and forces of the next time step. Therefore, isoparametric mapping, interpolation, linearisation

and Gauss integration are used inside the USELEM subroutine to obtain [K(i)]m and [f̂
(i)
int]m. Hardening is not

implemented, but the relevant equations are given in the literature review.
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4.4.3 Solution
When Marc has calculated the element stiffness matrices, as well as the internal forces for all elements, it assem-
bles the elements into the global stiffness matrix [K(i)] and solves the linear system of equations as represented
in Equation 4.4. Then, Marc checks whether the residual satisfies the tolerance and, if it does not, proceeds to the
next iteration until the solution has converged to the tolerance. If this is the case, it is moved on to the next time
increment.

4.4.4 PLOTV subroutine
An important tool for postprocessing of the calculated results is the PLOTV subroutine. This subroutine allows
the user to plot quantities that are not present in Marc’s list of variables beforehand, such as quantities that are
computed within the USELEM subroutine.

4.5 Cohesive zone model
Marc has a list of so-called interface elements, which can be used to model an interface between two materials.
The 3D interface element that is considered in this research, is element 188 of Marc’s element library, which is
shown in Figure 4.1.

Figure 4.1: Schematic representation of cohesive zone element 188 [35].

The constitutive behaviour of this element is defined by the relation between the tractions versus relative dis-
placements between the top and bottom surfaces of the element [35]. For the 3D interface element, the components
of the relative displacements comprise one normal displacement and two shear displacements, according to:

v1 = utop
1 − ubottom

1

v2 = utop
2 − ubottom

3

v3 = utop
3 − ubottom

3 (4.43)

Using these relative displacements, the effective opening displacement is defined in Marc like:

v =
√
v2

1 + v2
2 + v2

3 (4.44)

Marc offers three types of cohesive zone models: a bilinear, exponential and linear-exponential model. These
three models are plotted in Figure 4.2, where here the universal binding energy relation is used, so the exponential
model.
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Figure 4.2: Bilinear (left), exponential (middle) and linear-exponential (right) cohesive zone models [35].

Keeping in mind the PVW of Equation 4.2, an additional term should be considered, namely a term due to the
work of the cohesive tractions over the surfaces of the interface (S0coh) [31]. This term is added to the PVW as
follows: ∫

S0

v · t dS0 +
∫

V0

v · b0 dV0 +
∫

S0coh

v · t dS0coh =
∫

V0

∇xv : P dV0 (4.45)

As input, Marc requires the cohesive energy and critical opening displacement for normal separation. The corre-
sponding traction-separation behaviour can be adjusted in the shear directions by using shear/normal coefficients
for the maximum stress (β1) and cohesive energy (β2). β1 adjusts the effective opening displacement in the
following way:

v =
√
v2

1 + β2
1v

2
2 + β2

1v
2
3 (4.46)

and β2 adjusts the cohesive energy in the shear direction. Furthermore, a stiffening factor in compression can be
applied to increase the stiffness in compression. Upon full debonding between two elements, the interface element
can be deactivated and removed from the post file. Full debonding occurs once the damage parameter inside a
cohesive zone element has reached a value of 1, starting at 0 with no damage.

4.6 Numerical study

4.6.1 Geometry and mesh
Inclusions are usually distributed randomly inside the material as shown in the left schematic in Figure 4.3. In
order to perform a computationally feasible analysis, the piece of material containing a random distribution of
inclusions is divided into multiple equally sized periodic cells. Consequently, the inclusion volume fraction of the
whole material is equal to that of the periodic cells. Each periodic cell contains a single inclusion. The geometry
on which the FEM computations are performed, is a further simplified version of the periodic cell, called the
representative unit cell, which contains one inclusion located at the centre of the cell.
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Figure 4.3: Schematic representation of periodic unit cell [36].

Carbide particles in spheroidised low-carbon steels are micron-sized (10−6m) [33, 37] and therefore an inclu-
sion diameter (d) of 1 micron is chosen. In order to get a low void volume fraction, corresponding to a low-carbon
steel, it is chosen that the relation between the length of the side of the matrix (D) and the inclusion diameter (d):
d = D

4 . This means that D = 4 µm, leading to an inclusion volume fraction of 0.82 %.
From this geometry, a mesh is created using hexahedral 8-node elements. 512 of these elements are used

to make the inclusion, 384 very thin elements of 3 nm thickness are used for the cohesive zone layer and 3840
elements are utilised for meshing the matrix. Various views of the resulting mesh can be observed in Figure 4.4. In
Figure 4.4a, the complete mesh can be observed, which shows the outer elements of the whole mesh. By removing
a quarter of the mesh, Figure 4.4b is obtained. Here the inclusion inside the matrix can be seen in terms of the
mesh. Figure 4.4c shows half of the entire mesh, indicating a symmetric spherical inclusion inside the matrix. In
between the inclusion and the matrix lies the cohesive zone layer, identified by a blue colour in Figure 4.4d. A
total of 4975 nodes are shared among all elements making up the mesh.
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(a) Complete mesh. (b) 3/4 of the mesh.

(c) 1/2 of the mesh. (d) Cohesive zone layer (blue) between inclusion and matrix
(both red).

Figure 4.4: Mesh with inclusion, matrix and cohesive zone layer in between.

4.6.2 Material parameters

Matrix

According to uniaxial micro-tensile tests performed on single crystals of ferrite [38], the material properties of the
ferrite matrix are as shown in Table 4.1.
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Quantity Symbol Value
Elastic constant C11 233.50 GPa
Elastic constant C12 135.50 GPa
Elastic constant C44 118.0 GPa

Yield stress σy 110 MPa
Yield stress Taylor factor σy 75 MPa

Reference plastic strain rate λ̇0 0.01 s−1

Strain rate sensitivity m 0.05

Slip resistance {110} sα
{110} 15 MPa

Slip resistance {112} sα
{112} 15.25 MPa

Reference slip rate γ̇0 0.01 s−1

Strain rate sensitivity m 0.05

Table 4.1: Ferrite matrix material properties [8, 38].

In the previous table, a yield stress can be found that is determined experimentally [38], but also a yield stress
that is determined through a Taylor factor [39]. This Taylor factor relates the critical resolved shear stress to a
yield stress. Only the slip resistances for the {110}<111> and {112}<111> slip systems are listed, even though
{123}<111> slip systems are observed in some researches as well, giving 48 slip systems in total. The reason
for this is that no {123}<111> slip system traces were observed in the micro-tensile tests that correspond to the
material properties. The 24 slip systems that remain are listed in Table 4.2.

Number Slip plane Slip direction Number Slip plane Slip direction

1 (011) [111̄] 13 (21̄1) [111̄]
2 (101) [111̄] 14 (1̄21) [111̄]
3 (11̄0) [111̄] 15 (112) [111̄]
4 (011̄) [11̄1̄] 16 (211) [11̄1̄]
5 (101) [11̄1̄] 17 (121̄) [11̄1̄]
6 (110) [11̄1̄] 18 (11̄2) [11̄1̄]
7 (011) [11̄1] 19 (211̄) [11̄1]
8 (101̄) [11̄1] 20 (121) [11̄1]
9 (110) [11̄1] 21 (1̄12) [11̄1]

10 (011̄) [111] 22 (2̄11) [111]
11 (101̄) [111] 23 (12̄1) [111]
12 (11̄0) [111] 24 (112̄) [111]

Table 4.2: BCC ferrite slip systems considered in this research [14].

Hardening of the matrix is not accounted for in all simulations, which means that the yield stress and slip
resistances stay constant over the whole time period and keep their initial values:

σ̇y = 0
ṡα = 0 (4.47)

Inclusion

A wide range of DFT computations exists of anisotropic elastic constants of cementite, as summarised in the
work of Bhadeshia [40]. In this research, however, isotropic values for this material are used because the ce-
mentite/ferrite interface behaves strongly anisotropic and the anisotropy of the cementite and the interface lie not
within the scope of this research. The isotropic values are found by taking the average of the Reuss and Voigt
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values of the anisotropic DFT elastic constant values and are given in Table 4.3. These values were calculated at
zero Kelvin, but the difference with the elastic properties at room temperature is negligibly small.

Quantity Symbol Value

Young’s modulus E 203 GPa
Poisson’s ratio ν 0.35
Bulk modulus K 227 GPa
Shear modulus G 75 GPa

Table 4.3: Cementite inclusion material properties [40].

Cohesive zone

For the properties of the ferrite-cementite interface, the statement of Tvergaard and Hutchinson of Equation 2.63
is taken into account. Therefore, the cohesive strength is taken to be 110 MPa. A value of 0.5 J/m2 is taken for
the cohesive energy as this value is of the same order of magnitude as in previous studies [26, 33, 41], but at the
lower side to ensure the occurrence of debonding. Also this value can be justified as the aim of this study is to
draw qualitative conclusions and the ratio between the cohesive strength and cohesive energy is equivalent to the
ratio observed in multiple studies [26, 33, 37, 42, 43]. The values are listed in Table 4.4 too.

Quantity Symbol Value

Cohesive strength σc 110 MPa
Cohesive energy Gc 0.5 J/m2

Table 4.4: Cohesive zone properties.

4.6.3 Boundary conditions
Boundary conditions are selected such that the whole debonding process is captured within the total simulation
time interval. For the sake of computational stability, a strain instead of a stress is applied. An applied displace-
ment of 0.1 µm turned out to work properly, resulting in a total applied strain of 0.0125. This displacement is
applied in the y-direction to the top of the matrix, as shown in Figure 4.5, while displacements of the nodes at
the opposite sides are fixed to zero. The total displacement is applied in a total time of 1 second, where for the
elasticity case 500 time steps are used, 5000 for the isotropic plasticity cases and 12500 for the crystal plasticity
cases.

Figure 4.5: Displacement boundary conditions.
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One unrotated and one rotated crystal are considered in this analysis. The rotated crystal orientation is a
45 degrees counterclockwise rotation, as depicted in Figure 4.6 indicated in red. This crystal rotation is chosen
because it is a simple first rotation with respect to the axis along which the displacement is applied, namely the
y-axis.

Figure 4.6: Crystal orientation of rotated crystal, indicated by the primes.

Number Slip plane Slip direction Number Slip plane Slip direction

1 (11
√

2) [
√
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√
1
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√
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√
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√
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√
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√
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√̄
2) [0
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√
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√
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Table 4.5: Rotated BCC ferrite slip systems.
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Chapter 5

Simulation results

5.1 Verification
An important first step is to check whether the algorithm is functioning correctly. For this reason, some benchmark
tests have been performed.

Firstly, a simulation is done on one element of 1 × 1 mm. The elastic properties of this element were a
Young’s modulus E = 200 GPa and Poisson’s ratio ν = 0.25. One side of the element was fixed, as represented
by the blue arrows in Figure 5.1. The other side was displaced by an amount of 0.1 mm. Stress and strain values
calculated by the FEM algorithm were compared with hand-calculated values from the Saint-Venant model and
these corresponded perfectly.

Figure 5.1: Boundary conditions of single elastic element simulation.

Secondly, the same boundary conditions were applied to a crystal plasticity element, but with plasticity dis-
abled by putting the reference slip rate γ̇ = 0. This simulation yielded the same results for both elements, as can
be seen in the plots of the P33 component of the first Piola-Kirchhoff stress tensor. This means that the elastic part
of the crystal plasticity element is working as expected.
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(a) P33 of single elastic element. (b) P33 of single crystal plasticity element.

Figure 5.2: P33 after applied deformation for an elastic element and a crystal plasticity element.

Then, it is checked whether the real plasticity part of the crystal plasticity elements makes sense, by applying
the same boundary conditions as before. However, for this case, the crystal plasticity parameters of Table 4.1
and Table 4.2 are utilised. At the end of the simulation, all slip systems were activated, except for slip systems
3, 6, 9 and 12. This is correct, since these four slip systems correspond to Schmid factors of zero according to
Equation 2.40.

Eventually, the cohesive zone elements are tested by doing a simulation on two elastic elements with a cohesive
zone element in between, as shown in Figure 5.3. A displacement of 0.1 mm was used again on the top element.

Figure 5.3: Three-element mesh to verify MSC Marc’s cohesive zone element behaviour.

One simulation was done with the material model implemented by the author of this thesis, while one simula-
tion was done with the material model from MSC Marc’s library. Also a simulation was done on a single cohesive
zone element without elastic elements at the sides. Cohesive zone properties were chosen as: σc = 74 MPa andGc

= 1 J/m2. The traction-separation behaviour of one of the top four nodes was tracked, and is shown in Figure 5.4.
Also the universal binding energy relation is plotted in this figure.
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Figure 5.4: Traction versus separation of one of four nodes of top element.

It can be observed that the traction-separation behaviour of the user element subroutine and MSC Marc’s own
elastic implementation is very similar. However, they differ from the universal binding energy relation that is
given as an input. This can be explained by elastic deformation of the two elements. This is not the case for the
test on a single cohesive zone element, which shows the exact same curve as the universal binding energy relation.

5.2 Uniaxial tension
After verification of the algorithm, it is moved on to the real results for the uniaxial tension case. It should be
noted that for the stress contour plots in this chapter, no nodal averaging is used, which means that the values at
the nodes are not averaged using the values inside neighbouring elements. So, the values are presented as they
are computed, which can result in rather discontinuous plots. This is done because the stresses calculated in the
subroutine cannot communicate with the stress calculated by Marc inside the cohesive zone elements. This would
result in nodal values being averaged with zero stress of the cohesive zone layer, leading to a blue ring around the
inclusion. For all other plots, nodal averaging is used.

5.2.1 Global stress/strain behaviour
To begin with, investigating the global stress/strain response is an important step to locate certain events occurring
during the debonding process. Therefore, the global stress/strain curve of σyy versus εyy can be observed in
Figure 5.5 for all five material models. These material models are indicated by E = elasticity, P = isotropic
plasticity, PTF = isotropic plasticity with Taylor factor, CPX = unrotated crystal plasticity and CPA = rotated
crystal plasticity.
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Figure 5.5: Global stress versus strain curve for all material models under uniaxial tension.

The black line, representing the pure elasticity model, reaches significantly larger stresses compared to the
isotropic plasticity and crystal plasticity models. Because the line seems quite straight as well, the stress is cut off
at 250 MPa in Figure 5.6 to investigate the behaviour of the plasticity and crystal plasticity models more easily.

Figure 5.6: Global stress versus strain curve for all material models under uniaxial tension where the elastic
curve is cut off at 250 MPa.

At small applied strain, all material models follow the seemingly straight line of the elasticity model. However,
it becomes clear that for the isotropic plasticity models at least one major change in slope (stiffness) is present. For
the crystal plasticity cases, two major changes in the slope are observed. The first drop in slope for both crystal
plasticity cases happens simultaneously at smaller strain compared to both isotropic plasticity models. The slope
of the PTF curve decreases at smaller strain than the P curve. After these first stiffness drops, the slope decreases
another time for the CPX and CPA models at somewhat larger applied strain, where this drop starts earlier for the
rotated crystal compared to the unrotated one.

To illustrate the stiffness variations more clearly, a plot of the stiffness versus applied strain can be found in
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Figure 5.7, in which the derivatives at each point on the curves are computed.

Figure 5.7: Stiffness as a function of the applied strain for all material models.

This figure shows a slight decrease in stiffness for the elastic material model too, which was not clear from
Figure 5.5. Also, there seems to be a drop in stiffness for the PTF curve, right after its first drop. All other stiffness
trends observed earlier can be found in this figure as well.

Other important observations related to the debonding of the inclusion from the matrix are listed in Table 5.1.
The first column indicates the material model, whereas the second column states the applied strain at which the
onset (first values) of the damage parameter is observed. In the third column, the applied strains are listed at which
the first cohesive zone element is fully deleted and thus where full debonding has occurred. The fourth column
contains the difference between the third and second column, and the last column shows the percentage of the
total number of cohesive zone elements that are deleted entirely. There were 384 of these cohesive zone elements
in total.

Material model εapp at 1st damage εapp at 1st deleted CZ element Difference Percentage of deleted CZ elements

E 1.125 ·10−3 5.175 ·10−3 4.05 ·10−3 63.5 %
P 1.0375 ·10−3 4.2125 ·10−3 3.175 ·10−3 79.2 %
PTF 1.05 ·10−3 4.355 ·10−3 3.305 ·10−3 74.0 %
CPX 2.581 ·10−3 6.202 ·10−3 3.621 ·10−3 69.8 %
CPA 2.306 ·10−3 5.977 ·10−3 3.671 ·10−3 69.8 %

Table 5.1: Observations from stress/strain curve with regard to debonding of the inclusion from the matrix.

The onset of damage, as well as the first deleted cohesive zone element happen at lowest applied strain for the
isotropic plasticity case with the highest yield stress, while the last to experience this onset of damage is the rotated
crystal plasticity model. The complete order from small to large strain is: P < PTF < E < CPA < CPX. But, the
order for the difference between the onset of damage and the first deleted cohesive zone element has changed, as
this difference is largest for the elasticity material model. The entire order from small to large strain is: P < PTF <
CPX < CPA < E. So, this difference in strain is again the smallest for the isotropic plasticity model. Furthermore,
the largest amount of cohesive zone elements is deleted for this material model too, whereas the smallest amount
is deleted in the elasticity material model. The order is the same as for the difference, from largest to smallest
percentage: P > PTF > CPX > CPA > E.

To investigate these effects and the effects observed in the stress strain curves, local stress and strain response
are researched. This is done at different values for the applied strain, which are listed in Table 5.2 and visualised
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in Figure 5.8 and Figure 5.9. These strain values are chosen as they lie at spots on the stress/strain curve where
behaviour changes. The descriptions can be found in Table 5.2 too.

Applied strain step Strain value Description

ε1 7.5 ·10−5 Everything is linear, before 1st drop CPX + CPA
ε2 2.5 ·10−4 After 1st drop CPX + CPA, before 1st drop PTF
ε3 5.5 ·10−4 After 1st drop PTF, before 1st drop P
ε4 1.125 · 10−3 After 1st drop P, before 2nd drop PTF
ε5 2.9 · 10−3 Before 2nd drop CPX + CPA
ε6 4.0 · 10−3 After part of 2nd drop CPX + CPA
ε7 1.25 · 10−2 End

Table 5.2: Values of the analysed applied strain steps with descriptions.

Figure 5.8: Global stress/strain curve until εyy = 5 · 10−3 where the strain steps are indicated with vertical black
lines.
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Figure 5.9: Stiffness versus applied strain curve until εyy = 5 · 10−3 where the strain steps are indicated with
vertical black lines.

5.2.2 1st applied strain step
At the first applied strain step, which is before any drop in stiffness, the local stress and displacement fields are
exactly the same for all material models. The stress and displacement for all models can be observed in Figure 5.10
in the x-y plane. In Figure 5.10a, the stress component σyy is plotted in MPa, which is mainly responsible for
debonding. In Figure 5.10b the total resulting displacement is plotted. The stress is found to be highest near the
interface of inclusion and matrix at the left and right sides. No plastic slip is observed and no damage is done to
the cohesive zone layer.

(a) σyy contours in MPa of all material models at the first applied strain
step.

(b) Total displacement contours at the first applied strain step.

Figure 5.10: Contour plots of σyy and total displacement of all material models.
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5.2.3 2nd applied strain step
At the second applied strain step, some deviations between the different material models can be observed. The
stress has remained the same for the elasticity model and both isotropic plasticity models. Here, the highest
stresses are still located at the left and right sides of the inclusion. However, the σyy values for both crystal
plasticity models differ. In Figure 5.11, this stress is plotted for both crystal plasticity models. For the case of
CPX, the stress is lower at the left and right sides, but has increased on the top and bottom sides of the inclusion.
For the CPA case, the stress is still highest at the left and right sides, but it is lower with respect to the isotropic
material models.

(a) σyy contours of the CPX model. (b) σyy contours of the CPA model.

Figure 5.11: Contour plots of σyy of CPX and CPA for the second applied strain step.

Plastic slip occurs for the crystal plasticity models too, and the total plastic slip values on the x-y plane can be
observed in Figure 5.12. For the CPX and CPA models, the plastic slip is concentrated at the left and right sides
of the inclusion in a symmetric manner.

(a) Plastic slip for CPX. (b) Plastic slip for CPA.

Figure 5.12: Total plastic slip values for crystal plasticity models.
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The plastic slip for the CPX model comprises mainly of slip through slip systems 14, 17, 20 and 23. In
Figure 5.13d, the plastic slip of slip system 20 is displayed. It is maximum at the left and right sides, but the
maximum values are located slightly more to the bottom left and top right. Slip on slip system 17 is located at the
exact same location as for this slip system, with the exact same magnitudes. Plastic slip contours of slip systems
14 and 23 have similar shape and same magnitudes, but have their maximum values located at the top left and
bottom right. Also, slip systems 3, 6, 9 and 12 are active to a lesser extent, as can be observed in Figure 5.13b for
slip system 3. The other three slip systems have the same slip contours with the same magnitude.

Fewer slip systems are active for the CPA model, which are slip systems 18 and 21. Plastic slip on these slip
systems is located directly at the left and right sides, as can be seen in Figure 5.14.

(a) Schematic of slip system 3 (11̄0)[111̄] of CPX. (b) Plastic slip of slip system 3 of CPX model at second applied strain step.

(c) Schematic of slip system 20 (121)[11̄1] of CPX. (d) Plastic slip of slip system 20 of CPX model at second applied strain
step.

Figure 5.13: Plastic slip of slip systems 3 and 20 of CPX model at second applied strain step.
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(a) Schematic of slip system 18 (01̄
√

2)[0
√̄

21̄] of CPA. (b) Plastic slip of slip system 18 of CPA model at second applied strain
step.

(c) Schematic of slip system 21 (01
√

2)[0
√̄

21] of CPA. (d) Plastic slip of slip system 21 of CPA model at second applied strain
step.

Figure 5.14: Plastic slip of slip systems 18 and 21 of CPA model at second applied strain step.

Displacements resulting from this applied strain step turn out to be the same for the elasticity and isotropic
plasticity. The displacements in the y direction near the top of the inclusion are slightly higher and near the
bottom of the inclusion are slightly lower for both crystal plasticity cases compared to the other models, as can be
observed in Figure 5.15.
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(a) Displacements of E at second applied strain step. (b) Displacements of CPX at second applied strain step.

Figure 5.15: Displacements for E and CPX models.

5.2.4 3rd applied strain step
At the third applied strain step, the stress at the left and right side of the inclusion decreases for the PTF model
as well, as can be observed in Figure 5.16. Practically, the stresses for E and P are still identical. The decrease in
stress at the left and right sides continues for both crystal plasticity cases, while the increase on the top and bottom
continues for both models too.

(a) σyy of PTF at third applied strain step. (b) σyy of CPX at third applied strain step.

Figure 5.16: σyy of PTF and CPX at third applied strain step.

Plots of the plastic strain and slip can be observed in Figure 5.17. Negligibly small plastic strain values were
found for P, whereas the PTF starts yielding at the left and right side of the inclusion. Besides the plastic slip at
the left and right side, also some plastic slip starts to occur at the top and bottom of the inclusion in both the CPX
and CPA cases.
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(a) Plastic strain of PTF model at third applied strain step.

(b) Plastic slip of CPX model at third applied strain step. (c) Plastic slip of CPA model at third applied strain step.

Figure 5.17: Plastic strain of PTF, CPX and CPA models at third applied strain step.

Additional slip systems become active, which contribute to the total plastic slip of the CPX case. These newly
activated slip systems are: 1, 4, 7 and 10. Figure 5.18b shows the plastic slip from slip system 4. The values are
relatively small and are located at the top left and bottom right of the inclusion. Slip system 7 has the same values
at the same locations. Slip systems 1 and 10 have the same values as well, but for these two cases the maximum
values are located at the bottom left and top right of the inclusion with positive values. The slip values of the
groups of slip systems 3 and 20 increase near the top and bottom of the inclusion, as shown in Figure 5.18.
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(a) Schematic of slip system 4 (011̄)[11̄1̄] of CPX. (b) Plastic slip of slip system 4 of CPX model at third applied strain step.

(c) Plastic slip of slip system 3 of CPX model at third applied strain step. (d) Plastic slip of slip system 20 of CPX model at third applied strain step.

Figure 5.18: Plastic slip of slip systems 3, 4 and 20 of CPX model at third applied strain step.

Other slip systems activate inside the rotated crystal too, namely 4, 5, 7 and 8. Slip system 7 provides slip at
the bottom left and top right of the inclusion, as shown in Figure 5.19b. Slip system 4 has the same values at the
same spots, whereas the highest slip values for slip systems 5 and 10 are located at the top left and bottom right,
which are positive values. Due to slip systems 18 and 21, slip increases at the left and right sides, but at the top
and bottom of the inclusion as well.
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(a) Schematic of slip system 7 (11
√

2)[0
√̄

21] of CPA. (b) Plastic slip of slip system 7 of CPA model at third applied strain step.

(c) Plastic slip of slip system 18 of CPA model at third applied strain step. (d) Plastic slip of slip system 21 of CPA model at third applied strain step.

Figure 5.19: Plastic slip of slip systems 7, 18 and 21 of CPX model at third applied strain step.

The resulting displacement is now highest near the top and smallest near the bottom for PTF, as can be seen
in Figure 5.20. At this location, also the E and P models have larger displacement differences at top and bottom
compared to the crystal plasticity material models. The difference in displacement between the inclusion and
matrix at the top and bottom is larger for the CPA model than the CPX model.
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(a) Displacements of PTF at third applied strain step. (b) Displacements of CPX at third applied strain step.

Figure 5.20: Displacements for PTF and CPX models at third applied strain step.

5.2.5 4th applied strain step
As can be seen from Figure 5.21, the stress in the P matrix decreases with respect to the E matrix at the fourth
applied strain step, as was the case for the PTF matrix in the previous strain step. Now, there is also higher stress
at the top compared to the left and right sides for both the P and PTF matrices. The stress trend for both crystal
plasticity models continues.

(a) σyy of P at fourth applied strain step. (b) σyy of PTF at fourth applied strain step.

Figure 5.21: σyy of P and PTF models at fourth applied strain step.

In addition, significant plastic strain is now occurring at the left and right sides of the inclusion in the P matrix.
Small plastic strain is present near the top and bottom of the inclusion in the PTF matrix, as can be observed
in Figure 5.22. The plastic slip also increases near the top and bottom of the inclusion in both crystal plasticity
matrices. This can be seen in the same Figure 5.22. The plastic slip at the top and bottom is higher for the CPX
model than for the CPA model.
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(a) Plastic strain of PTF model at fourth applied strain step. (b) Plastic slip of CPX model at fourth applied strain step.

Figure 5.22: Plastic strain and plastic slip of PTF and CPX models at fourth applied strain step.

Plastic slip increases for all slip systems that were already active for CPX, especially at the top and bottom
of the inclusion for the group of slip system 20. Slip systems 13, 16, 19 and 22 become slightly active, which
have some slip on the top and bottom, but their highest slip values on the edges at which the total plastic slip is
observed to be highest.

Similar observations are done for CPA for the groups of slip systems 7 and 21. Slip at the top and bottom of
the inclusion increases for the group of slip system 21. Slip systems 1, 2, 10 and 11 become active, but with fairly
low slip values that are located at the edges as for the group of slip system 13 for CPX. They have little plastic slip
on the top and bottom of the inclusion. Slip systems 15 and 24 become somewhat more prominently present, with
their largest values on the same edges at which the total plastic slip is highest for CPX.

Figure 5.23 shows the displacements at the fourth applied strain step for the P and PTF models. At the top of
the inclusion, the difference in displacement between inclusion and matrix is now largest for the P matrix.

(a) Displacements of P at fourth applied strain step. (b) Displacements of PTF at fourth applied strain step.

Figure 5.23: Displacements for P and PTF models at fourth applied strain step.

As a consequence of the applied strain, damage is done to the cohesive zone layer at the top and bottom of
the inclusion, which is displayed in Figure 5.24. This is observed for all three purely isotropic material models.
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The damage is larger and comprises more elements for the P model, while the damage values for the PTF model
is of similar magnitude. The cohesive zone layer for the E model has little damage, whereas the layer remains
undamaged for the crystal plasticity models.

(a) Damage of P at fourth applied strain step. (b) Damage of PTF at fourth applied strain step.

Figure 5.24: Damage of P and PTF models at fourth applied strain step.

5.2.6 5th applied strain step
A decrease in stress is observed at the top and bottom of the inclusion for the E, P and PTF models, as can be
concluded from Figure 5.25.

(a) σyy of E at fifth applied strain step. (b) σyy of P at fifth applied strain step.

Figure 5.25: σyy of E and P models at fifth applied strain step.

Plastic strain stays at the left and right sides of the inclusion for P and has increased compared to the previous
strain. The PTF model still shows very little plastic strain at the top and bottom, next to its large strains at the left
and right sides. The plastic slip keeps increasing on the top and bottom of the inclusion for the CPX and CPA
models and the plastic slip values at the top and bottom have exceeded their values at the left and right sides, as
can be observed in Figure 5.26.
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(a) Plastic slip of CPX model at fifth applied strain step. (b) Plastic slip of CPA model at fifth applied strain step.

Figure 5.26: Plastic slip of CPX and CPA models at fifth applied strain step.

Plastic slip of the group of slip system 20 continues increasing at the top and bottom of the CPX matrix. Slip
systems 2, 5, 8 and 11 become active too, which have their highest slip values on the four red high-value edges in
Figure 5.26.

Slip on slip system 21 of the CPA matrix has exceeded its values of the left and right sides on the top and
bottom of the inclusion. As can be seen in Figure 5.27, slip has increased at the top and bottom of the inclusion
for slip system 15. The same holds for slip system 24.

(a) Plastic slip of slip system 15 of CPA model at fifth applied strain step. (b) Plastic slip of slip system 15 of CPA model at fifth applied strain step.

Figure 5.27: Plastic slip of slip system 15 of CPA model at fifth applied strain step.

For E, P and PTF the damage has spread further and has increased in value. Also, there is some damage done
to the cohesive zone layer of the CPX geometry at the top and bottom. Even more damage can be found on the
cohesive zone layer of the CPA model.
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(a) Damage of CPX at fifth applied strain step. (b) Damage of CPA at fifth applied strain step.

Figure 5.28: Damage of CPX and CPA models at fifth applied strain step.

5.2.7 6th applied strain step
Stress for the purely isotropic material models keeps going down at the top and bottom interface between inclusion
and matrix. The stress at the location of highest stress seem to be the same for both crystal plasticity models.
Similar plastic strain contours are obtained at the sixth applied strain step compared to the previous strain step
for the crystal plasticity models. However, the plastic slip now again occurs mostly on the left and right sides, as
shown in Figure 5.29.

This is substantiated by decreases in plastic slip for the group of slip system 20 for CPX and the group of slip
system 21 for CPA, where the slip has decreased at this applied strain step at the top and bottom of the inclusion.
The damage increases for all models.

(a) Plastic slip of CPX model at sixth applied strain step. (b) Plastic slip of CPA model at sixth applied strain step.

Figure 5.29: Plastic slip of CPX and CPA models at sixth applied strain step.
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5.2.8 7th applied strain step
For all material models, the inclusions have partially debonded at the top and bottom side from the matrix. Since
debonding occurs at identical locations for all material models, final debonding is shown in Figure 5.31f for the P
model only, which has the largest debonded area of all models.

In Figure 5.30, the plastic strain contours after some full debonding are entirely located at the left and right
sides of the inclusion for all models. The plastic strain that was present near the top and bottom of the inclusion
has become far less significant for the CPX and CPA models as it was previously.

Relative displacement at the top of the inclusion has increased significantly for the crystal plasticity models
and are even larger than for the elasticity case, as shown in Figure 5.31.

(a) Plastic strain of P model at seventh applied strain step. (b) Plastic strain of PTF model at seventh applied strain step.

(c) Plastic slip of CPX model at seventh applied strain step. (d) Plastic slip of CPA model at seventh applied strain step.

Figure 5.30: Plastic strain of all plasticity models at seventh applied strain step.
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(a) Displacements of E at seventh applied strain step. (b) Displacements of P at seventh applied strain step.

(c) Displacements of PTF at seventh applied strain step. (d) Displacements of CPX at seventh applied strain step.

(e) Displacements of CPA at seventh applied strain step. (f) Final debonding for P model. Space with deleted cohesive zone
elements is indicated with black.

Figure 5.31: Displacements for all models at seventh applied strain step including final debonding of the P model.
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Chapter 6

Discussion

6.1 Global behaviour
As described in the results, multiple stiffness drops are observed in the global stress/strain response of the complete
system of inclusion and matrix. These changes in the slopes of the five curves can be explained by investigating
the local stress and plastic strain fields at the chosen applied strain steps as indicated in Figure 5.9 and Table 5.2.

Stress plots at the first applied strain step (ε1 = 7.5 · 10−5) showed that the stresses were the same for all
material models, meaning that no yielding has occurred yet. At the second applied strain step (ε2 = 2.5 · 10−4),
however, differences in stress were observed as shown in Figure 5.11. The stress had namely increased at the sides
of the inclusion in the elastic and isotropic plastic matrices, while this was not the case for both crystal plasticity
models. This indicates that the first stiffness drops of the curve of the crystal plasticity models are related to
yielding.

At the third (ε3 = 5.5 · 10−4) and fourth (ε4 = 1.125 · 10−3) applied strain steps, the stresses stop increasing
with the elasticity matrix for the P and PTF matrices, respectively. This means that the matrix has plastically
deformed at these two applied strain steps for both material models. Therefore, the first stiffness drop of both the
P and PTF models are related to a yielding matrix too.

From Figure 5.24, it became clear that damage to the cohesive zone layer has initiated for the elasticity and
both isotropic plasticity models at the fourth applied strain step. This damage initiation indicates the onset of
debonding for these three models and implies that this happens between the third and fourth applied strain steps in
Figure 5.9. The first stiffness drop of the elasticity model and the second drop of the PTF model thus are related to
the onset of debonding, as these drops start in between the third and fourth applied strain steps. Only one smooth
stiffness drop is observed for P, meaning that the drops for the yielding and debonding must coincide.

The same logic can be applied to both crystal plasticity material models. Small damage is observed at the fifth
applied strain step (ε5 = 2.9 · 10−3) for the CPX model and more for the CPA model. Therefore, the onset of
debonding happens for CPX just before the fifth applied strain step and the onset of debonding for CPA occurs
earlier than that for the CPX case. So, the second drops of the crystal plasticity curves are related to debonding of
the inclusion from the matrix as well.

6.2 Order of debonding
An important result of this research is the order in which debonding occurs. The applied strain at which deletion
of the first cohesive zone element takes place, can act as a parameter to establish this order. From low to high
applied strain, the following order was obtained: P > PTF > E > CPA > CPX.

In the simulations, the crystal plasticity matrices start yielding at lowest applied strain. Plots of the total plastic
slip, for example in Figure 5.12, show plastic deformation near the left and right sides of the inclusion. The main
active slip systems during initial yielding were found to be 14, 17, 20 and 23 for CPX, and 18 and 21 for CPA. The
activation of these slip systems makes sense, since these slip systems are the ones with the highest Schmid factor
cos(λ)cos(ϕ), thus resulting in highest resolved shear stress according to Schmid’s law for uniaxial tension:

τ = σcos(λ)cos(ϕ) (6.1)
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Slip system (CPX) Slip plane Slip direction

14 (1̄21) [111̄]
17 (121̄) [11̄1̄]
20 (121) [11̄1]
23 (12̄1) [111]

Slip system (CPA) Slip plane Slip direction

18 (01̄
√

2) [0
√̄

21̄]
21 (01

√
2) [0

√̄
21]

Table 6.1: Main first activated slip systems.

The direction of the plastic deformation partially points in the opening direction of the cohesive zone at the
top and bottom of the inclusion, which led to higher displacement differences between the inclusion and matrix at
this location. At this point, the displacement at these locations are higher for the crystal plasticity models than the
elasticity and isotropic plasticity models.

However, increased applied strain leads to higher stresses at the top and bottom of the inclusion for the crystal
matrices, leading to more activated slip systems and more slip on other locations of already active slip systems,
resulting in total plastic slip. This plastic slip points in various directions, including the opening direction. As a
displacement is applied to the top of the matrix, a certain amount of displacement is allowed. If at the top of the
inclusion much plastic deformation occurs in the opening direction, less opening displacement will be present.
Therefore, the displacement difference at the top of the inclusion is now lower for both crystal plasticity models
compared to the rest of the models. The same holds for the bottom. In addition, the PTF matrix starts to yield as
the first of the two isotropic plasticity models. This plastic deformation is highest at the left and right side of the
inclusion, leading to higher displacement at the top of the inclusion and lower displacement at the bottom of the
inclusion. The P matrix has not yielded yet, hence the PTF matrix has the highest displacement difference between
the inclusion and matrix near the top and bottom. Thereafter, the P matrix starts to show plastic deformation at the
left and right sides of the inclusion, leading to extra displacement in the y-direction near the top of the inclusion.
The PTF matrix starts to show some plastic deformation that is near the top of the inclusion. As a consequence
the displacement difference between matrix and inclusion near the top of inside the PTF matrix is slightly lower
than that of the P matrix.

The fact that debonding occurs earlier for CPA compared to CPX can be attributed to the slip system behaviour.
At lower applied strain in the simulations, slip system activation follows Schmid’s law for uniaxial tension along
the y-axis ([010]). For CPX, the only slip systems with a Schmid factor of zero are: 3, 5, 8 and 11, which comes
from the fact that their slip plane normals make angles of 90 degrees with the applied tension. Substantially
more slip systems remain inactive at low applied strain for the CPA model. Slip systems 1-3, 10-12, 13-15 and
22-24 have Schmid factors of zero because the angles between their slip directions and the applied tension are 90
degrees. The slip plane normals of slip systems 6 and 9 make angles of 90 degrees with the applied tension as
well. So at the early stage in the simulations, CPX has more activated slip systems which inhibit debonding.

Later on, new slip systems become active for CPA because the case cannot be seen as a uniaxial tension case,
because of deformation in the x- and z-direction. Plastic slip coming from these slip systems contribute to the
total plastic slip, but slip systems 1-3, 10-12, 13-15 and 22-24 are not directed in the y-direction, unlike all slip
systems of CPX. As a consequence, plastic slip on these slip systems do not counteract debonding at the top and
bottom of the inclusion. This leads to slightly earlier debonding for CPA and the aforementioned debonding order
is governed.

6.3 Debonding strain interval and total surface area
If the difference is taken between the applied strain at first detected damage and the applied strain at which the
first cohesive zone element is deleted, the following order is found from small to large difference: P > PTF > CPX
> CPA > E. This difference is called the debonding strain interval and can be seen as the rate at which debonding
occurs once it has started. As the plastic strain at the sides of the inclusion increases during the whole simulation,
it is obvious that for the P and PTF models this difference is smallest.

Even though debonding occurs earlier (at lower applied strain) for E than for the crystal plasticity material
models, the debonding strain interval is shorter for the crystal plasticity material models. The elasticity material
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model did not show plastic deformation at all, so not on the top and bottom of the inclusion as well. The crystal
plasticity material models did. As damage starts to increase in the cohesive zone elements, the stress starts to
lower there according to the universal binding energy relation there. This means that at a certain point the stress
decreases, and accordingly the plastic slip that inhibits opening of the cohesive zone. As the plastic slip decreases
at the top and bottom of the inclusion, more opening displacement is allowed, which accelerates the debonding
process once damage has initiated. The same reasoning can be applied to the order of the fraction of deleted
cohesive zone elements.

6.4 Crystal plasticity role assessment
To come back to the initial goal of the research, the role of crystal plasticity on the void nucleation process should
be assessed. Crystal plasticity inhibits debonding at first, as plastic deformation occurs early due to a low slip
resistance. The plastic deformation is not only located at the left and right sides of the inclusion when being
subjected to uniaxial tension, but also at the top and bottom.

Debonding being suppressed by crystal plasticity, can be related to a size effect. In Figure 6.1, two schematics
of an inclusion inside a matrix are shown. The first inclusion lies inside a polycrystal matrix, which means that
the plastic anisotropy is averaged out and the matrix behaves isotropic. The inclusion is larger than the grain size.
The second inclusion lies inside a single crystal matrix, meaning that there is plastic anisotropy present and the
inclusion is smaller than the grain size. Therefore, the effect that larger inclusions debond earlier compared to
small inclusions could be explained by the effect that inclusions debond later in crystal plasticity matrices.

It is expected that other crystal orientations or boundary conditions could lead to other debonding locations.
The reason for this is that if the plastic slip contours become asymmetric on the x-y plane, debonding is only
inhibited at a certain side of the inclusion and not on the whole top and bottom as was the case in this research.

(a) Schematic of inclusion inside a polycrystal where the grain size <
inclusion size.

(b) Schematic of inclusion inside a single crystal where the grain size >
inclusion size.

Figure 6.1: Schematics of inclusion inside a polycrystal and single crystal.
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Chapter 7

Conclusions

FEM simulations have been performed on a matrix containing an elastic inclusion with a cohesive zone layer
in between. Five different material models were used to describe the behaviour of the matrix, which were a
purely elastic material model (E), two isotropic plasticity models with different yield strengths (P and PTF) and
two crystal plasticity models of which one was unrotated (CPX) and one was rotated (CPA). Global stress/strain
curves were obtained from uniaxial tests on this geometry and certain conclusions were made. The results were
investigated by analysing the local behaviour at different steps of the applied strain.

Various drops in stiffness were observed in the resulting stress/strain curves, which were related to yielding and
debonding. Therefore, each material model had two drops in slope, except for the pure elasticity material model
as that matrix did not yield. Both crystal plasticity models yielded first, where the initial stiffness drop was largest
for the unrotated crystal. At larger applied strain, the P and PTF matrices started showing plastic deformation and
a drop in slope is observed for these models. Subsequently, five stiffness drops occur for all models, which starts
earliest for P, then for PTF, then for E, and eventually for CPA and CPX.

It was determined at which applied strain the first damage was done to the cohesive zone layer and at which
applied strain the first cohesive zone element was deleted. This order is in agreement with the order at which the
debonding stiffness drops occur, namely from low to high applied strain: P < PTF < E < CPA < CPX. The exact
values can be observed in Table 5.1.

This order can be explained by plastic deformation around the inclusion. At quite low applied strain, plastic
deformation starts occurring at the top and bottom of the inclusion in the crystal plasticity matrices as a result of
the low slip resistance. As a consequence, the top side of the matrix deforms more than that the cohesive zone
can open. Plastic deformation also occurs in the isotropic plasticity matrices, but stays mainly on the left and right
sides of the inclusion. This leads to a higher opening displacement on the top and bottom of the inclusion. As
a consequence, the isotropic plasticity models debond first, then the elasticity model and eventually the crystal
plasticity models. The P model debonds earlier than the PTF model, because there is slight plastic deformation
inside the PTF matrix at the top and bottom of the inclusion.

The difference in strain between the first observed damage and the first deleted cohesive zone element was
determined as well, of which the values are listed in Table 5.1. This difference gives information about the speed
at which the inclusion debonds once damage has initiated. The order from small to large is given by: P > PTF >
CPX > CPA > E.

Both crystal plasticity models debond faster compared to the elasticity model, while debonding occurs at
lower applied strain. An explanation could be that, as damage increases inside the cohesive zone layer, the stress
eventually decreases as a result of its traction-separation relation. This results in less plastic deformation at the
top and bottom of the inclusion, resulting in an acceleration of the debonding process once damage starts.

Debonding is observed to occur at the top and bottom sides of the inclusion in the simulations performed in
this research.
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Chapter 8

Recommendations

Potential improvements, as well as suggestions for follow-up research are discussed in this section. A lot of
research on this topic can be done, however, one has to keep in mind the total duration of the research project.

8.1 Improvements of current work

Principal stress computation

Principal stresses are responsible for debonding of surfaces. These can be obtained by using spectral decompo-
sition, but no time was left to implement this in the subroutines. For this reason, σyy was used, which comes
close if the surface normals are directed in the y-direction. But, principal stresses should be plotted for debonding
anywhere.

Hardening

Hardening is not accounted for in this research. Implementing this phenomenon for both isotropic plasticity and
crystal plasticity would result in a more realistic material response.

8.2 Future work

Stress triaxiality

Originally, the idea was to do an analysis of the stress triaxiality. This is interesting with crystal plasticity because
it can increase the effect that crystal orientations have. This could not be done, however, because it was too
computationally expensive. These boundary conditions required such a small time step for the forward Euler
method that the time did not allow it.

Compression

Another interesting boundary condition to investigate is the case of compression.

Other crystal orientations

Additional crystal orientations can be considered. Potentially, this could lead to debonding on different sites be-
cause of plastic deformation developing in an asymmetric manner. This plastic deformation could inhibit debond-
ing in an asymmetric manner.

Particle cracking

A large portion of void nucleation cases is the result of particle cracking. Therefore it would be very relevant to
look into this phenomenon in combination with crystal plastic anisotropy.
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Rest of ductile fracture process

Void nucleation is the first step in the entire ductile fracture process. This research can be taken further to the next
step: void growth, which turns into a contact problem. Also void coalescence could be investigated, or even the
complete ductile fracture process. Growth, coalescence or complete fracture using CP
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Appendix A

FEM algorithms

A.1 Elasticity implementation

Algorithm 1: Elasticity FEM

discretise domain (define nodal positions x and element connectivity);
define model parameters (C);
set total prescribed displacement u;
initialise y = x + u;
while |fext − f int| > ωNR and i < imax do

for each integration point do
compute in order: F (i), C(i), E(i), S(i), P (i), Km(i), f intm(i)

;
end
assembly: Km(i) → K(i) and f intm(i)

→ f int(i)
;

solve K(i)δy = fext − f int(i)
;

update y(i+1) = y(i) + δy

end
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A.2 Isotropic plasticity implementation

Algorithm 2: Isotropic Plasticity FEM

discretise domain (define nodal positions x and element connectivity);
define model parameters (λ̇0, M̄y , C);
set total displacement u, displacement increments uincr, # increments Nincr and time step ∆t;
initialise y(t0)=x and F p(t0) = I , Lp(t0) = 0;
for n = 1 : Nincr do

y(tn+1) = y(tn) + uincr;
compute F p(tn+1) = (I + Lp(tn)∆t) · F p(tn);
while |fext − f int| > ωNR and i < imax do

for each integration point do
compute in order: F (i)(tn+1), F e(i)(tn+1), Ce(i)(tn+1), Ee(i)(tn+1), S̄(i)(tn+1),
S(i)(tn+1), P (i)(tn+1), Km(i)(tn+1), f intm(i)

(tn+1);
end
assembly: Km(i) → K(i) and f intm(i)

→ f int(i)
;

solve K(i)δy = fext − f int(i)
;

update y(i+1)(tn+1) = y(i)(tn+1) + δy

end
compute in order: M̄(tn+1), M̄

d(tn+1), M̄d
eq(tn+1), r(tn+1), λ̇(tn+1), Lp(tn+1);

end

A.3 Crystal plasticity implementation

Algorithm 3: Crystal Plasticity FEM

discretise domain (define nodal positions x and element connectivity);
define model parameters (γ̇0, sα, C, sα, nα);
set total displacement u, displacement increments uincr, # increments Nincr and time step ∆t;
initialise y(t0)=x and F p(t0) = I , Lp(t0) = 0;
for n = 1 : Nincr do

y(tn+1) = y(tn) + uincr;
compute F p(tn+1) = (I + Lp(tn)∆t) · F p(tn);
while |fext − f int| > ωNR and i < imax do

for each integration point do
compute in order: F (i)(tn+1), F e(i)(tn+1), Ce(i)(tn+1), Ee(i)(tn+1), S̄(i)(tn+1),
S(i)(tn+1), P (i)(tn+1), Km(i)(tn+1), f intm(i)

(tn+1);
end
assembly: Km(i) → K(i) and f intm(i)

→ f int(i)
;

solve K(i)δy = fext − f int(i)
;

update y(i+1)(tn+1) = y(i)(tn+1) + δy

end
compute in order: M̄(tn+1), τα(tn+1), γ̇α(tn+1), Lp(tn+1);

end
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Appendix B

Simulation guide

This appendix serves as a guide to reproduce the results obtained in this research. First of all, four software
packages are needed:

1. MSC Marc student edition

2. Microsoft visual studio 2022

3. Intel oneAPI base toolkit

4. Intel oneAPI HPC toolkit

The student edition of MSC Marc can be obtained from the MSC website (https://www.mscsoftware.
com/marc-student-edition) by registering using a university email address. A fortran compiler is re-
quired as well to utilise the USELEM subroutine. Microsoft visual studio 2022 has to be installed and inte-
grated with the fortran compiler. This Fortran compiler is included in the Intel oneAPI HPC toolkit, but in
order for it to run, the Intel oneAPI base toolkit is needed as well. Microsoft visual studio 2022 (Community
edition) can be downloaded at: https://visualstudio.microsoft.com/vs/ and the Intel toolkits can
be downloaded at: https://www.intel.com/content/www/us/en/developer/tools/oneapi/
toolkits.html#base-kit. Once all this software is installed, the instructions in the readme file should be
followed to add the location of the Fortran compiler and Microsoft visual studio to the environment variable path
in order to use Marc with user subroutines.

Now Marc is ready to compile Fortran files and use them in FEM simulations. In these Fortran files, it should
be programmed how the element stiffness matrix and internal forces are computed. To prevent getting corrupted
files, Notepad++ can be used.

Geometry, mesh and boundary conditions can be chosen in the GUI of MSC Marc. To use the subroutine, the
input file should be edited. In the Fortran files the element stiffness matrix and internal forces are obtained, but the
element type should be specified inside the input file. This is done by adding the following line to the input file:

USER,-7,3,9,8,9,3,8,3,6,8,0,,61,

A description of these numbers can be found in volume C of Marc’s manual [44]. Regular elements in MSC
Marc are denoted by positive numbers. User elements are indicated by negative numbers, -7 in this case. If the
subroutine involves time dependence, the number of state variables should be specified according to this line:

STATE VARS,118,

The elements that are listed in the input file before editing have positive numbers. The properties of user
element -7 can be assigned to the corresponding elements by changing their numbers to -7, or by using the
UFCONN subroutine and entering the elements that should be changed like this:

UFCONN
1 to 512,
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To plot quantities that are calculated within the subroutines, the PLOTV subroutine is used. To communicate
the values between the USELEM and PLOTV subroutines, COMMON blocks have to be used. PLOTV can be
activated by entering the variable that has to be plotted under the post part in the input file. Again a negative
number should be entered for the post variable, after that a zero and lastly the name of the post variable as follows:

-1,0,PKstress

Once the input file is set, the main Fortran file should be selected and the input file can be submitted to compute
the results.
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