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I

Abstract
This paper proposes a framework for single shot object pose estimation which leverages the power
of transformers using joint RGB and point cloud features. Our key study is the use of transformers
on a joint embedding that is produced using a bidirectional encoder-decoder network. This way we
study the application of Transformers and self-attention on intermediary features produced by an
independent network. Also, our approach uses point-cloud networks (PCNs) to extract geometric
information and hence the model has lower complexity. Furthermore, it opens the path for future
research in using transformers(which are currently outperforming previous mechanisms in a variety
of image processing tasks) on unified representations learnt from different networks.
In our model architecture, we first use the aforementioned encoder-decoder pair to create a joint
representation, which also utilizes a mapping of 2D-3D features using KNN. The learnt representation
is then fed to a transformer module to infer the spatial relevance of features in the joint embedding.
This is followed by a set of simple convolutional modules to estimate class and pose. We evaluated
our model on the LineMod and YCB datasets using the average distance metric (ADD/ADD(s)). The
results show that the performance is competitive with existing state of the art.
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1 Introduction

Autonomous service robots heavily depend on localizing and manipulating objects in a real world
scenario. With the recent advances in CNNs and processing power, and a continuously rising col-
lection of training datasets, a lot of research is being done to create and improve service robots. An
important part of this process is that of estimating the relative pose of objects from a cluttered scene.
One can imagine a lot of tasks in everyday life where we require to move/collect/adjust an object in
the environment. For this reason, finding objects and their properties in 3D environments is a field
of research which is fast gaining momentum. Using neural networks, I intend to create a system that
can recognize objects from 3D point clouds and then estimate its 6D pose. A 6D pose refers to the
posture of an object defined by a translation vector and a rotation vector, and estimating it is a very
important task in a multitude of problems and applications such as driving, bin picking, recognition,
self localization and mapping etc.
A variety of explicit feature extraction methods, using templates to learn texture, color and geomet-
ric information, have been proposed to find the pose of an object in a scene ([1],[2],[3]). Yet, this
task is plagued with problems, apart from requiring verified templates, the results still suffer from
generic real world problems such as noisy data, occlusion from clutter and insufficient information
regarding the objects/scenes. CNNs ([4]) on the other hand, have shown robustness to these factors.
Due to their ability to learn intrinsic properties and relations given a large set of parameters and a
good dataset, many researchers have tried to solve object segmentation and 6D object pose estimation
using deep networks ([5],[6],[7],[8]). Additionally, depth sensitive cameras provide an easy supply of
training data, so there has been improvements in the use of point clouds for OPE tasks. [9], [10] also
introduce data-models to deal with point cloud data, which further prompts the use of RGB-D data.
This is good as RGB based techniques often suffer from a lack of geometric perspective, seeing as
hypothesis are made based on projections of RGB data. Some solutions use 3D-CNNs ([11],[12]) to
directly incorporate depth data into models similar to 2D architecture, however that greatly increases
complexity. Point-cloud based networks or PCNs ([13],[14]) reduce some of this strain, however both
these methods suffer from lack of texture information and sparsity of datapoints.
Using variations like affine regressors ([15]), regional bounding boxes ([16]), ShapeLoss ([17]), do-
main transformation ([18]) etc, multiple improvements have been suggested for end-to-end model
architectures for both CNNs and PCNs. [19], [20], [21] show that the use of information from both
RGB(texture) and RGB-D(rotation) data to generate features helps improve accuracy.
The introduction of attention ([22]) and transformers initially thoroughly outperformed existing meth-
ods in NLP and proved to be efficient to a variety of tasks there. Not only are these networks very
efficient at capturing spatial relations in input data, they are also easy to train even for very large sets
of parameters. Different kinds of attention based frameworks ([23], [24], [25]) have also been applied
to image data with successful results.

While the different architectures discussed above focus on different issues and use different
approaches, there appears to have been a general shift towards the use of deep learning to address
6D-OPE. Furthermore, attention based approaches have performed significantly better for image data
with recent improvements. Furthermore, they are mechanisms that find relation between input fea-
tures irrespective of dataset. This means that transformers can be used for a variety of datasets, and
also, aggregated features.
In our paper, we evaluate the performance of transformers for the problem of pose estimation. We
leverage the use of features with transformers, we go one step further, and devise a model that takes
both 2D and 3D data as input. These inputs are individually fed to a well performing CNN model,
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however we share information after each step between the two networks, resulting in a joint embed-
ding that should contain information regarding 2D-3D correspondences. We then use this set of points
as input to a transformer, where the model will learn spatial (and if need be, temporal) relations within
the data. This is then fed to separate networks that will each focus on predicting segment, position and
orientation for recognized objects in the scene. Figure 1.1 shows the abstracted pipeline of our model.

Figure 1.1: Abstract Network Architecture

We show that this can provide even better results than the individual CNN based methods and
previous dense representation based methods. Furthermore, this will show that the use of dense
representations of point clouds as input for Transformers results in very good inferences on the spatial
relations in the data.
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2 Background Literature

We will now discuss the different frameworks in the field of 6D-OPE and attention networks. Preva-
lent methods involve computing 2D projections of 3D images and evaluating keypoints, followed
by template matching. Since initial algorithms were inefficient in presence of occlusion and change
of lighting, various techniques were proposed to improve the 3D-to-2D correspondences, for ex-
ample, using template matching ([1],[26]) where the image data was compared to a set of tem-
plates and the closest matching template was selected as the resulting pose. A popular alternate
to this was to use sparse feature matching, where only selective features such as edges were matched
([16],[27],[28],[29]). While these were outperformed on multiple aspects by deep-CNNs over the last
decade due to their capacity to learn inherent features on its own, they provide the basis for some of
the CNN based architectures. The primary models which have gained traction use CNN based models
and can broadly be classified as keypoint based models and holistic regression based models. We will
now discuss some of these frameworks that lead to our idea.

2.1 RGB Object Pose Estimation

Holistic/direct-regression based approaches attempt to define and end-to-end framework that directly
produces output from input, and the feedback in propagated all the way back. This is also an attempt
to design a network that learns the data for different parameters together directly based on input and
output.
BB8 [7], for example, used CNNs to find the 2D projections of the 8 corners of the bounding box
detected in the image. In order to reduce errors from object symmetry, ti hey restricted the rotation
of objects in the training dataset. However it was unable to efficiently estimate poses of objects with
occluded parts. To deal with this problem a segmentation technique similar to older template matching
techniques was applied by Crivallero et al. [30] and Hu et al. [31], where the image is segmented
into multiple parts and each segment is assigned a local pose. The SSD framework [32], an improved
multi-box detecting network like YOLO, Faster-RCNN, tries to directly solve the BB finding task by
evaluating multiple convolutional patches, each resulting in a prediction of label. SSD6D [6], extends
the SSD by incorporating the task of 6D OPE with the SSD framework, providing a single-shot
RGB-based object detection and pose estimation system. An important addition made by the SSD6D
paper is the additional calculated probability and loss for known viewpoints and in-plane rotations,
which requires depth information. This kind of approach fails to improve after a point as some of the
geometric information is only assumed. This flaw is exacerbated in the presence of occlusion. [17]
also decouples the translation and rotation components, and while it is an end-to-end framework, it
first find BBs using traditional methods, then decouples the network to find pose parameters. [33],
[16] further reduces complexity of this method by using a pixel wise or regional voting schemes
within estimated keypoints. Kleeberger et al. [34] also proposed a single-shot network with focus
on object symmetry, clutter, occlusion, and multiple instances of the same object. They also use a
novel loss function to deal with symmetry and similar objects. This shows that the task of 6D OPE
can be solved directly by using appropriate frameworks, however all these models make hypothesis
regarding the geometric information and perform relatively poorly for estimating rotation of objects.
To this end we look at how point clouds based networks address the task of OPE.
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2.2 RGB-D and Point Cloud Object Pose Estimation

RGB-D based networks include depth data into the input matrix, this is usually done by either adding
pixel-wise depth information to complementary RGB data ([35], [36], [37], [38]), or by creating
point-clouds from given information ([14], [9], [39], [40], [13], [41]).
In the first category, initial attempts simply concatenated input features directly from RGB and depth
sensors respectively [35], this is then forwarded through a deep network usually ending up in a very
large set of parameters. Other approaches use both these features separately, i.e, the RGB information
is first used to extract features, which are then refined using depth information ([17], [42], [6], [33]).
SSD6D [6] implements the SSD [32] framework and then uses PnP to incorporate depth information
to give good results. PoseCNN [17] decouples the translation and rotation components, and also in-
troduces Shape-Loss for point matching. Methods like these, first performs the task of finding BB
center using RGB and estimating the distance from the camera, then use these BB to guess other
pose and label parameters. Wang et al. [43] proposed Geometric-guided Direct Regression network
(GDR-Net) which uses a new continuous 6D representation of the geometric space. The network first
uses an efficient multi-block object segmentation network like YOLO to find ROIs, then the GDR-Net
calculates dense correspondences for them using a 3D graph convolution network, and then applies
Patch-PnP (a proposed variant of PnP that works with regression models) to regress 6D pose for the
output.
The costly PnP algorithm is avoided by Point Cloud Networks which directly work on point-clouds
generated from RGB-D data. The PointNet framework [9] in particular has been modified by a num-
ber of papers to effectively deal with point clouds. Dong et al. [39] proposed an end-to-end framework
called the PPR-Net for 3D data where the technique is similar to the point-wise voting used in PVNet
[33]. The Point-wise Pose Regression Network (PPR-Net) regresses a 6D pose for the corresponding
object for each point in the point cloud. A clustering method is used to find segments in the point
cloud, followed by an aggregation of all the pose predictions for points in that segment. [13] introduce
RandLA-Net which effectively reduces the computational load by using effective sampling and local
feature aggregation to learn spatial relations for each point. These and many other 3D-CNN and PCN
based techniques suffer from sparse points and overhead from PnP refining. More importantly, they
evaluate 2D and 3D data in different networks due to their dimensions, and at a later stage attempt to
use the features from these modules to regress pose. However it would be beneficial if we could help
these separate networks share information.

2.3 Joint Representation

Ku et al. [19] first introduce AVOD which uses point clouds and RGB inputs, each of which generate
features which are fed to two sub-modules; a region proposal network(RPN) and a detector network.
They propose an efficient method for multimodal feature fusion in the RPN that aggregates RGB and
PCN features to generate proposals for objects in the scene. Xu et al. [44] propose an application
agnostic framework that uses a single fusion network to predict BBs. Liang et al. [20] propose an
end-to-end framework that uses a fusion of 2D and 3D features to directly detect multiple objects.
MoreFusion [45] propose a framework which only fuses features at at the end of individual networks
to predict BBs and pose. They use additional information from 3D-CNN features for pose regression,
and split the network for individual tasks at the end.
DenseFusion [46] first proposes a generic framework to use both features together. The RGB and
PCN module are allowed to process each data source individually, and uses a separate parallel mod-
ule that fuses RGB and point cloud information for each pixel. While it is the framework used by
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current SOTA architectures, it still does not try to learn contextual information in the neighbourhood
of the pixels. Zhou et al. [47] propose a method that first extracts information from RGB data and
then directly combine these features to the point cloud using a modified version of PointNet++ [10].
Several ’region-level’ filters are obtained in the form of point sets, and each makes a prediction for
pose. He et al. [21] use the DenseFusion architecture with RandLA-Net [13] to further reduce the
size and complexity of fused features.

2.4 Transformer Networks
Since the introduction of Transformer networks [22], which use attention, and their success in various
NLP tasks. While attention was already replacing other memory based networks for image processing
([23], [24], [25]), the transformer module has recently been with excellent results ([48], [49], [50],
[51], [52]).
Providing pixel-wise Parmar et al. [53] applied attention to images only to select pixels in a local
neighborhood. Further research showed that such local multi-head attention can perform as well
as CNNs ([54], [55], [56]). Hu et al. [25] add focus on the relation between channels by adding
a channel attention module that studies the relationships between channels. Separate ’SE’-blocks
then explicitly model channel inter-dependency. Sparse-Transformers [57] use global self attention
by creating scalable regional approximations on the transformer matrix. DANet [58] propose a dual
attention module method that integrate local features with global dependencies, making similar fea-
tures related to each other irrespective of distance. These networks still use CNN modules to extract
features before applying attention. DETR [59] uses RGB feature maps and transformers with sparse
sampling for multi-object detection with a much faster convergence rate. [60] refute the need for any
convolutional modules while using transformer modules, by simply representing the image as a series
of smaller patches. Since transformers are known to perform well with sentences. They show that this
is true and present significant results for smaller patch sizes. [61] propose the use of spatial attention
in 6D OPE with RGB images and got successful results on various datasets. [62] propose the use of
color and geometry information alongside attention modules and achieve competitive results. They
utilize a schema similar to AVOD [19], however this can be improved upon by incorporating more
recent fusion techniques.
The rising use and success of attention networks for image processing DNNs prompts the use of trans-
formers with the fused features architecture discussed above. To this end we will design a network
that extracts features based on the framework suggested by DenseFusion and FFB6D ([46],[21]), and
then test these features with an attention network to capture contextual information, before regressing
pose parameters.
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3 Methods
The goal is to create an end-to-end framework that outputs object class and pose for the recognized
objects in the scene. Given an RGB image and it’s corresponding point cloud, we want to output label
and 6D pose, i.e, translation matrix T ∈R3 and rotation matrix R ∈ SO(3) w.r.t camera/POV. We wish
to leverage both image and point cloud information for complete texture and rotation data, use the
features extracted by such a network to test its compatibility with transformer networks, and we want
the different modules to learn from each other directly without external refining or transformations.
An overview of the model is presented in Fig 3.1. Image and point-cloud inputs are fed into in-
dividual neural networks. The upper layers of encoder-decoder pair represent the CNN, while the
lower represent the PCN. However instead of directly passing output of a layer to the next, it is first
shared and transformed by a fusion layer(the set of layers in between). At the end of the networks,
the resulting fused features are passed to a transformer module to incorporate spatial attention to get
relative information on a local and global scale. The resulting representations which are output by the
Transformer are used as inputs to a set of MLPs, each focusing on one task. Since the features learnt
at the end of the transformer module are expected to contain information relevant to multiple tasks,
this is a multi-task learning network that will also be using different losses for some of the tasks. We
will now discuss the details of each section of our architecture.

Figure 3.1: Detailed Network Architecture

3.1 Preparing Joint Representation
The network attempts to create a jointly learnt representation ([63], [21]) as opposed to a mere con-
catenation of individually learnt representations ([64], [65], [33]). The task again is to create a fused-
features representation using both image and point cloud data. However instead of trusting the aggre-
gated features at the end of an individual network, we will let the networks interact with each other as
they progress. As proposed by [21], we will add an additional layer whose sole purpose is to collate
information from one network and prepare it for the other, so as to share information between CNN
and PCN at each step of convolution. The input image(3x640x480) and point-cloud(9x12800) are fed
into individual CNN and PCN networks respectively, after each step of the respective process, the set
of resulting CNN features and PCN features are first transformed by the corresponding nodes in the
fusion layer.
In the fusion layer, we want to map the color information from the image to the point cloud, and
similarly, geometric information from point cloud to RGB. Instead of evaluating a global feature for
both sets of features individually, or using sparse regional features, we will follow the pixel-wise in-
formation gathering methods discussed in [8], where only the pixels in the region of the point cloud
will be considered. Since the input data is aligned geometrically, we can use the point cloud to map
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the corresponding pixels and vice versa [21]. We can use this information to collect relevant infor-
mation for each point/pixel. This will also avoid noise from pooling over areas where the image is
mostly background between two different objects. We will need two different pipelines to deal with
the different kind of data for Pixel-to-Point and Point-to-Pixel information mapping.
During Pixel-to-Point mapping, we want to incorporate texture data from pixels to corresponding
points. We use the camera intrinsic matrix, to add perspective adding depth for each pixel to get an
XYZ map aligned to the RGB channels. Since the point cloud is generated from RGBD data in simi-
lar fashion, so further steps are needed to align the map. Then a KNN search is used to find k nearest
corresponding points between the point cloud and XYZ map [21]. The CNN data from the RGB
channels is then aggregated using max pooling, following [10]. This aggregated feature is then added
to the point cloud data. An MLP is used to adjust the dimensions back to the required dimension of
the next layer of PCN 1. During Point-to-pixel mapping, we follow the same procedure, however this
time, feature data is aggregated for k nearest points in point cloud corresponding to XYZ mapping for
each pixel in CNN feature. The result is passed through an MLP to prepare it for the complementary
network 2. This way additional geometric information is shared with the CNN layers.

Fr2p = MLP(maxk
i=1Fri) (1)

Fp2r = MLP(maxk
i=1Fpi) (2)

After the information from the other network is prepared, a concatenation operation is used, fol-
lowed by another small MLP to fit the shape of next layer(3, 4).

Ff used pcn = MLP(concat(Fp2r +Fr2p)) (3)

Ff used cnn = MLP(concat(Fr2p +Fp2r)) (4)

After three encoding and decoding steps in this fashion, the final output is concatenated based on
the mapping used during fusing. The resulting features should contain information on both texture
and geometry. We will use this set of enhanced features as input for a transformer module, so we do
not need more layers in encoder-decoder pair.

3.2 Transformer Module
We want to test the performance of the fused features with transformer modules, and let the entire
network learn together. Attention should also help refine features from noise due to occlusion of
shared pixels. We leverage the results found by [60], where an image is treated as a set of patches
with positional encoding. It is then treated like words tokens in a sentence and fed to a standard
transformer encoder. [60] does this by splitting the image into mxn patches and gives each patch a
positional encoding. While a point cloud lies in a different geometric space, the fused parameters,
and the transformers inherent ability to learn relations between positions irrespective of distance can
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be leveraged to use the same architecture for point clouds.
While attention based methods have previously been effective with image tasks relating segmentation
and captioning, Transformer based methods have recently attained state of the art results. We believe
this is in part due the nature of self-attention as compared to attention. While attention is based on
an encoder-decoder mechanism that learns relation between an output and input sequence, self atten-
tion focuses more on learning representations based on the query itself. This is particularly useful
for images and point clouds in context to pose estimation, and even more so with a keypoint based
approach like ours. This is because of two reasons, the first being that the orientation and texture
of neighbouring pixels play an important role in both pose estimation and overall image processing.
Secondly, the task requires to learn a dependable representation, thereby making a task specific de-
coder part of traditional attention unnecessary. The improved performance of Transformers is mainly
due to the ’multi-headed self attention’ that is applies. To understand why self-attention is relevant to
image processing, let us first understand key, query and value as formulated by [22].
Traditionally the terms key, query, and value (Q,K,V) in attention refer to the query-response kind of
applications that they was initially introduced for. Then in translation tasks, while the terms are not
explicitly used, the implementation of storing information regarding neighbours usually involved an
encoder-decoder pair. Essentially the encoder creates a key for a set of values, and when the decoder
receives a query, it outputs the corresponding set of values. Whereas with self-attention ([22]) in
Transformers, all three, key, query and value come from the same place, which is simply the previ-
ous layer of the encoder. In this manner, each position in a Transformer layer attends to every other
position of the previous layer. Additionally, Transformers implement multi-head attention (5) where
attention is applied to h linear projections of the input containing Q,K,V in parallel. The resulting out-
puts are then concatenated and passed forward. This allows the model to jointly learn from different
representation subspace at different points [22].

MultiHead(Q,K,V ) = MLP(Concat(head1, ...,headh)) (5)

where headi refers to the attention output of the ith projection.
Furthermore the paper introduces Scaled Dot-Product Attention which deals with larger dimensions
by scaling the dot-products by a factor of the dimension (6). This is also compatible with our model
which has high dimensional dense features.

Attn = so f tmax(
QKT
√

dk
)V (6)

3.3 Pose Parameter Regression

Now that we have is features that contain texture and geometric information, and local and global
spatial awareness. We will use these features with simple FFNs and squeeze dimensions to our output
dimensions. While some models ([7]) directly regress object labels, centers and poses using a single
MLP, research has shown that regression of rotation parameters is more effective if handled separately
([66],[67]). Additionally, we want to design the network so that the design represents the task. So we
will use 3 separate sets of FFNs to find label, centers and keypoints respectively.
As discussed before, we implement different losses for different tasks. However up to the transformer
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module, our network is learning a multi-task representation, in this case for segmentation and key-
point reduction. However the representation learnt by the transformer module is then used as input to
different parallel MLPs, each of which is task specific, so as to increase efficiency for each task.
For the segmentation task, we use Focal Loss, a weighted loss function that increases weight adapta-
tion when encountering cases with lower prediction confidence (7).

Focal Loss = α(−(1− p)γlog(p)) (7)

For the task of regressing center and keypoints(two separate MLPs in model), we use L1 Loss or mean
absolute error(MAE)(8). The reason for this is, that while segmentation/labelling, the regression is on
a set of categorical points, whereas for center and keypoints regression, the output space is continuous.

L1 Loss =
1
N
(

N

∑
n=1

|xn − x∗n|) (8)

As the L1-loss for keypoints will involve a set of points instead of a single point. So for a set of
N object instances, each containing a set of K keypoints, the L1-Loss equation will be as shown in
(9), where * denotes ground truth values. To estimate relative position from object center, the object
coordinates are instead replaced by offset from the corresponding predicted center.

L1kpts =
1
N
(

N

∑
n=1

K

∑
k=1

|xk
n − xk∗

n |) (9)

The net loss is a weighted loss as shown in (10), where λ1, λ2, λ3 are weight parameters.

Net Loss = λ1Lclass +λ2Lctr +λ3Lkpts (10)

Instead of directly regressing pitch, yaw and roll, we instead opt to use the keypoint voting module
introduced in PVN3D [63]. The two sets of MLP finding center and keypoint estimates will fetch us an
estimated center and set of keypoints. We will then use this information to compare with ground truth
center and keypoints, in order to estimate pose. Not only is this more compatible with point clouds,
it is also more efficient than bounding boxes as all output points lie on the object body. This method
is more coherent for objects with disproportionate dimensions, and also provides a more precise
estimate of object boundaries. Given a center and set of keypoints on the ground truth model, and an
estimated center and set of keypoints in the output parameters, we calculate the pose parameters. This
is calculated by minimizing the least squared fitting loss as shown in (11) [21].

Lls f =
N

∑
i=1

||p∗i − (R · pi +T )||2 (11)

Here R and T denote the rotational and translational estimates respectively. pi is the estimated
keypoints corresponding to ground truth p∗i .
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4 Experimental Setup
We evaluate the performance of our model(s) on two benchmark datasets, the LineMod and YCB
Video datasets. We use a fixed model of CNN and PCN across all models to keep comparisons
accurate. We do not focus on testing different CNNs or PCNs, the focus of these experiments is
to ascertain if transformer modules enhance the learnt representations and improve performance on
the 6D pose estimation. To this effect, we will test the hypothesis using different datasets and small
variants in our basic model.

4.1 Dataset
We evaluate our models on two benchmark datasets.

4.1.1 LineMOD

The LineMod dataset is widely used for various image processing algorithms including those dealing
with 6D pose estimation on objects. The original dataset consists of 18 object models and over 15000
RGBD images annotated with ground truth 6D poses. The images contain objects in a cluttered scene
from a variety of viewpoints and in different lighting. However a cleaner more widely used version
of the dataset contains the same images with robust ground truths for only 13 of these object classes.
We use this version of the dataset which is publicly available at https://bop.felk.cvut.cz/datasets/. Ad-
ditionally, the raster triangle repository is used to create synthetic training data in a range of new
backgrounds and object poses. Masks are added over object boundaries to prepare labels for both net-
works. Figure 4.1 shows samples of RGB and corresponding label images from the dataset. However
the resulting dataset only contained label masks for one object class per image, for this reason, we
also decided to test out model on the YCB-Video Dataset for multi-object detection.

Figure 4.1: LineMOD: Samples of RGB images with corresponding label masks. (L-R: ape, eggbox,
lamp, benchvise, iron)

4.2 YCB-Video
In order to test the model’s performance for multi-object pose estimation, we use the YCB-Video
dataset. It is a commonly used dataset in the field of 6D object pose estimation, having information
regarding 21 object classes. The dataset consists of 92 video sequences, each of a random subset of
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object classes, saved as a set of RGBD images. The objects in the images are annotated with 6D
pose parameters and semantic segmentation masks. Again the different images are include different
settings of lighting, occlusion and perspectives. Figure 4.2 shows a sample from the YCB-Video
dataset, showing RGB image, depth image and class label mask for the sample.

Figure 4.2: YCB-Video: Sample RGB image with corresponding depth image and label mask. (L-R:
large clamp, gelatin box, tuna fish can, wood block, cracker box)

While the datasets contains RGBD images and ground truths, we require point clouds for our model
architecture. This is done by projecting the points using depth information and camera intrinsic ma-
trix, following which, a threshold is applied to remove background points from the point cloud.

The data processing, and model creation and training were handled using Python3.7. The model
architecture and training pipeline are implemented in PyTorch.1.10 and Nvidia apex support. Addi-
tionally, the Peregrine cluster provided by University of Groningen was used to train the models.

4.3 Model Variants and parameters
As discussed before, our model consists of three distinct segments:

1. Fusion module: consisting of a CNN and a PCN architecture and above-mentioned fusion layers

2. Transformer module: consisting of part of the Transformer architecure introduced in [68], or a
variant.

3. Task specific MLPs: consisting of three sets of MLPs, respectively dealing with estimating
segment, center and keypoint per object.

We were particularly impressed by the framework introduced by DenseFusion [46] which allows us
to use our choice of CNN and PCN to extract features. This architecture was further improved on by
FFB6D [21], we borrow this fusion architecture, albeit with lesser layers of convolution, as we will be
achieving even better spatial knowledge from the transformer module. The objective of this module is
to create a representation that contains both texture and geometric information without compromising
detail through projections. We want to use RandLA-Net [13] as PCN for its reduced complexity and
parameters, alongside ResNet(encoder)-PSPNet(decoder) for RGB input, as these networks have per-
formed well on most well-known dataset and has publicly available pre-trained models. This pair has
shown to work well with our dataset in previous papers ([63], [21]) and we will use this configuration
for our tests. To reduce complexity and redundancy, the number of layers between fusion have been
reduced by computing two convolutions before merging for the peripheral layers.
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We will then use the obtained fused features with a self-attention network [60] to learn spatial re-
lations. The points are given a positional embedding and used as input for the Transformer. We only
leverage the encoder part of the network as the goal is to create an embedding that has learnt repre-
sentations useful for multiple tasks. This representation will then be used as input to the task specific
MLPs, which are simply 1D FFNs.
Each set of task specific MLP is a simple set of 4 1D convolutional layers that regress to the required
parameters. The losses implemented for each task are as discussed in Section 3. The object labels are
learnt from the semantic segmentation MLPs. The predicted label, along with the predicted center for
each object found are used to distinguish between different objects. These point-wise offsets of each
point from center are learnt by the center prediction MLPs. The points then vote for to select keypoints
using a MeanShift [69] clustering algorithm. In the keypoint voting module specifically, for each ob-
ject segment, we follow the point voting mechanism introduced in [63]. The ground truth keypoint
selection is carried out using the SIFT-FPS as introduced in [21]. The algorithm leverages the addi-
tional texture information which has been added to the point clouds. As the name suggests, a SIFT
algorithm is applied to find points with distinctive texture components. These points are projected
to 3D space using depth information. Then amongst these points, a furthest point sampling(FPS)
algorithm is implemented to pick a subset of points that span across the object model. The number
of keypoints used in our models is 8. The predicted keypoints are compared to the ground truth using
the least squares fitting algorithm [63]. Then the distance between corresponding keypoints is used to
calculate the rotation parameters using the 3D rotation group notation (SO(n)).
For all models and datasets, the input image dimensions for the CNN architecture are 480x640x3
(height, width, channels), and the PCN input dimensions are 12800x9 (no. of points, dimension per
point). The 12800 points are sampled randomly using the depth image, the position, color and nor-
mal data is stored having 3 dimensions each. During the fusion stage the network uses max-pooling
between neighbors to aggregate data for point-to-pixel and vice versa. For either operation, 16 neigh-
bours are used to calculate the aggregated information for the corresponding pixel/point.
The model was trained for 15 epochs, while 10 was enough for the LineMOD dataset, the YCB dataset
model was retrained for 5 more epochs. This is reasonable as each sample alone provides feedback
collected from multiple object. Twice every epoch, the model is evaluated with test data to study the
prediction accuracy over time. Additionally a small batch size of 3 was used for every configuration.
The model uses dynamic learning gradient with ADAM optimizer with the initial learning rate being
set at 1e−5 with the minimum threshold being 1e−5 and the maximum threshold is set at 1e−3. The
weight parameters are all randomly initialized and no pretrained models are used. They are updated
using the net loss, which is a weighted sum of losses from the respective ends of MLPs. The segmen-
tation module uses Focal Loss (7) with the balance parameter α being decided based on the balance
of the dataset. Since we use synthetic data to balance out the number of training samples, this is set to
1 for all classes. The focus parameter γ is set to 2 in order to reduce weight adjustments for examples
where the prediction confidence is high. The center and keypoint regression modules are optimized
using L1 loss, however since they are both regressing for a set of points, we balance the effect on
weight by setting λ1,λ2,λ3 in (10) as 2,1,1 respectively. Additionally, while a full Transformer en-
coder would be more effective, we believe that a miniature model with lesser blocks would suffice
to verify the effectiveness of the module. Furthermore this reduces the complexity of the model by a
lot as the self-attention mechanism as implemented in [22] is computationally expensive. With this
in mind, we reduce the size of the Transformer by only using two attention-heads and two layers of
depth. The input dimensions for the Transformer module are 64x12800 and we find that increasing
the depth of the Transformer quickly increases model size.
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To study the effect of the Transformer module better, we train an additional model that uses the
concatenation of representations learnt by each prior module as input for the task specific MLPs.
That is to say, the fused representation, which is the input for the Transformer, is used as additional
input for the final layer (resupply model). We will compare the results and behaviour of the networks
in the next section.

4.4 Evaluation Metrics
To evaluate our performance on the datasets, we use the average distance metrics, ADD for non-
symmetric objects and ADD-S for symmetric objects. The ADD metric calculates the average dis-
tance between ground truth and predicted values for sets of points. This could be object centers or a
set of keypoint sets. The ADD metric is denoted as shown in (12),

ADD =
1
m
(∑

v∈O
||(Rv+T )− (R∗v2 +T ∗)||) (12)

here, v represents a vertex ∈ object O. R,T are the predicted rotation and translation vectors, and
R∗,T ∗ are the ground truth vectors.
The ADD-s metric is shown in (13), with the same denotions, and v1, v2 representing two different
points from the same object model.

ADD =
1
m
(∑

v∈O
min
v2∈O

||(Rv1 +T )− (R∗v2 +T ∗)||) (13)

This is a commonly used pair of evaluation metrics and we compare our results with previous note-
worthy models (Fig. 5.5, Fig. 5.6).
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5 Results

In this section, we report and discuss the evaluated results of our models on the LineMOD and YCB-
Video datasets. We present the training accuracy and loss, and test accuracy for different models
from data saved during training and evaluation. We also compare our quantitative results, arrived at
by using ADD/ADD-s metrics with the results of previous architecture, including the state of the art
algorithms for object 6D pose estimation [21].
Additionally, we will project the predicted keypoints on the test image, so as to perform a qualitative
analysis of the results obtained by our models.

5.1 Training and Validation

We will first study the training results for the LineMOD dataset for both the base model and Resupply
model. Fig. 5.1 shows the prediction accuracy over time for each of the models. The model is tested
twice or more every epoch using a test set. We see that for this dataset, where there is only one labelled
object per test image, the model has learnt considerably in just a few epochs for both models. Due to
the small batch-size, some classes like lamp and cam have some drops in prediction accuracy where
the model needs to adjust more significantly even at later epochs. However this is not as prevalent for
the resupply model, implying that the fused representation helped reduce confusion during training.
This trend is also seen in the training accuracy and loss observed during the training process (Fig.
5.2). With the YCB dataset, we observe relatively lower testing accuracy of 93% during the training

(a) Base Model (b) Resupply Model

Figure 5.1: Class-wise testing accuracy over time

phase. However to test the model through different hyper-parameters, only a portion of the training
data is used. We can see the prediction accuracy of the model over time in Fig. 5.3. We observe that
the resupplied representations from the fusion module do not cause much improvement this time, may
be this is because it does not help significantly when dealing with multiple ROIs at the same time.
We also observe that the model has not really stabilized and while it has reached decent performance
levels, it still has a lot of room for training and adjustment. This can be confirmed in Fig. 5.4 where
we can see that the model is still adjusting at every iteration, we can also see that the loss is adjusting
at a higher rate, showing that the model has the capacity to do even better.
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Figure 5.2: Mean Training Accuracy and Total Loss over time

(a) Base Model (b) Resupply Model

Figure 5.3: Class-wise testing accuracy over time

Figure 5.4: YCB: Training Accuracy and Total Loss over time.
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5.2 Quantitative Analysis
Below, we can see the comparison of our model’s performance to previous works in the field of 6D
OPE. The tables in figures 5.5, 5.6 show the prediction accuracy as observed using the ADD/ADD(s)
metric for non-symmetric and symmetric objects respectively (12, 13). We can see that for the
LineMOD dataset, our model outperforms most models, and has a higher average performance across
all classes than all previous works (Fig. 5.5). However for the YCB dataset (Fig. 5.6) the test results

Figure 5.5: LineMOD: Class-wise test accuracy comparison

from the best saved model did not reflect the results seen during training. This is because only 30% of
the training data was used for training, and 10% of the test data was used for the calculating the test
scores during training. When tested on the entire test dataset, we see a drop in prediction accuracy
of roughly 10%. This is not so bad and shows that the model can still improve if trained over the
entire dataset and for a longer time, preferably with a larger batch-size. Also, we see that our models
do not perform as well for the multi-object dataset with more classes, perhaps a deeper Transformer
module can address this problem by allowing more evaluations from sub-space representations dur-
ing multi-headed self-attention. We still see approximately 84% accuracy on both models, with room
for improvement as the model hasn’t properly converged. We see that our model shows competitive
performance for single object pose estimation on the LineMOD dataset and also shows promise with
multi-object pose estimation on the YCB dataset.

5.3 Qualitative Analysis
Following [63], we have used keypoints to estimate pose parameter, our model estimates a class label
for each point, and when we use this to visualize the predictions of our models, we get a more accurate
view than one would with bounding boxes. In Fig. 5.5 and Fig. 5.8 we see a subset of points from
the object model projected onto the original image. The projected points are color coded by class,
and we can observe that the resulting projections are quite accurate, implying our model successfully
predicts the pose for the single object and multi-object cases in the presence of occlusion and noise.
As discussed before, there is still room for training and improvement for the multi-object scenario.

5.4 Additional Points
While we see that the use of dense representations with self-attention can help directly solve pose
estimation problems using deep learning, we also see that it improves the result over existing config-
urations for single object pose estimation. We also see that using the resupply model can improve the
stability of the model and provide a small boost in performance.



Chapter 5 RESULTS 17

Figure 5.6: YCB: Class-wise test accuracy comparison

Figure 5.7: LineMOD: Visualization of predicted points

Seeing as we only use a small set of convolutions to regress pose after the Transformer module, we
can say that the Transformer learns reliable representations for the training data. Additionally, using
a more gradually paced MLP at the end of transformer may help reduce some of the training noise,
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Figure 5.8: YCB: Visualization of predicted points

as this would provide an additional layer of joint multi-task learning before the model splits into task
specific parts.
We observe that larger objects have lesser accuracy, this is also true for objects with textureless parts.
In the case of extra large clamp in the YCB dataset for example, we see a drastically weaker perfor-
mance as compared to other classes (Fig. 5.6). This could also possibly be because a similar model
exists called large clamp which is very similar. Since the model is supposed to account for perspec-
tive, this is probably what caused the large dip in performance.
We see from our results that the Transformer layer improves the representation learnt by the model,
and helps achieve higher accuracy. This is true even for shallow Transformers. Due the the limited
computational capacity, we were unable to test the model for more depth or batch size, both these
factors could in our opinion, greatly improve the representations learnt.
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6 Conclusion
In this work, we present a new model for direct 6D pose estimation of objects from RGBD data in
cluttered scenes. The model focuses on creating highly informative features using fusion architecture
coupled with a transformer. We are the first to attempt the use of fused features with multi-headed
self attention for direct pose regression. Our innovation includes the use of well augmented features
that learn multi-task oriented representations with help of self-attention Transformers with a small
amount of self-attention blocks.
We show that the use of small transformers successfully performs the task of 6D pose estimation
and also improves direct pose regression from RGBD data, as we achieve higher average results than
most leading architecture. Our results show that using Transformers further improves the stability of
learnt weights in case of single object pose estimation. However when the confusion increases due to
multiple objects, the resupply model fails to show the same stability. It is possible that with further
training, the additional information will once again help improve stability. Also, the Transformer
module does not have to be as large as proposed in the initial paper, however for multi-object estima-
tion and datasets with more class labels, it would be better to use a larger model. Also, only a few
simple convolutions are required for each of the tasks, showing that the attention module does im-
prove the quality of learnt representations. While the model learns to recognize all the object classes,
it does struggle relatively more with large and shiny objects.
The current model can still be reduced in size and complexity by using smaller input images, as the
size we use are slightly larger than standard. Furthermore, the layers of the fusion network can fur-
ther be reduced, and replaced with attention layers instead. However we retain this module to a good
extent to ensure interpolation of texture and geometric data for each point. While the current model
is not usable in real-time applications, we believe that it can be achieved by reducing the layers and
size of input, without sacrificing significant performance.
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7 Scientific Relevance for Artificial Intelligence
As deep networks are good at learning intrinsic properties in data, they have shown to be more robust,
and various architectures have been proposed to deal with data so as to be more true to the task
definition. Making end-to-end frameworks more efficient by using task-oriented designs can help
improve the efficiency of these systems. In this paper, we evaluate the legitimacy of transformers
with the use of dense representations. From the results, we have shown that the use of Transformer
modules with dense representations for point clouds can improve results even with a few layers of
encoding. The representations learnt did not require a lot of additional processing to regress task
parameters. Furthermore, the entire pose estimation process does not require external input. While
point clouds are not an ordered set, the Transformer’s inherent capacity to learn spatial relations
across large distances allows it to learn representations that can be used with simple convolution to
regress pose parameters. This may be useful for testing with 3D datasets with more versatile object
models (human organs, ), those with subtle differences between states/classes (3D-fMRI, study of
bee-hives). This approach may also be useful for learning geometrical structure based graph models,
such as intra-molecular geometry prediction where data has high dependence on spatial relations and
geometry.
Furthermore, recent papers ([70, 51]) have attempted to reduce the complexity of self-attention and
Transformer related networks. This improvement could help improve our model to more practical
parameter size, tackling some of the problems we faced with the computational load.

I believe this model can also improve performance for multi-object pose estimation if trained with
more layers. There is further space evaluate the possibility of using of Transformers for pose refining,
and investigate more efficient ways to represent point clouds to transformers.
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