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Abstract

In this paper, we consider time-dependent harmonic oscillators and construct
a solution using Hermite polynomials. In this process, we use Gaussian wave
packets. Using these solutions we can find observability constants for examples
on L2(R2). In the first part, we will go over several topics needed for the final
result. This includes the Fourier transform, the Schrödinger equation, Hermite
polynomials and wave packets. In the second part, we introduce a lemma about
the Fourier integral operator that helps us solve differential equations with time-
dependent operators with a quadratic potential and we find the observability
constant for certain initial data.
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1 Introduction

This paper is based on the article Observability for Schrödinger equation with
quadratic Hamiltonians by Alden Waters, [15]. In her paper, L2 and L2 − L∞

observability estimates on unbounded domains for a restricted class of initial data
of time-dependent harmonic oscillators are proven. In this paper, we look at the
case when the time-dependent harmonic oscillator is in R2 instead of Rd. Our
goal is to find exact solutions of the equation i∂tu = κ2|x|2u+∆u using the Her-
mite polynomials. We will also give an example in R2 where we will compute the
observability estimate of a certain set of initial data. For this to happen we first
need to establish some definitions and give the reader the appropriate background
information that is needed throughout the paper.
For this reason, we will start the paper by looking at the preliminary knowledge
that is needed throughout the paper. We will go over the definition of an or-
thonormal basis, the definition of a norm in the L2(R2) space and the Hermitian
inner product. We will also go over the Fourier series, the error function and the
Gaussian integral.
In the next section, we remind the reader how the Fourier transform is con-
structed, the different forms of the Fourier transform that are used regularly and
the definition of the Fourier transform in higher dimensions.
As our goal is to find a solution to a specific form of the Schrödinger equation,
we introduce the Schrödinger equation and some properties of this very useful
equation in section 4.
In section 5 we go over a certain type of the Schrödinger equation where we have
a specific operator that includes a |x|2 term. This makes is it so that we need
a different well-posedness, which is given in this section. We also look at the
Hamiltonian that can be associated with this very specific differential equation,
which is i∂tu = κ2(t)|x|2u+∆u.
In section 6 we introduce what Hermite polynomials are. We also look at the
Hermite functions and properties of both of these polynomials. We also explain
why Hermite polynomials and Hermite functions can help us solve the differential
equation with quadratic potential.
As we try to solve the differential equation that is a form of the Schrödinger equa-
tion, we need to have a look at wave packets as these often solve the Schrödinger
equation. We go over what a wave packet is and look at the wave equation that
we try to solve for specific initial data. We try to solve it by using the Fourier
transform.
In an example for the solution of the time-dependent harmonic oscillator, we want
to find the observability constant. To be able to do this, we define what an ob-
servability inequality and an observability constant are in section 8.
Finally, in section 9 we give an exact solution to the differential equation men-
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tioned above. To be able to do this we use the Fourier integral operator. Using
a specific form of initial data, we observe a specific form of a solution. With this
solution, we can find the observability constant for this example with the chosen
initial data.

2 Background information

The vectors v1, v2, . . . , vn form a basis for a vector space V if and only if they are
linearly independent and they span V. An orthogonal basis for an inner product
space is a basis for this space whose vectors are mutually orthogonal. An orthonor-
mal basis is a normalized orthogonal basis. This means that a set {u1, u2, . . . , un}
is orthonormal if and only if ⟨ui, uj⟩ = δij where

δij =

{
1 if i = j

0 if i ̸= j

where δij is called the Kronecker delta.

A Hilbert space H is a complete inner product space [11]. This means that it is a
vector space that is equipped with an inner product and this inner product defines
a distance function. Since the space has a distance function, Hilbert spaces are
complete metric spaces.
An orthonormal system {ak}k∈B is an orthonormal basis for a Hilbert space when
the set is complete. This means that ⟨v, ak⟩ = 0 for all k ∈ B and v ∈ H then
v = 0, where B is some index set.
The space L2(R2) denotes the set of square-integrable functions on R2. This
means that a function f ∈ L2(R2) satisfies∫

R2

|f |2dx <∞

and it has the following norm

||f ||L2(R2) =

(∫
R2

|f |2dx
) 1

2

Furthermore, the space L2(R2) is a Hilbert space. The following properties hold
for functions in a Hilbert space. We can take f, g ∈ L2(R2), so ||f ||, ||g|| < ∞
then by the triangle inequality, ||f + g|| ≤ ||f ||+ ||g||, we also have ||f + g|| <∞
and thus f + g ∈ L2(R2). For any complex constant c, we have ||cf || = |c| ||f ||
and thus cf ∈ L2(R2). Hence we have that a Hilbert space is a complex vector
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space. The Cauchy-Schwarz inequality |⟨f, g⟩| ≤ ||f || ||g|| implies that the L2(R2)
Hermitian inner product

⟨f, g⟩ =
∫
R2

f(x)g(x)dx

of two square-integrable functions is well-defined and finite.

We want to define the Fourier series as was done in chapter 3 of [9]. The Fourier
series of a function f(x) defined on −l ≤ x ≤ l is

f(x) ∼ a0
2

+
∞∑
k=1

[ak cos

(
kπx

l

)
+ bk sin

(
kπx

l

)
]

whose coefficients are given by the inner product formulae

ak = ⟨f, cos(kx)⟩ = 1

π

∫ π

−π
f(x) cos(kx)dx k = 0, 1, 2, 3, . . .

bk = ⟨f, sin(kx)⟩ = 1

π

∫ π

−π
f(x) sin(kx)dx k = 1, 2, 3, . . .

The Fourier series can be found for functions that, at the very least, have integrals
in the coefficient formulae that are well-defined and finite. As convergences are
not guaranteed and even when the infinite series converges it may not converge
to the original function f(x), for this reason, we do not use the equal sign but the
∼ sign.

The error function is a complex function of a complex variable defined as [16]

erf(z) =
2√
π

∫ z

0
e−t

2
dt

The complementary error function is closely related to the error function and is
defined as

erfc(z) = 1− erf(z) =
2√
π

∫ ∞

z
e−t

2
dt

Furthermore, we have the complex error function which is given by

erfi(z) = −i erf(iz)

The Gaussian integral [18] is the integral of a Gaussian function given by
f(x) = e−x

2
. The integral is ∫ ∞

−∞
e−x

2
dx =

√
π
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The integral of an arbitrary Gaussian function is∫ ∞

−∞
e−ax

2+bx+cdx =

√
π

a
e

b2

4a
+c

This is for the one-dimensional case. We can also find a Gaussian integral when
the function is in Rd namely∫

Rd

e−a|x|
2
eiξ·xdx =

(π
a

) d
2
e−

|ξ|2
4a

3 Fourier transform

A Fourier transform is a mathematical transformation that decomposes functions
depending on space or time into functions depending on spatial frequency or
temporal frequency. It is a powerful mathematical tool for the analysis of aperiodic
functions. One of the most important properties of the Fourier transform is that
it converts calculus, differentiation and integration, into algebra, multiplication
and division. [9]

Let f(x) be a function defined for −∞ < x < ∞. The goal is to construct a
Fourier expansion for f(x) in terms of basic trigonometric functions.

We begin by taking the re-scaled Fourier series on a symmetric interval [−l, l] of
length 2l, which is

f(x) ∼
∞∑

k=−∞
cke

ikπx/l where ck =
1

2l

∫ l

−l
f(x)e−ikπx/l

We can rewrite this in the adapted form

f(x) ∼
∞∑

ν=−∞

√
π

2

f̂l(kν)

l
eikνx

We take the sum over the frequencies kν = πν
l , ν = 0,±1,±2, . . ., where the fre-

quencies are discrete. These frequencies correspond to the trigonometric functions
that have period 2l. The Fourier coefficients can now be denoted by

ck =
1

2l

∫ l

−l
f(x)e−ikνxdx =

√
π

2

f̂l(kν)

l

so that

f̂l(kν) =
1√
2π

∫ l

−l
f(x)e−ikνxdx

7



Reformulating the formula of the basic Fourier series allows us to pass to the limit
as the length of the interval l → ∞. On an interval of 2l, a function in Fourier
series form can be represented by the frequencies kν , where the required kν are
equally distributed. The interfrequency spacing is ∆k = kν+1 − kν = π

l . As
l → ∞, the spacing ∆k → 0, which means that the relevant frequencies become
more and more densely packed in the line −∞ < k < ∞. When we take l → ∞
we expect that all possible frequencies will be represented. We see that by letting
kν = k be arbitrary and sending l → ∞, we obtain the following integral with
infinite endpoints

f̂(k) =
1√
2π

∫ ∞

−∞
f(x)e−ikxdx

which is known as the Fourier transform of the function f(x). If f(x) is piecewise
continuous and decaying to 0 reasonably quickly as |x| → ∞, its Fourier transform
f̂(k) is defined for all possible frequencies k ∈ R. The Fourier transform is often
abbreviated as f̂(k) = F [f(x)], where F is the Fourier transform operator. This
operator maps each function of the spatial variable x to a function of the frequency
variable k.

We can also use the Fourier transform to reconstruct the original function, which
follows a similar limiting procedure. We apply this limiting procedure to the
Fourier series, but we first rewrite this in a more suggestive form

f(x) ∼ 1√
2π

∞∑
ν=−∞

f̂l(kν)e
ikνx∆k

where ∆k is as defined above. For each fixed value of x, the right-hand side has
the form of a Riemann sum approximating the integral

1√
2π

∫ ∞

−∞
f̂l(k)e

ikxdk

As l → ∞, f̂l(kν) converge to the Fourier transform: f̂l(k) → f̂(k). The interfre-
quency spacing ∆k = π

l → 0. From this we expect the Riemannn sum to converge
to the limiting integral

f(x) ∼ 1√
2π

∫ ∞

−∞
f̂(k)eikxdk

This formula is the inverse Fourier transform and is denoted by f(x) = F−1[f̂(k)].
It is used to recover the original formula from its Fourier transform.

We have seen one form of the Fourier transform above, but there are two more
forms that are commonly used. The form we have been using up to now is called
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the unitary form for angular frequency. We also have a non-unitary form for
angular frequency which is as follows

ĝ(ξ) =

∫ ∞

−∞
g(x)e−iξxdx

The angular frequency is given by ξ = 2πω, where ω is the ordinary frequency.
We see that when we substitute this into our Fourier transform we obtain a third
form namely the unitary form for ordinary frequency which is as follows

ĥ(ω) =

∫ ∞

−∞
h(x)e−2πiωxdx

These forms are similar to each other in the following sense

f̂(ξ) =
1√
2π
ĥ(

ξ

2π
) =

1√
2π
ĝ(ξ)

Each of these forms has an inverse Fourier transform as well. These are given by

g(x) =
1

2π

∫ ∞

−∞
ĝ(ξ)eiξxdξ

h(x) =

∫ ∞

−∞
ĥ(ω)e2πiωxdω

Both the Fourier and the inverse Fourier transform define linear operators on
function space. The following holds:

F [f(x) + g(x)] = F [f(x)] + F [g(x)] = f̂(k) + ĝ(k)

F [cf(x)] = cF [f(x)] = cf̂(k)

We can also take the Fourier transform of derivatives of the function. We make a
distinction between spatial derivatives and derivatives with respect to time. This
will be useful later on when we want to find the Fourier transform of the wave
equation. We first show how to take the Fourier transform of a derivative with
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respect to time, where we use what was done in [4].

F [
d

dt
u(t, x)] =

∫ ∞

−∞

d

dt
u(t, x)e−iξxdx

=

∫ ∞

−∞
lim
h→0

u(t+ h, x)− u(t, x)

h
e−iξxdx

= lim
h→0

1

h

∫ ∞

−∞
u(t+ h, x)e−iξx − u(t, x)e−iξxdx

= lim
h→0

[û(t+ h, ξ)− û(t, ξ)]

=
d

dt
û(t, ξ)

The Fourier transform of the spatial derivatives can be found using integration
by parts in the following way

F [
d

dx
u(t, x)] =

∫ ∞

−∞

d

dx
u(t, x)e−iξxdx

= u(t, x)e−iξx|∞−∞ −
∫ ∞

−∞
u(t, x)(−iξ)e−iξxdx

= iξ

∫ ∞

−∞
u(t, x)e−iξxdx

= iξF [u(t, x)]

We can use induction on this process to obtain the following

F [
dn

dxn
u(t, x)] = (iξ)nF [u(t, x)]

Now that we know what a Fourier transform is we want to show that the Fourier
transform of a Gaussian function is again a Gaussian function. To do this we take
f(x) = e−x

2
and take the Fourier transform

f̂(ξ) =

∫ ∞

−∞
e−x

2−iξxdx

=
√
πe−

|ξ|2
4

where we have used the Gaussian integral.

3.1 Multidimensional Fourier transform

Up to now, we have looked at the one-dimensional Fourier transform. We can
expand this theory to higher dimensions. This is done in the following way.
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We can take the Fourier transform of a function f ∈ L2(Rd), where the Fourier
transform is defined as

f̂(ξ) =
1

(2π)
d
2

∫
Rd

f(x)e−ix·ξdx

where x ·ξ = x1ξ1+x2ξ2+ . . .+xdξd, which is the standard inner product between
x and ξ. This multidimensional Fourier transform also has an inverse which is
given by

f(x) =
1

(2π)
d
2

∫
Rd

f̂(ξ)eix·ξdξ

We have seen that there are multiple forms of the one-dimensional Fourier trans-
form. This is also true for the multidimensional Fourier transform. There are
again two more forms that are commonly used [17]. These are given by

ĝ(ξ) =

∫
Rn

g(x)e−iξ·xdx

ĥ(ω) =

∫
Rn

h(x)e−2πiω·xdx

with corresponding inverses

g(x) =
1

(2π)n

∫
Rn

ĝ(ξ)eiξxdξ

h(x) =

∫
Rn

ĥ(ω)e2πiωxdω

3.2 Fourier Integral Operator

The Fourier integral operator is an important tool in the theory of partial differ-
ential equations, which is looked at in chapter 3 of [8]. A Fourier integral operator
T is given by

(Tf)(x) =

∫
Rn

e2πiΦ(x,ξ)a(x, ξ)f̂(ξ)dξ

where f̂ denotes the Fourier transform of f , a(x, ξ) is a standard symbol which is
compactly supported in x and Φ is real valued. A standard symbol is a polynomial

representing a differential operator. We also have that det
(

∂2Φ
∂xi ∂ξi

)
̸= 0 on the

support of a.
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4 Schrödinger equation

The Schrödinger equation is a differential equation that governs the behaviour of
wave functions[5]. A wave function is a solution to the Schrödinger equation. It is
a mathematical function and it relates the position of an electron at a certain point
to the amplitude of its wave, which corresponds to its energy. This means that
each wave function is associated to a potential energy E. By the superposition
principle, we can add wave functions and multiply them by a complex number to
obtain a new wave function and form a Hilbert space.
There are multiple forms of the Schrödinger equation namely, from a mathematical
and physicist’s point of view, the time-dependent Schrödinger equation and the
time-independent Schrödinger equation.

4.1 Mathematical point of view

The abstract form of the Schrödinger equation is, as defined in chapter 9 of [9]

iℏ
∂ψ

∂t
= S[ψ]

where S is a linear operator of the form S = L∗◦L. This operator is either positive
definite, when kerL = {0}, or positive semi-definite, when 0 ̸= v ∈ kerL = kerS.
This operator is also self-adjoint, which means that it is its own adjoint. The
adjoint S∗ of the operator satisfies

⟨Sx, y⟩ = ⟨x, S∗y⟩

An operator is thus self-adjoint when S = S∗. This form of the Schrödinger
equation is from a mathematical point of view.

4.2 Physicist’s point of view

The following equation is how Erwin Schrödinger defined the Schrödinger equation
in 1926,

iℏ
∂ψ

∂t
= Ĥψ

where ℏ is the reduced Planck constant, which is the original Planck’s constant
divided by 2π, and Ĥ is the Hamiltonian operator [5]. The Hamiltonian operator

is defined by Ĥ = − ℏ2
2m∇2 + V where m is the mass of the particle and V (x, t) is

the potential that represents the environment in which the particle exists.
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Here we see that the linear operator S is defined as the Hamiltonian operator,
which is how we can relate the mathematical point of view to the physicist’s point
of view.

4.3 Properties of the Schrödinger equation

At each time t, the solution ψ(t, x) to the Schrödinger equation represents the
wave function of the quantum system. It should be a complex-valued, square-
integrable function having unit L2 norm, ∥ψ∥ = 1.

Proposition 1 If ψ(t, x) is a solution to the Schrödinger equations, its Hermitian
L2 norm ||ψ(t, ·)|| is fixed for all time.

The proof of this proposition can be found in chapter 9 of [9].

If the initial data ψ(t0, x) = ψ0(x) is a wave function, with ||ψ0|| = 1, then, at
each time t, the solution ψ(t, x) to the Schrödinger equation has norm 1 as well.
This means that throughout the evolutionary process, the solution ψ(t, x) remains
a wave function.

One of the spectral theorems states that a compact self-adjoint operator on a
Hilbert space can be diagonalized. This also means that there is an orthonormal
basis for this Hilbert space that consists of the eigenvectors of the operator and the
eigenvalues of the operator are real. This is why we can use spectral decomposition
to find a solution to the Schrödinger equation.

The Schrödinger equation looks similar to a diffusion equation. With this in-
formation, we can seek separable solutions with an exponential ansatz: ψ(t, x) =
eαtv(x). Substituting this expression into the Schrödinger equation and cancelling
common exponential factors reduces the problem to the usual eigenvalue problem
S[v] = λv, with eigenvalue λ = iℏα. Using the fact that S is self-adjoint and the
eigenvalues have to be real, by the spectral theorem mentioned above. Let vk de-
note the normalized eigenfunction, so ||vk|| = 1, associated with the kth eigenvalue
λk. The complex-valued function ψk(t, x) = e−iλkt/ℏvk(x) is the corresponding
eigensolution of the Schrödinger equation. We observe that the eigensolutions of
the Schrödinger equation are periodic, where the frequencies are ωk = −λk/ℏ.
The frequencies are vibrational and also proportional to the eigenvalues. The
general solution is the periodic series in the fundamental eigensolutions,

ψ(t, x) =
∑
k

ckψk(t, x) =
∑
k

cke
−iλkt/ℏvk(x)

whose coefficients are specified by the initial conditions. The Schrödinger equation
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is well-posed in the past which is implied by the periodicity of the summands. This
means we can determine both the past and future behaviour of a quantum system
from its present form.

The eigenvalues represent the energy levels of the system described by the Schrödinger
equation and can be experimentally detected by exciting the system.

The term Schrödinger equation actually refers to two types of equations, namely
the time-dependent Schrödinger equation which describes how a wave function
evolves over time, and the time-independent Schrödinger equation, which is an
equation of state for wave functions of definite energy [12]. We will first look at
the time-dependent Schrödinger equation.

The state of a particle at a time t is described by a wave function, which in this
case is a complex-valued function ψ(t) : Rd → C which is normalized such that
⟨ψ(t), ψ(t)⟩ = 1 holds. As we have seen before, we denote the inner product by
⟨, ⟩ which is defined by

⟨ϕ, ψ⟩ :=
∫
Rd

ϕ(q)ψ(q)dq

A wave function ψ(t) does have an average position ⟨q(t)⟩, defined as

⟨q(t)⟩ := ⟨Qψ(t), ψ(t)⟩ =
∫
Rd

q|ψ(t, q)|2dq

where the position operator Q is the operation of multiplication by q, which means
that Qψ(t, q) := qψ(t, q). It also has an average momentum ⟨p(t)⟩ defined as

⟨p(t)⟩ := ⟨Pψ(t), ψ(t)⟩ = ℏ
i

∫
Rd

(∇qψ(t, q))ψ(t, q)dq

where the momentum operator P is defined by Planck’s law

Pψ(t, q) :=
ℏ
i
∇qψ(t, q)

The vector ⟨p(t)⟩ is a real-valued vector because all the components of P are self-
adjoint.
This gives us the time-dependent Schrödinger equation iℏ∂ψ∂t = Hψ, where H =
|P |2
2m + V (Q). We have that V (q) represents the potential energy of the particle.

In other words, we have

iℏ
∂ψ

∂t
(t, q) = − ℏ2

2m
∆qψ(t, q) + V (q)ψ(t, q)
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where ∆qψ is the Laplacian of ψ. We can normalize this equation as
ℏ = m = 1 and write x instead of q, and we can now write the Schrödinger
equation in the form i∂ψ∂t (t, x) = −∆xψ(t, x) + V (x)ψ(t, x).

We will now look at the time-independent Schrödinger equation. It is possible
that the quantum state ψ oscillates in time according to the formula ψ(t, q) =

e
E
iℏ tψ(0, q) for some real number E. If this holds, it is true that Hψ(t) = Eψ(t) for

all times t, and this is known as the time-independent Schrödinger equation. E is
referred to as the energy level or the eigenvalue of the state ψ. In general ψ does
not have a simple oscillation behaviour in time but is instead a superposition or
linear combination of such oscillating states.

4.4 What about the Schrödinger equation with |x|2

The Schrödinger equation with an |x|2 term can be realized by using a class of
time-dependent quadratic operators of the following form

L = −κ1(t)∆ + κ2(t)|x|2

where 0 ≤ κ2(t) depends continuously on time t for 0 ≤ t ≤ T , we also assume
that κ1(t) is bounded below by a positive constant and κ1 ∈ C1([0, T ]).

Using this time-dependent quadratic operator we can write

∂

∂t
u(t, x) + iLu(t, x) = 0 0 < t ≤ T, x ∈ Rd

with initial condition u0 = u(0, x). The term |x|2 is non L2(Rd), and because of
this, we need a different definition of well-posedness, which is defined as in [10]
and [15]. We can set

B = {u ∈ L2(Rd) : xαDβ
xu ∈ L2(Rd), α, β ∈ Nd0, |α+ β| ≤ 2}

The space B is a Hilbert space equipped with the norm

∥u∥2B =
∑

α,β∈Nd
0,

|α+β|=2

∥∥∥xαDβ
xu

∥∥∥2
L2(Rd)

To this partial differential equation, we can associate the following Hamiltonian

H = κ1(t)|p|2 + κ2(t)|x|2

15



where κ1(t), κ2(t) are continuous functions. The Hamiltonian trajectories are the
solution (x(t), p(t)) to

dxi(t)

dt
= 2κ1(t)pi(t)

dpi(t)

dt
= −2κ2(t)xi(t) i = 1, . . . , d 0 ≤ t ≤ T

with (x(0), p(0)) such that x(0) = (1, . . . , 1), p(0) = (0, . . . , 0). It is non-zero if
for all times t, 0 ≤ t ≤ T if xi(t) ̸= 0 for all i = 1 . . . , d and the quantity

a(t) = e
−

∫ t
0

pi(s)κ1(s)

xi(s)
ds

is bounded. This quantity is the amplitude of a one-dimensional wave packet.
This definition can be found in section 2 of [15], where it is definition 2.

5 Hermite polynomials and functions

As is done in chapter 18 of [1] we will give an overview of the Hermite polynomials,
Hermite functions and its most important properties.
The Hermite polynomials are given by

Hn(x) = (−1)nex
2 dn

dxn
e−x

2

The Hermite polynomials are orthogonal with respect to the function w(x) = e−x
2
.

This means that ∫ ∞

−∞
Hm(x)Hn(x)w(x)dx = 0

for all m ̸= n. Furthermore, we have∫ ∞

−∞
Hm(x)Hn(x)w(x)dx = 2nn!

√
πδmn

where δmn is the Kronecker delta.

The first six Hermite polynomials are given by

H0(x) = 1

H1(x) = 2x

H2(x) = 4x2 − 2

H3(x) = 8x3 − 12x

H4(x) = 16x4 − 48x2 + 12

H5(x) = 32x5 − 160x3 + 120x
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We can put these polynomials in a graph to get a better idea of what they look
like.

Figure 1: The first six Hermite polynomials [19]

Using the Hermite polynomials we can define the Hermite functions in the follow-
ing way

hn(x) =
1√

2nn!
√
π
Hn(x)e

−x2

2

which is a normalization of the Hermite polynomials. We have seen that the Her-
mite polynomials are orthogonal with respect to the weight function w(x) = e−x

2
,

so by normalizing these we have that the Hermite functions are an orthonormal
basis for the Hilbert space L2(R2). We can show that∫ ∞

−∞
hm(x)hn(x)dx = δmn

The first six Hermite functions are given by

h0(x) = π−
1
4 e−

1
2
x2

h1(x) =
√
2π−

1
4xe−

1
2
x2

h2(x) = (
√
2π

1
4 )−1(2x2 − 1)e−

1
2
x2

h3(x) = (
√
3π

1
4 )−1(2x3 − 3x)e−

1
2
x2

h4(x) = (2
√
6π

1
4 )−1(4x4 − 12x3 + 3)e−

1
2
x2

h5(x) = (2
√
15π

1
4 )−1(4x5 − 20x3 + 15x)e−

1
2
x2
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Figure 2: The first six Hermite functions [19]

We can also find the exponential generating function of the Hermite polynomials,
as is done in [13]. This is given by

g(x, t) = e−t
2+2tx =

∞∑
n=0

Hn(x)
tn

n!

Using the exponential generating function we can find the recurrence relation in
the following way

∂

∂t
g(x, t) = (−2t+ 2x)e−t

2+2tx =

∞∑
n=0

Hn+1(x)
tn

n!

We can expand the terms and put in the generating function again to obtain

−2
∞∑
n=0

Hn(x)
tn+1

n!
+ 2x

∞∑
n=0

Hn(x)
tn

n!
=

∞∑
n=1

Hn(x)
tn−1

(n− 1)!

Relabeling this equation and equating the coefficients of tn gives the following
recurrence relation

Hn+1(x) = 2xHn(x)− 2nHn−1(x) for n ≥ 1

Using a similar trick we can also find the derivative of the Hermite polynomial.
This time we differentiate the generating function with respect to x instead of t
to obtain

∂

∂x
g(x, t) = 2te−t

2+2tx =
∞∑
n=0

H ′
n(x)

tn

n!

18



Plugging into the generating function we get

2

∞∑
n=0

Hn(x)
tn+1

n!
=

∞∑
n=1

Hn(x)
tn

n!

Relabeling and equating the coefficients of tn gives

H ′
n(x) = 2nHn−1(x) for n ̸= 1

From these two facts, we can derive the Hermite differential equation. Combining

Hn+1(x) = 2xHn(x)− 2nHn−1(x) and H ′
n(x) = 2nHn−1(x)

gives us
Hn+1(x) = 2xHn(x)−H ′

n(x)

To obtain the Hermite differential equation, we differentiate the equation above
with respect to x to obtain

H ′
n+1(x) = 2Hn(x) + 2xH ′

n(x)−H”n(x)

rewriting this gives us

H ′′
n(x)− 2xH ′

n(x) + 2nHn(x) = 0

which is how the Hermite differential equation is obtained. As can be expected,
the Hermite polynomials are solutions to the Hermite differential equation.

5.1 Use of Hermite polynomials in solving equations

There are multiple reasons why the Hermite polynomials are interesting and use-
ful. In this section, we give a short overview of how the Hermite polynomials can
help us solve the Schrödinger equation.

First of all, the Hermite functions are the eigenfunctions of the Fourier transform.
This can be seen in the following way

F [hn(x)](k) = ĥn(k) =
1√
2π

∫ ∞

−∞
eixkhn(x)dx = (−i)nhn(k)

This means that they satisfy F(hn(x)) = (−i)nhn(x). Here we can see the relation
between the Fourier transform and the Hermite functions.
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Another way that Hermite polynomials and Hermite functions can help us solve
the equation is in the following way. After we normalize the Hermite polynomials
into the Hermite functions, we have the Hermite differential equation in terms of
Hermite functions, namely as

h′′n(x) + (2n+ 1− x2)hn(x) = 0

This equation is equivalent to the Schrödinger equation for the harmonic os-
cillators. This means that Hermite functions are eigenfunctions of this specific
Schrödinger equation.

We can also look at the simple harmonic oscillator [3]. First, we recall the time-
independent Schrödinger equation

− ℏ2

2m

d2

dx2
ψ(x) + V (x)ψ(x) = Eψ(x)

where m is the particle mass and E is its energy. We obtain the simple harmonic
oscillator when V (x) = 1

2mω
2x2 and the Schrödinger equation becomes

d2

dx2
ψ(x) + (−m

2ω2

ℏ2
x2 +

2mE

ℏ2
)ψ(x) = 0

This looks very similar to the Hermite equation in terms of Hermite functions.
The Hermite functions are solutions of the simple harmonic oscillator. They are
also the eigenfunctions of the simple harmonic oscillator when ℏ = m = 1.

5.2 Multivariate Hermite polynomials

We can extend all this theory to multivariate Hermite polynomials, like is done in
[multivariableHermite]. Before we do this we recall the multi-index notation: a
d-dimensional multi-index is a d-tuple k = (k1, . . . , kd) with nonnegative integer
entries. We have the following properties for k, j ∈ Nd0 and x ∈ Rd :

• k ≤ j ⇔ ki ≤ ji for all i = 1, . . . , d

• k + j = (k1 + j1, . . . , kd + jd)

• |k| = k1 + · · ·+ kd

• k! = k1! · · · kd!

• xk = xk11 · · ·xkdd
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We can now define the multivariate Hermite polynomial Hk(x) with x ∈ Rd as

Hk(x) =

d∏
j=1

Hkj (xj)

The exponential generating function G of the Hermite polynomials is given by

G(x, t) := e2x
⊤
t− t⊤t =

∑
k∈Nd

0

Hk(x)
tk

k!

with x, t ∈ Rd.

6 Wave packet for the Schrödinger equation

We have to start by understanding what a wave packet is before we can look at
the wave packet for the Schrödinger equation.

We know that when solving a wave equation it is possible that there are multiple
solutions to this equation. The superposition principle states that when there are
multiple solutions to the wave equation, the sum of the solutions is also a solution
to the wave equation. A wave packet is a combination of component waves.
This means that a wave packet can be analyzed into an infinite set of sinusoidal
waves of different frequencies, with phases and amplitudes such that they interfere
constructively over a small portion of space and destructively elsewhere.

Figure 3: Wave packet[20]
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Now that we have an idea of what a wave packet is in words, let us have a look
at wave packets from a mathematical perspective, as is done in [2].
First, we define a plane wave as the following function

ψ(t, x) = Aei(kx−ωt)

where A is the amplitude of the wave, k is the wave number and ω is the angular
frequency. When A, k and ω are constants, plane waves are solutions of the wave
equation

∂2ψ(t, x)

∂t2
= c2

∂2ψ(t, x)

∂x2

provided that ω = ±ck. This is a special case, namely a non-dispersive wave
propagation. Dispersive waves occur when ω is a function of k and the second
derivative of ω is not identically zero. Here we have taken A as a constant, but
generally, it does not need to be a constant, it can be time-dependent.
A wave packet is a linear combination of several plane waves, namely

ψ(t, x) =
∑
k

B(t, k)ei(kx−ω(k)t)

where B(t, k) is the product of the coefficients of the linear combination and the
amplitude of each plane wave.
A superposition may involve a continuously varying k over a given real interval
or over all real axis. When this is the case, the sum in the wave packet becomes
an integral over all real values of k. We have that B(t, k) becomes infinitesimal,
namely B(t, k) = b(t, k)dk so that we have the following equation for the wave
packet

ψ(t, k) =

∞∫
−∞

b(t, k)ei(kx−ω(k)t)dk

The Fourier transform of ψ(t, x) is given by

ψ̂(t, k) =
√
2πb(t, k)e−iω(k)t

Every function ψ(t, x) that admits a Fourier transform can be considered as a
wave packet.

Now that we know what a wave packet is, let us have a look at the following
equation, which is the wave equation

(∂2t −∆x)u = 0

u(0, x) = f(x)

∂tu(0, x) = g(x)
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We can take the Fourier transform of this wave equation where we use the prop-
erties of Fourier transforms of derivatives that are discussed in part 3, which gives

(∂2t − i2|ξ|2)û = 0

By taking the Fourier transform of the wave equation, we obtain an equation that
is easier to work with as we can factorize it into the following

(∂t − i|ξ|)(∂t + i|ξ|)û = 0

which gives us ∂tû = i|ξ|û and ∂tû = −i|ξ|û. These are both ordinary differential
equations that we can solve. The solutions are given by

û(t, ξ) = e±i|ξ|t+C

where C is a constant. We see that we obtain two solutions which we need to
match up to the initial conditions. this we also need to take the Fourier transforms
of the initial conditions of the wave equation, which gives us

û(0, ξ) = f̂(ξ)

∂tû(0, ξ) = iξĝ(ξ)

Using this first initial condition we find

û(t, ξ) = e±i|ξ|tf̂(ξ)

From equations (2.100) (2.101) in [2] we obtain the following as we are also working
in a spherical space

û(t, ξ) =
e±i|ξ|t

|ξ|
f̂(ξ)

To find the solution to the wave equation we use our solutions to the ordinary
differential equations to see that we obtain the following using the inverse Fourier
transform

u(t, x) =

∞∫
−∞

e±i|ξ|t

|ξ|
f̂(ξ)ei|ξ|xdξ

As an example of an initial condition to the wave equation, we can take

f(x) =
∑

cne
−|x−xn|2

σ
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Taking the Fourier transform of f(x) and using the properties of the Gaussian
integral we obtain

f̂(ξ) =

∞∫
−∞

∑
cne

−|x−xn|2
σ e−i|ξ|xdx

=
∑

cn

∞∫
−∞

e
−|x−xn|2

σ
−i|ξ|xdx

=
∑

cn

∞∫
−∞

e−
x2

σ
+( 2xn

σ
−i|ξ|)x−x2n

σ dx

=
∑

cn
√
πσe

x2n
σ

−xni|ξ|−σ|ξ|2
4

−x2n
σ

=
∑

cn
√
πσe−

σ|ξ|2
4 e−xni|ξ|

Now we have the initial condition that is needed to obtain the solution to the
wave equation. The solution of the wave equation is now given by

u(t, x) =

∞∫
−∞

e±i|ξ|t

|ξ|
∑

cn
√
πσe−

σ|ξ|2
4 e−xni|ξ|ei|ξ|xdξ

This gives a nice tractable solution for generic Gaussian initial conditions.

7 What is an observability inequality

We have mentioned the Schrödinger equation before, we will now look at the
observability for this equation. We take a look at the introduction of [7] where they
define an observability inequality in the following way. An observation inequality
for the Schrödinger equation is an inequality of the form

||ψ0||2L2(Rd) ≤ C

∫ T

0

∫
Ω
|ψ(t, x)|2dxdt

for some T > 0, where Ω is an open subset of Rd, and C is a positive constant,
which holds for some appropriate class of initial data ψ0.

For the problem we want to study later on, we want to be more specific to our
equation. For this reason, we look at how the observability equation is defined in
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[15] and give a short summary of the introduction of this paper. We take D,D0 as
bounded smooth subdomains of Rd with D0 ⊂ D. The equation that we consider
is the controlled linear Schrödinger equation

i∂tu(t, x) = −∆u(t, x) + V (t, x)u(t, x) + f(t, x)1D0(x) in (0, T )×D

u(t, x) = 0 on (0, T )× ∂D

u0(x) = u(0, x) in D

here u(t, x) is the state, f(t, x) is the control and V (t, x) is the potential, each of
these can be a complex function. This system is well-posed in L2(D) with controls
in L2((0, T )×D) for L∞((0, T )×D) potentials [21].
The solution to the controlled linear Schrödinger equation with an L∞ potential
is controllable to another state uT = u(T, x) if, provided the Hamiltonian flow,
and the observation set satisfies the Geometric Control Condition. If a solution
is observable, then often by duality the solution to the adjoint equation is con-
trollable. Interior observability amounts to the solution u satisfying an estimate
of the form

||u0||L2(D) ≤ CT ||u||L2((0,T )×D0)

for some nonzero CT , 0 < T <∞.

Much is known about the observability problem for Schrödinger equations on a
bounded domain with L∞ potentials. When we replace D with Rd and D0, the
support of the control, with ω = Rd\Ω̄ where Ω is a bounded domain, much less
is known about the observability problem for the Schrödinger equation. We now
want to establish observability for

i∂tu = (−κ1(t)∆ + κ2(t)|x|2)u 0 < t ≤ T, x ∈ Rd

u(0, x) = u0(x)

where κ1(t) ∈ C1([0, T ]), κ2 ∈ C([0, T ]) and u(0, x) is real valued and in a weighted
L2(Rd) space. This means that we want to establish a bound for the solution of
the above partial differential equation as

||u0||L2(Rd) ≤ CT ||u||L2((0,T )×ω)

which is challenging as ω is no longer bounded. The potential is not compactly
supported, which makes the problem more challenging. The Schrödinger oper-
ator in the free space with a non-compactly supported potential behaves much
differently.

Any quantum mechanical system with a potential energy V (x) has local equilib-
rium points which can be analysed by the model for a quadratic Hamiltonian,
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where κ1(t) = κ2(t) =
1
2 . Taking the Taylor expansion of V (x) around the point

x0 gives

V (x) ≈ V (x0) +∇V (x0)(x− x0) +
1

2
∇2V (x0)(x− x0)

2

The second term of the expansion vanishes when x0 is a critical point. We can
translate x0 to zero to obtain

V (x) ≈ V (x0) +
1

2
∇2V (x0)x

2

this model is now reduced to the one of the harmonic oscillator. The Hamiltonian
associated to this operator is 1

2(|p|
2 + |x|2). The Hamiltonian ray path for this

operator is computed by solving the system of ODEs

dx(t)

dt
= p(t)

dp(t)

dt
= −x(t)

This operator has a cusp at zero, which means that there is one point for which
the Hamiltonian ray path is such that dx(t)

dt = 0 which can affect the validity of a
Gaussian wavepacket construction.

8 Main result

In this section we want to find u(t, x) that solves the following equation

i∂tu = κ2(t)|x|2u+∆u

which is the equation with the time-quadratic operator where we take κ1(t) =
1 and we have 0 ≤ κ2(t) depending continuously on time t for 0 ≤ t ≤ T .
Furthermore, we want to find the observability constant and the observation set
for certain cases. Finding the observability constant is possible when the initial
data is of a certain form.

We can look at the following example where we take the following initial conditions
to this equation

f(x) =
dk

dxk
(e−x

2
)
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We have that the Fourier transform of this initial data is

f̂(ξ) =

∞∫
−∞

dk

dxk
(e−x

2
)e−iξxdx

= (iξ)k
∞∫

−∞

e−x
2
e−iξxdx

= (iξ)k
√
πe−

|ξ|2
4

where we use the Gaussian integral.

To be able to solve this equation we need the following lemma, which gives us the
solution of the equation using the Fourier integral operator.

Lemma 8.1. Assume the Hamiltonian flow is non-zero for all 0 ≤ t ≤ T . The
associated FIO solution to

∂

∂t
u(t, x) + iLu(t, x) = 0, 0 < t ≤ T, x ∈ Rd

can be written as

u(t, x) =
1

(2π)d/2

∫
Rd

eiϕ(t,x,η)(a(t))dû0(η)dη

The equality is understood for non-L1 u0 functions in the sense of distributions
as above. The phase is of the form

iϕ(t, x, η) = iy1(t)|x|2 + iy2(t)x · η + iy3(t)|η|2

where y1(t), y2(t), y3(t) are functions of t as determined by the following system
of ordinary differential equations

y′1(t) = −4κ1(t)(y1(t))
2 − κ2(t) y1(0) = 0

y′2(t) = −4κ1(t)y1(t)y2(t) y2(0) = 1

y′3(t) = −κ1(t)y22(t) y3(0) = 0

and the amplitude satisfies

a(t) = e−2
∫ t
0 y1(s)κ1(s)ds

The proof of this lemma can be found in [15]. An idea of this proof is given below.
We have that the phase is given by ϕ(t, x, η) = y1(t)|x|2 + y2(t)x · η + y3(t)|η|2.
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This phase must solve the eikonal equation ∂
∂tϕ + κ1(t)|∇xϕ|2 + κ2(t)|x|2 = 0.

This gives us the following equation

y′1(t)|x|2+y′2(t)x·η+y′3(t)|η|2+4y21(t)|x|2+y22(t)|η|2+4y1(t)y2(t)x·η+κ2(t)|x|2 = 0

We can now see that we get the system of ordinary differential equations.

To solve the equation we take this lemma with κ1 = 1 and κ2 = κ2. Using the
results from the lemma and û0(η) = f̂(η) we get

u(t, x) =
a(t)√
2π

∞∫
−∞

eiy1(t)|x|
2+iy2(t)x·η+iy3(t)|η|2(iη)k

√
πe−

|η|2
4 dη

where a(t) = e−2
∫ t
0 y1(s).

When we take k = 1 we obtain the following

u(t, x) =
a(t)√

2

∞∫
−∞

iηeiy1(t)|x|
2+iy2(t)x·η+(iy3(t)− 1

4
)|η|2dη

=
−a(t)

√
2π2xy2(t)e

ix2(y1(t)−
y22(t)

i+4y3(t)
)

(1− 4iy3(t))
3
2

Taking k = 2 gives

u(t, x) =
a(t)√

2

∞∫
−∞

(iη)2eiy1(t)|x|
2+iy2(t)x·η+(iy3(t)− 1

4
)|η|2dη

=
a(t)

√
2π(4x2y22(t) + 8iy3(t)− 2)e

ix2(y1(t)−
y22(t)

i+4y3(t)
)

(1− 4iy3(t))
5
2

Looking at these specific cases, we start to see a pattern. We recognize that the
Hermite polynomials are in these equations.

We can find a generalized solution u(t, x) when we look at the pattern we observe
from these different cases. Namely,

u(t, x) =
(−1)ka(t)

√
2πHk(xy2(t))e

ix2(y1(t)−
y22(t)

i+4y3(t)
)

(1− 4iy3(t))
2k+1

2

To find the observability constant we take u(t, x) = ϕk(t, x).
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We will have a look at the problem when we take time t = 0. This means that we

have y1(0) = 0, y2(0) = 1 and y3(0) = 0 and we also have a(0) = e−2
∫ 0
0 y1(s)ds = 1

by the lemma. Furthermore, at time t = 0, the Gaussians are normalized to be
a constant. Substituting our findings into the function for ϕ we found before, we
obtain the following

ϕk(0, x) =
√
2πHk(x)e

−x2

The Gaussian normalization constant is now calculated by

∞∫
−∞

|Ae−x2 |2dx =

√
π

2

This means that A2 =
√

2
π and thus the normalization constant is A =

(
2
π

) 1
4 .

Now we can take the inner products ⟨ϕk, ϕj⟩ where k ̸= j and ⟨ϕk, ϕk⟩, where we
take time t = 0. To find the observability constant, we remove the plane below
x = −10, so we get the following integrals.

⟨ϕ1, ϕ1⟩ =
∞∫

−10

(−
√
2π2xe−x

2
)(−

√
2π2xe−x

2
)e−x

2
dx

=
2

9
π

(
− 400

e300
+
√
3π(1 + erf(10

√
3))

)

⟨ϕ1, ϕ2⟩ =
∞∫

−10

(−
√
2π2xe−x

2
)(
√
2π(4x2 − 2)e−x

2
)e−x

2
dx

= −2396π

e300

⟨ϕ2, ϕ2⟩ =
∞∫

−10

(
√
2π(4x2 − 2)e−x

2
)(
√
2π(4x2 − 2)e−x

2
)e−x

2
dx

=
8

9
π

(
−5970

e300
+
√
3π(1 + erf(10

√
3))

)

Now with this, we can find the observability constant by taking the sum of these
solutions to the inner products and dividing them by the sum of the normalization
constants. This results in the following observability constant. This means that
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the observability constant is given by

2
9π

(
− 400
e300

+
√
3π(1 + erf(10

√
3))

)
− 2396π

e300
+ 8

9π
(
−5970
e300

+
√
3π(1 + erf(10

√
3))

)
3
(
2
π

) 1
4

=
−7716π

e300
+ 10

9 π
√
2π erf(10

√
3) + 10

9 π

3
(
2
π

) 1
4

From this example, we see we can that the observability constant is computable
with a weight, which is an exact constant.

9 Conclusion

What can be concluded from the results in the last section is that we can find
exact solutions to the equations with time-dependent operators of any time with a
quadratic potential. These solutions have not been constructed before in literature
except for in the paper [15] by Alden Waters, on which this paper was based. We
see that this solution is written in terms of the Hermite polynomials, which can be
done when the initial data takes a specific form. Furthermore, we have shown that
one can find the observability constant when we have initial data of the same form
as for the exact solution. We have also seen that taking generic Gaussian initial
conditions to the wave equation leads to a tractable solution, which is different
from what is done in most literature.

9.1 Future work

As was mentioned, the solutions to equations with time-dependent operators of
any time with a quadratic potential have not been constructed before in litera-
ture. There is therefore a lot more research that can be done in this part of the
field. Taking different initial conditions can lead to a difference in results. For
example, one can take initial data that consists of Hermite functions. Future work
can also include computing the observability constant using propagated Hermite
polynomials. Using these propagated Hermite polynomials, the constant is closely
approximated for generic B-valued initial data. In the papers [6] and [14], one can
find more examples that use Gaussian wave packets to find solutions to specific
problems.
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