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INTRODUCTION

1 Introduction

In the last decades, photovoltaic technology has advanced greatly, resulting in higher chances to
create a purely solar-powered vehicle. Because of these developments, and the need to explore
sustainable energy, the first World Solar Challenge (or WSC) was organized in 1987. The
objective of the challenge is to encourage innovation in solar electric vehicle (or SEV) technology
by means of an endurance race through Australia. The race starts at Darwin and ends in
Adelaide, covering approximately 3200 km. The winner of the challenge is the team that finishes
the race the fastest, with an entirely solar-powered vehicle. In this way, the challenge seeks to
encourage innovation in SEV technology [1].

The team Top Dutch Solar Racing (or TDSR), situated in Groningen, the Netherlands, has been
participating in the challenge since 2019. With their car Green Lightning, they have participated
in the WSC and obtained 4th place. In 2021 they participated in the Moroccan World Solar
Challenge, an alternative challenge due to the restrictions enforced by the Australian government
at that moment, and again obtained 4th place [2].

Figure 1.1: The 2019 and 2021 SEVs, Green Lightning (left) and Green Spirit (right), engineered
by TDSR. Differences in the cars are not only due to the optimizations but also due to differences
in the competition regulations [1].

In the context of SEVs in this challenge, the most significant loss of energy is due to aerodynamic
resistance. It is therefore essential that aerodynamic resistance, or drag, is minimized as much
as possible to increase the efficiency of the vehicle. Thus far, only the head-on direction of the
wind has been taken into account by TDSR when developing the aerodynamic design of the car.
This method is time efficient but does not give a complete picture of the aerodynamics in all
circumstances. Any side winds will produce an apparent wind that changes the relative velocity
magnitude, and more importantly, the relative angle. In fact, the side winds in the race are not
symmetrical, so this should be considered and might even be exploited by an asymmetric car
design.

In this thesis asymmetry will be introduced by means of cambering the airfoil profile that is used
as a basis for SEVs. The expected wind distribution will be derived, which is what the vehicles
with varying amounts of camber will then be simulated in. To validate the computational model
used for the simulations, a mesh convergence study will be performed. A weighted average of
the drag over the probability distribution is then calculated, to determine the effectiveness of
cambering the vehicle.

What can be concluded from this computational study is that an increase in cambering causes the
weighted drag average to increase. This is because cambering causes a higher drag to be produced
then the counteracting lift force, which is explained by the reason that the vehicle cannot be
approximated as a simple airfoil. It is however shown that by introducing asymmetry into the
vehicle, an asymmetric drag distribution is obtained. With better exploitation of asymmetry
into SEVs, an improved weighted drag area could in future research be achieved.
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2 Theory

In this section, the theoretical basis for this thesis will be given. The first section is regarding
the concept of drag reduction by cambering the vehicle shape, which is the main principle by
which asymmetry will be achieved. The latter sections give a basis for the computational model
and its methods of validation that will be used.

2.1 Streamlined vehicle aerodynamics

The force at any point on the vehicle is given by the summation of the force perpendicular and
tangential to the surface. The perpendicular force is most commonly called pressure force and
the tangential force is most commonly called shear force. Integrating the pressure p, and shear
stress τ , over the surface S of the car results in the total aerodynamic force on the body, given
by the magnitude,

Faero =

∫∫
S

pdS +

∫∫
S

τdS, (2.1)

the component of this force that is opposite to the movement of the vehicle, called drag, is most
commonly expressed as follows,

Fd =
1

2
CdAρu2

∞, (2.2)

where Cd is the drag coefficient, A is a chosen reference area of the vehicle, ρ is the density of the
fluid, and u∞ is free stream velocity. Next to the drag coefficient and reference area, the force
is dependent on the velocity and density of the fluid, which does not describe the properties of
the vehicle itself. Therefore, the component that can be controlled by the geometry of the car,
and should be minimized, is the CdA.

Now consider a situation where the vehicle is moving in a direction and magnitude given by v
and experiences a constant wind parallel to the ground in a frame relative to the ground with
magnitude and direction given by w. The apparent wind on the vehicle is then calculated by
wa = w − v, see figure 2.1. The apparent angle θ and apparent magnitude wa are then, by
means of the cosine rule, calculated using equation 2.3 and 2.4,

wa =
√
w2 + v2 + 2wv cos γ, (2.3)

θ = arccos

(
w cos γ + v

wa

)
, (2.4)

where w and v, are the magnitudes of the previously mentioned vectors, and γ is the angle of the
wind w with respect to the driving direction of the vehicle. In such a situation, the aerodynamic
force has a component parallel to the direction of flow, Fd, and a component perpendicular to
the flow direction, Fl. This perpendicular force has a great effect on the total drag of the vehicle,
which is most easily illustrated in the context of an airfoil as seen in figure 2.1.
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Fl

Fd
Fl,∥wa

Fd,∥

𝛉

v
w𝛄

Figure 2.1: Free body diagram of an airfoil at an angle of attack, showing how the total drag
force can be reduced by decomposition of the drag and lift force along the chord line (dashed
line). The airfoil can be interpreted as an SEV in the top view.

The airfoil produces an upwards force Fl, called lift, and a backwards force Fd, called drag.
When breaking these forces down in the direction of the chord line, that is the line connecting
the leading and trailing edge of the airfoil, the lift force produces a component opposite to the
drag force. The total force in the direction of the chord line is expressed by equation 2.7.

Ftot,∥ = Fd,∥ − Fl,∥, (2.5)

= Fd cos θ − Fl sin θ, (2.6)

=
1

2
ρAw2

a(Cd(θ) cos θ − Cl(θ) sin θ), (2.7)

this breaking down of forces has the important conclusion that an airfoil that produces lift at an
angle of attack can have a reduced drag in the direction of the velocity vector v or the chord line)
compared to an airfoil that produces less lift but the same drag at that same angle, assuming
that the drag increases minimally. In the context of an SEV, where the driving direction is the
chord line, the drag can be reduced by creating ’lift’. This effect is very significantly seen in for
example a sailboat, where the sail produces a force that can propel the boat forwards. Because
we are dealing with an asymmetric distribution of side winds, the weighted average drag can be
calculated according to equation 2.8, which assumes a constant wind velocity,

CdA =
2

ρw2
a

∫
P (θ)Fd(θ)dθ, (2.8)

where P (θ) gives the probability of an apparent wind happening at θ. To simplify notation, Fd

is now the drag in direction of the chord line Ftot,∥, instead of in the direction of the wind. The
way by which lift at angles of attack can be manipulated in airfoils is by means of cambering,
which is the asymmetry of an airfoil along the chord line. The camber line is the collection of
points equidistant from the bottom to the top surface of the airfoil. The maximum camber is
a percentage of the maximum distance from the chord to the camber line with respect to the
chord length. In figure 2.2 two similar 4-digit NACA airfoils can be seen, one symmetric, and
one cambered with 1% maximum camber [3].
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Figure 2.2: Lift constant versus angle of attack for a symmetric and cambered airfoil: NACA-
0012 (max thickness 12% of the chord at 30% chord) and NACA-1412 (max thickness 12% of
the chord at 29.9% chord and maximum camber 1% at 40% chord) respectively [4][5].

What can be seen from the figure is that the lift profile is significantly different for the symmetric
airfoil. The point at which the cambered airfoil generates 0 lift has shifted to a negative angle of
attack compared to the symmetric airfoil. Meaning that before this point the cambered airfoil
will not help in reducing the drag in the direction of the chord line. But after this point, the
cambered airfoil could help more than the symmetric airfoil. This is assuming that the drag force
does not increase significantly when cambering the airfoil, which is the case for this situation as
can be concluded from figure 2.2. Finding the optimal cambered airfoil profile to minimize the
amount of drag in a side wind distribution has therefore become a complicated task, which is
the subject of this thesis [6].

2.2 Turbulence model

A viscous fluid flow is governed by the Navier-Stokes (or N-S) equations. Solving these directly
using direct numerical simulation requires a very fine spatial and temporal resolution to resolve
the turbulent effects on all scales. On a large scale with high Reynolds numbers, this is compu-
tationally too expensive. Instead, an approximate model of turbulence will have to be used. In
the following section the approximations to the turbulence model that will be used, the k − ω
Shear Stress Transport (or SST) model, are derived and motivated.

In a model where flow is incompressible and without external body forces the N-S equations
reduce to the following equations.

ρ
Dui

Dt
= − ∂p

∂xi
+ µ

∂2ui

∂xj∂xj
, (2.9)

∂ui

∂xi
= 0, (2.10)

where ui is the flow velocity, Dui

Dt = ∂ui

∂t + uj
ui

xj
is the material derivative of the flow velocity, p

is the pressure, µ is the dynamic viscosity, and ρ is the density. Using Reynolds decomposition,
the dependent flow variables are separated into a mean, temporally and spatially independent
part, and a fluctuating, temporally and spatially dependent part [7].

ui = ui + u′
i, (2.11)

p = p+ p′, (2.12)

6



THEORY

the average of the fluctuating part reduces to zero when averaging. Using the conventional
ensemble rules of averaging the Reynolds Averaged N-S equations, or RANS equations, it follows
that,

ρ
Dui

Dt
= − ∂p

∂xi
+ µ

∂2ui

∂xj∂xj
+

∂

∂xj
Rij , (2.13)

∂ui

∂xi
= 0, (2.14)

where Rij = −ρu′
iu

′
j are the Reynolds stresses. By expressing the Reynolds stresses in terms

of the mean flow variables, the RANS equations can be solved. In the eddy viscosity model
this is done by means of the Boussinesq hypothesis [8], which assumes that turbulence is due to
Brownian motion and introduces a new variable µt, called the eddy viscosity,

Rij = 2µtS
∗
ij −

2

3
kδij , (2.15)

where Sij = 1
2

(
∂ui

∂xj
+

∂uj

∂xi

)
is the strain rate, k = 1

2ρu
′
iu

′
i is the turbulent kinetic energy, and δij

is the Kronecker delta. The Eddy viscosity, µt, is then modeled by the two-equation turbulence
model k − ω SST introduced by Wilcox [9],

µt =
k

ω
, (2.16)

where ω is the specific turbulence dissipation rate. This results in the following equations for
the k − ω SST model [9],

∂k

∂t
+ uj

∂k

∂xj
= Rij

∂ui

∂xj
− β∗kω +

∂

∂xj

[
(µ+ σ∗µt)

∂k

∂xj

]
, (2.17)

∂ω

∂t
+ uj

∂ω

∂xj
= α

ω

k
Rij

∂ui

∂xj
− βω2 +

∂

∂xj

[
(µ+ σµt)

∂ω

∂xj

]
, (2.18)

where the coefficients α, β, β∗, σ and σ∗ can be found at [10]. This results in the following
approximations being used for the k − ω SST model:

• The fluid is incompressible and without body accelerations.

• The Boussinesq hypothesis holds, meaning that turbulence is approximated as Brownian
motion. There are no impinging jets, strong curvatures, and axial strains present in the
geometry [11].

To find the drag forces, first equations 2.18 and 2.19 are simultaneously solved, after which
a velocity and pressure field is known. Then the shear stress on the surface of the vehicle
can be calculated by taking the derivative of the velocity with respect to the distance to the
surface. Together with the pressure on the surface of the vehicle, the total force can be calculated
according to equation 2.1. The software that will be used to perform the simulations is Ansys
Fluent 2022 R2 [12], which uses the Finite Volume Method to discretize the equations used in
the k − ω SST model and the SIMPLEC algorithm to solve the equations.

2.3 Fluid boundary layer

In viscous fluids, the no-slip condition states that due to adhesive forces between the fluid and
solid boundary, the fluid has zero velocity at the solid boundary. Due to cohesive forces within
the fluid, the velocity of the fluid from that boundary gradually approaches the free stream
velocity. This forms a layer of flow close to the solid surface, called a boundary layer. The
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average velocity profile of a boundary layer can be expressed in terms of y+ and u+ [13]. Here
y+ is the dimensionless distance to the no-slip surface,

y+ =
yuτ

ν
, (2.19)

where uτ =
√

τ
ρ , y is the distance to the surface, and ν is the kinematic viscosity of the fluid.

The dimensionless velocity at the dimensionless distance to the surface is given by,

u+ =

{
y+ y+ < 5
1
κ ln y+ + C+ y+ > 30

,

where for smooth walls, the von Karman constant κ ≈ 0.41 and C+ ≈ 5.0 [13]. The region
between 5 and 30 y+ is not approximated by a linear or logarithmic law. Because the k−ω SST
model does not approximate the boundary layer, it has to be discretized entirely. Therefore it
is important that the element size close to the wall is valued multiple times smaller than 5, such
that the entire velocity profile is captured. In section 4.1.3 it will be shown that this is indeed
the case.

2.4 Richardson extrapolation

The issue with discretizing (or meshing) the computational domain is that the discretization (or
mesh) has to be fine enough to capture the flow variable gradients, but coarse enough to not
be too computationally expensive. A finer mesh will always produce a more accurate result,
that will approach the true value with an infinitely fine mesh. The purpose of this section is to
motivate the chosen mesh size based on accuracy and computational costs and to determine an
approximate error of the mesh using Richardson extrapolation. This method is presented in the
book by Roach [14].

Suppose we have a number of different meshes that each have a different mesh size h. After
running the simulations they produce a result f(h), which is assumed to be determined entirely
by the discretization of the domain. Assuming the results are in the asymptotic region, the
results get more accurate as h approaches 0. The result can be approximated in the following
manner [15],

f = fh→0 + c1h+ c2h
2 + . . . , (2.20)

if the solution is order p, that means constants c1 untill cp−1 are all 0. Then for a constant
refinement ratio r, the limit can be approximated as follows,

fh→0 ≈ f1 +
f1 − f2
rp − 1

, where p = ln(
f3 − f2
f2 − f1

)/ ln(r), (2.21)

where f1, f2, f3 are the results from mesh sizes h1, h2, h3, organised from coarse to fine. Then
according to Roach, the fractional error of spacing h1, h2 are given by,

E1 =
ε

rp − 1
, E2 =

εrp

rp − 1
, (2.22)

where ε is the relative error defined to be f2−f1
f1

. These errors can then be applied to the
measured information on which the study was performed, which in this case is the drag force on
the model. This information can then be used to decide which mesh to use to get an optimal
balance of computational efficiency and model accuracy.
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3 Methods and model setup

In this section, the steps taken to set up the computational fluid dynamics (or CFD) model are
explained. This involves the simplification of the vehicle geometry, then discretizing the domain
(or meshing) by specifying the size of the discretization elements, and last, determining the
boundary conditions of the model. Next to that, the amount of camber in the vehicles will be
motivated, the setup of the high-performance cluster (or HPC) will be shown, and the approach
to the mesh convergence study will be explained.

3.1 Geometry simplification

Simulating a completely realistic model computer-aided design (or CAD) model, where every
feature is resolved, is not viable because of increasing complexity when discretizing the domain
and because of an increase in computational time to resolve every feature. In the following
points, the simplifications that are made to the model geometry are explained.

• To allow for the better discretization of the fluid at the contact between wheels and ground,
so-called patches are added, which can be seen in figure 3.1. These patches allow for larger
mesh sizes to be used as the infinitely narrow space at the contact line between wheels and
the ground does not need to be meshed.

Figure 3.1: Front and side view of wheel patches. Their size has been kept minimal to not
interfere with fluid flow.

• The trailing edge of the vehicle has a thickness of 1.5mm, this has been increased to 4.5mm
to allow for better discretization with larger elements.

• Because of material roughness, component and material junctions, and manufacturing
imperfections, the surface of the vehicle is not always hydraulically smooth. It is assumed
in this model that the geometry everywhere is perfectly smooth.

• Due to suspension travel and steering movement of the wheels, there needs to be some
clearance to prevent the wheels from touching the body. This clearance creates a hole in
the body through which air can flow. Because modeling the insides of the car makes the
model too complex, the model is not designed with any clearance around the wheels.

• To improve aerodynamic efficiency, the wheels are enclosed by shells approximately 10 mm
removed from the wheels which can be seen in figure 3.2. Because the insides of the vehicle
are not modeled, this feature is not included in the simulation.
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Figure 3.2: The wheel shell that is located around a majority of the wheel. This relatively
complicated part will not be simulated.

3.2 Mesh generation

The next step is to determine how finely discretized different regions of the computational should
be. In regions where high-velocity gradients are expected, the fluid should be finely discretized.
In regions where low-velocity gradients are expected, the fluid can be coarsely discretized. In
the following points from fine to coarse, the refinements in the computational domain will be
motivated.

• In this model a boundary layer is expected on every surface where there is a movement of
the fluid relative to a surface, which includes the solar car, the wheels, and wheel patches.
As described in section 2.3, to fully resolve the boundary layer, the first cell layer height
is of great importance. For these simulations that height will be 1 · 10−5m, which will be
more thoroughly motivated in section 4.1.3.

• In regions where the model has extreme curvatures, such as the wheels, canopy trailing
edge, and vehicle trailing edge, large adverse pressure gradients dp

dx > 0 can cause the
flow to recirculate. This may result in flow separation and turbulence, which can greatly
increase the drag on the vehicle [16]. To be able to capture the effects of flow separation and
the wake on the vehicle, the mesh is refined in regions where this is predicted to happen.
These volumes of refinement or so-called bodies of influence (or BOIs) are visualized in
figure 3.3.

Figure 3.3: Placement of BOIs where separation of attached flow may happen: at the
wheels, near the end of the canopy, and at the vehicle trailing edge.
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• Due to the viscosity of the fluid, far away from the surface of the SEV the fluid flow
approaches the free stream velocity direction and magnitude. In this region the velocity
gradients are very small, therefore a large mesh size can be used. In figure 3.6 can be seen
how three BOIs are used to create a transition from a region near the vehicle, to far away
from the vehicle.

To simulate an angle of attack, all objects in the computational domain, except the vehicle with
the nearest refinement BOI, are rotated with respect to the origin. An example of which can be
seen in figure 3.4.

Figure 3.4: Rotation of objects in the computational domain to obtain apparent wind for the
symmetric vehicle at a 6 degrees angle of attack. The origin does not change its orientation, the
x direction is always in line with the driving direction of the vehicle.

In table 3.1 the sizing used on each fluid domain component are listed. A sizing determines the
element size of that object. The sizings are motivated by the mesh convergence study, of which
more information can be found in section 2.4, 3.6 and 4.1.2.

Object Geometry type Mesh size

trailing edge edge 1 mm

wheel patches face 2 mm

SEV body and wheels face 7 mm

BOI wakes body 15 mm

BOI near body 5 cm

BOI middle body 20 cm

BOI far body 30 cm

enclosure body 51.2 cm

Table 3.1: Mesh sizings for every object in the computational domain. Showing that farther
from the vehicle, discretization elements are significantly larger.

Using this information Ansys Fluent Meshing 2022 R2 meshes the geometry, which uses a non-
structured, poly-hexcore mesh. Meaning that close to surfaces it will use a polygonal mesh to
better capture the geometry, and far away from the surface it uses a hexagonal mesh for increased
computational performance [17]. The resulting mesh can be seen in figure 3.5.
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(a) (b) (c)

(d)

Figure 3.5: In images a, b, and c a cross-section of a plane perpendicular to the driving direc-
tion can be seen, from the large enclosure-sized elements in c to the extremely fine boundary
layer elements in a. In image d, a perspective view of the meshed car geometry and its near
surroundings.

3.3 Boundary conditions

In figure 3.6, the boundary conditions used for the setup can be seen. Five car lengths in
front of the vehicle, there is a velocity inlet, which lets an airflow into the domain at 25 m/s
perpendicular to the inlet surface. Fifteen car lengths behind the vehicle, there is a pressure
outlet, which defines an outflow condition based on pressure [18]. The domains sides and top
consist of symmetry surfaces, meaning that the no-slip condition is not applied to them. The
ground, together with the car body, wheels, and patches do have a no-slip condition. The ground
and wheels have moved relative to the vehicle, which is modeled using the moving reference frame
method. The ground has a velocity of 25 m/s with respect to the car, and the wheels have a
velocity of 92.59 rad/s with respect to the car. In section 4.1, these values will be motivated
more thoroughly. The density of the fluid is 1.255 kg/m3 and the viscosity of the fluid is

12
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1.7894 · 10−05kg/(m · s)[19].

Figure 3.6: Enclosure geometry with refinement objects and boundary conditions. The size of
the enclosure is approximately 100x13x7 meters.

3.4 Cambered vehicles and apparent wind angles

The method by which cambering will be applied in this thesis is by moving the leading and
trailing edge of the SEV. This in turn moves the chord line of the vehicle. Then, by keeping
the widest part of the airfoil consistent among all vehicles, the amount of maximum camber is
the amount we have moved the chord line. The location of maximum thickness of the airfoil is
located at the wheels. The reason for this method is to not increase the width of the vehicle
which significantly increases the aerodynamic drag of the vehicle. The models will be made in
the CAD software Rhinoceros 3D [20] by my colleague Ayzo Wiertsema.

The SEV model that is taken for this thesis is the SEV designed by TDSR for the 2023 WSC.
Because the optimum amount of camber is unknown, a wide range of camber has been taken:
0mm (symmetric), 25mm, 50mm, 100mm, and 150mm. At a 150mm camber, it becomes unre-
alistic to produce the model geometry. The camber has been chosen to be directed to the right,
compared to the driving direction, such that lift is maximum when there is a wind from the
left (the most prevalent direction as shown in figure 4.1). In this case, the maximum camber is
measured in millimeters. In the context of airfoils, it is conventional to express it as a percentage
of the chord line. This conversion is made by dividing the maximum camber by the length of
the vehicle, which is 5 meters, and multiplying by 100%. Converting the mm values to percent
gives a maximum camber of 0.5%, 1%, 2%, and 3% camber located at 23.2% of the chord. This
is the convention that will be used from now on. The application of this can be seen in figure
3.7.

Figure 3.7: Bottom view of every vehicle, showing how the airfoil profile changes but the vehicle
thickness remains the same as camber is introduced into the vehicle.
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These vehicles will each be simulated at -6, -4, -2, 0, 2, 4, and 6 degrees angle of attack, where
a negative angle is to the left of the driving direction and a positive angle is to the right of the
driving direction. These angles cover almost the entire distribution of apparent winds that can
be found during the race, which will be shown in 4.1. A weighted average drag area will then be
calculated using the probabilities of the distribution as weights, to obtain a value that represents
the average performance of the vehicle during the race. Plotting the weighted average drag area
versus the amount of camber should then reveal whether camber can improve performance.

3.5 Cluster configuration

The 35 simulations were run on Peregrine, the HPC of the University of Groningen. For every
simulation, 48 cores and 60 gigabytes of RAM were requested. On average the simulations ran
12.52 hours per simulation. Running in parallel the simulation took approximately 4 days to
complete.

3.6 Mesh convergence study

To determine the optimal mesh size a mesh convergence study is performed. The study takes
multiple steps to refine the mesh used for the simulation, to then look at the result of each mesh
to determine which mesh can be used to produce an accurate result.

For the mesh convergence study the same computational setup will be used as described in the
previous sections. The only difference is that just the half-domain case of the 0% camber car is
simulated since this is done to save computational time. The mesh will be refined in 3 steps, with
a refinement factor of 1.2. The sizings are given by table 3.2. An error can then be calculated
on the simulations according to the equations in section 2.4.

Object h1 h2 h3

SEV body and wheels 8.4 mm 7 mm 5.83 mm

BOI wakes 18 mm 15 mm 12.5 mm

BOI near 6 cm 5 cm 4.17 cm

BOI middle 24 cm 20 cm 16.67 cm

BOI far 36 cm 30 cm 20.83 cm

Table 3.2: Steps of refinement for the mesh convergence study. Unmentioned sizings remain
constant and are mentioned in section 3.2.

To get accurate errors on the measurements the study should be done for every vehicle and angle,
this would however multiply the required amount of simulations by threefold. We, therefore,
assume that the result of the 0 degrees, 0% camber case, can be extrapolated to all the other
cases.
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4 Results

In this section, the results of the main research will be shown and discussed. Next to that, the
preliminary results will be shown, this includes the derivation of the wind distribution, the grid
convergence study, and quality metrics of the CFD simulation.

4.1 Preliminary results

4.1.1 Analysis of race wind distribution

As stated before in previous sections, the wind distribution during the race is asymmetric,
meaning that winds are more likely to come from one direction than another. As this statement
is the motivator for this thesis, in the next section we will show why this statement is true and
show that it is valid to assume this for the next races.

To make a distribution of winds, data was taken at 102 points along the course from weather
stations from the meteorology service company, Meteoblue [21]. To create a more generalized
distribution, the time period of the data has been extended to a week before and after the race,
going from 16th of October to the 3rd of November. This is assuming that the weather does not
significantly change over this time period. This period has been taken from years from 2000 to
2019. The positions at which measurements have been taken and the resulting distribution can
be seen in figure 4.1.

(a) Mercator projection of Australia showing the points
along the course at which weather data was taken. The
driving direction is from north to south.

(b) The wind distribution relative to geo-
graphic north.

Figure 4.1: The datapoints and its distribution from which can be concluded that winds are
more probable to come from the east than from the west.

As can be seen from the graph, winds are significantly more likely to come from the east as
opposed to the west. The average of the distribution is 147.62 degrees. The standard deviation
of the average of each year’s data calculates to be 14.57 degrees, revealing that the average
remains relatively consistent. The standard deviation of the standard deviation of every year
is 8.98 degrees, confirming that the shape of the distributions is also consistent over the years.
This gives good reason to assume that in the next years, a similar, asymmetric distribution, can
be expected.

Another important consideration to take into account is whether the wind speed remains constant
among the angles of attack. If this is not the case then this should be considered into account,
since a significant change in velocity also has a significant change in force on the vehicle. The
distribution of velocities for 40-degree intervals of the distribution of figure 4.1b can be seen
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in figure 4.2. Here the average of all the data is 3.85 m/s, around which every distribution is
approximately centered. We can therefore assume a constant wind speed for all angles of attack.

Figure 4.2: Wind velocity distributions of different bins of wind angles. Because all these
distributions are similar, for every apparent wind angle, the same wind velocity can be expected.

These are however not the apparent winds we are interested in. Assuming we drive an average
of 25 m/s the apparent wind angle distribution can be calculated from equation 2.4 and can be
seen in figure 4.3. Because the tails of the distribution account for a small total probability of
3%, they will be ignored for the remainder of this research. Ignoring these angles will result in
fewer simulations to be run to capture the distribution, for calculating the weighted average, the
probabilities of the used angles will be normalized to 1, which can be seen in table 4.1.

Figure 4.3: The apparent wind distribution for a ve-
hicle velocity of 25 m/s. The degrees that are not
included in the experiment are shown with a lighter
shade, this is 3% of the total distribution.

θ P (θ)

-6 0.0682

-4 0.210

-2 0.313

0 0.219

2 0.114

4 0.0504

6 0.0243

Table 4.1: Normalized probability
factors that will be used to calcu-
late the weighted drag average.
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4.1.2 Mesh convergence study

The result of the convergence study can be seen in table 4.2, and plotted in figure 4.4. The
results of the experiment are given in blue, and the extrapolation is given in orange. The errors
calculated per spacing are applied to the point in the graph.

Figure 4.4: Richardson extrapolation was performed
on 3 instances of mesh refinement. With a finer grid
spacing the true value is approximated.

Grid spacing, h Drag Fd [N]

h1 17.100

h2 17.017

h3 17.009

hh→0 17.008

Table 4.2: Results of the
mesh independence study,
together with the Richard-
son extrapolation calculated
from the results.

As by the theory in section 3.2, the relative error of spacing h2 is calculated to be 0.056%, and
for spacing h3 it is calculated to be 0.006%. This gives enough reason to use the coarser mesh,
as it results in an error that is likely fine enough to observe no difference.

4.1.3 CFD quality metrics

Boundary layer y+

As discussed in section 2.3, the discretization of the boundary layer is of great importance. In
section 3.2 the first cell height in the boundary layer was chosen. It will quickly be shown that
this height did indeed produce the right value of y+. From figure 4.5 a contour plot of the y+

of the first cell layer on the vehicle’s surface can be seen. This is taken from the same mesh
convergence study, of this grid spacing that will be used for the remainder of this research. The
y+ value does not exceed 1.1 anywhere on the surface and is centered below 1, which means the
boundary layer is resolved very well to capture the viscous and non-viscous sub-layers.

Figure 4.5: Contour plot of the y+ value on the surface of the vehicle. A higher y+ means a
lower discretization of the boundary layer. Everywhere on the vehicle the y+ is small enough.
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Mass imbalance
The mass imbalance is the deviation of mass flow measured at the outlet compared to the inlet.
If it is substantial it means that there is not as much mass going into the simulation as out of
the simulation, which is not possible because density is assumed to be constant throughout the
domain. This is an indication that the simulation is incorrect. The average percentual mass flow
difference on all simulations is (4.44± 12.57) · 10−7 %. This is no reason for concern.

4.2 (Non)cambered vehicles

The collection of all drag area values at the simulated angles of attack can be seen in figure 4.6.

Figure 4.6: Drag area distribution for all vehicles. The distribution for cambered vehicles is
clearly asymmetric, where the symmetric vehicle’s distribution is mostly symmetric.

What can be seen is that most vehicles do not have a single point of minimum drag, but rather
a single point of maximum drag. A peculiarity can be seen in the 0% camber case, where the
vehicle has two maxima instead of one. As expected the distribution for asymmetric vehicles is
indeed asymmetric, whereas the symmetric case is symmetric to an extent, the forces at negative
angles of attack are not the same as the forces at the respective positive angles of attack. This
reason is likely due to asymmetry in the mesh itself. This error does not however lie within the
previously determined error margins.
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Figure 4.7: An increase of the weighted drag average can be observed when increasing the
amount of maximum camber. This has the conclusion that camber negatively affects the vehicles
aerodynamics during the race.

Taking the weighted average, using the distribution found in 4.1.1, we can find how the perfor-
mance of the vehicle changes as the amount of camber is increased. The result can be seen in
figure 4.7. The weighted drag area increases with the amount of camber, which is in contradic-
tion with the initial hypothesis. It was expected that there would be an optimum camber, that
would be below the drag of the symmetric vehicle. The reason for this can be explained when
looking at the following graphs.

Figure 4.8: Side wards force distribution for all vehicles. In general, the distributions are very
similar, with cambered vehicles having a slightly higher value.

In figure 4.8 the side force across the distribution for all vehicles can be seen. If the asymmetric
vehicles were to produce a significant amount of lift, then they are expected to produce a clear
asymmetric distribution of side forces, this is not the case. It is true that in general, the 3%
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camber data points seem to be above the 0% data points, showing some asymmetry in the
distribution similar to figure 2.2. At -6 degrees, 0% camber, the measured value is out of line
with the trend, the reason for this is unclear. At 0 degrees angle of attack, the asymmetric
vehicles are expected to produce a side force that increases with camber. In figure 4.9 the side
force at 0 degrees versus the amount of camber can be seen.

Figure 4.9: Sidewards force at 0 degrees for all cambered vehicles, showing that a side wards
force increases with the amount of camber.

From this figure it is clear that it is indeed the case that there is a correlation between the
side force and camber. This shows that the cambered vehicles do produce a drag-reducing force
to some extent. However, it seems that the effect of camber has a negative effect on the drag
of the vehicle. The initial assumption that the drag would change minimally with the amount
of camber is therefore wrong. It increases more than the drag-reducing force, which in total
increases the drag of a cambered vehicle. To confirm whether the body of the vehicle behaves
like an airfoil we can look at the pressure along a line on the airfoil-shaped part of the vehicle.
An airfoil that produces lift will have a higher pressure on one side of the airfoil compared to
the other [16].

(a) 0% camber (b) 3% camber

Figure 4.10: Static pressure along the sides of the car, for both the symmetric and most cambered
vehicle. In the cambered case, the net pressure is approximately 0.
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The result can be seen in 4.10. The line along which the pressure has been measured can be
seen in green in the plot. This line is the intersection with a plane parallel to the ground at
0.38m high, intersecting with the leading and trailing edges. Even though the pressure profile at
the top of the airfoil is different from the bottom profile, what can be seen is that in both cases
there is barely a net positive (or negative) pressure difference between the top and bottom line.
Therefore the model does not work as efficiently in creating lift as a simple airfoil, and cannot
be approximated as such.
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5 Conclusion

From the figure 4.7 it can be concluded that as the maximum camber increased, the weighted
average drag area also increases. This means that the method of cambering as described in this
thesis on the 2023 SEV model created by TDSR does not increase aerodynamic performance
when considering an asymmetric wind distribution. The reason for this can be concluded from
figure 4.8 and 4.9, where even though the cambered vehicle generates a small side force, it is
not enough to overcome the increase of drag that is created when cambering the vehicle. From
4.10 we can see that on the airfoil section of the vehicle, there is not a significant pressure
difference between either side, which means that the airfoil section of the vehicle does not
behave as efficiently as a regular airfoil in creating lift. This brings us to the final conclusion
that cambering in this model vehicle does not create a significant enough effect to reduce drag
as described in section 2.1 and can thus not be used to increase performance in the WSC.

A note has to be made about the method of determining errors in this thesis, they do not tolerate
the asymmetry seen in the symmetric vehicle’s drag profile in figure 4.6 and do not include the
possibility of the symmetric vehicle’s side force at a 0-degree angle of attack to be zero. This
uncertainty in symmetric values can be contributed to the unstructured discretization of the
fluid domain, which results in an asymmetric mesh. Because the errors do not capture the
uncertainties seen in the results, the method used to estimate the error is incorrect or has not
been done correctly. In future studies, more care should be taken into the effect of an asymmetric
mesh, and the determination of errors. However, the trends that are observed in the drag profiles
of cambered vehicles, are closely similar to the predicted profiles, which gives confidence in the
conclusions that can be drawn from the results.

Regardless of the results for cambering SEVs, the possibility to optimize in an asymmetric wind
distribution remains. The results in figure 4.6 suggest that an asymmetric drag distribution
is achievable, only a better method of introducing asymmetry than the one presented in this
thesis is required. The principle by which drag could be reduced has only been disproven for
this specific SEV model. A model where airfoil profiles are more prevalent, such as the Brunel
Solar Team’s Nuna[22], might result in more promising results. However, the application on an
existing vehicle is not required, there might be more to learn from a simplistic SEV design.
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