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ABSTRACT
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The market of electric vehicles is expected to grow as a result of governmental incentives to combat
climate change. Previous research has established the need for electric vehicle charging stations to
accommodate electric vehicle market growth. Other research looked into ways to optimise cost of
construction and operation as a result of charging station placement and some consider the effects
on the power grid. However, no study has considered the effect that placement of these charging
stations, and in particular direct current fast chargers, has on traffic. This research makes use of
an agent based model and OpenStreetMap to simulate and study the effect of charging trips as a
result of fast charger placement. A case study from the city of Berkeley shows that for different
placement policies, vehicles which update their route choice experience an increase in travel time
close to the charger locations, i.e. on city blocks that connect to the intersection that provides
access to the charger. Vehicles that do not update their route choice experience additional delays

when merging onto the high capacity, arterial, roads along their shortest path to the fast chargers.
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Introduction

Electric vehicles (EVs), or plug-in electric vehicles (PEVs) [1], are defined as vehicles that are
powered with a rechargeable on-board battery. EVs include both plug-in hybrid electric vehicles
(PHEVs) and battery electric vehicles (BEVs). The total number of EVs, including BEVs and
PHEVs, in 2021 was approximately 16.5 million: EV market shares increased by over 70% in Eu-
rope, doubled in the US and even tripled in China [2]. The Paris Declaration on Electro-Mobility
and Climate Change has set a goal for 100 million electric cars across all market segments by
2030 [3]. In order to reach this goal, the market for EVs is to grow largely. There are however
some barriers such as high purchasing cost, limited driving range, the lack of an appropriate charg-
ing infrastructure and consequently range anxiety [4—6], i.e. a combination of the preceding two

barriers.

1.1 The market of electric vehicles

Note that the statement that charging stations (CSs) are not built to supply an increasing number
of EVs, but EVs are sold due to the increased number of CSs [5, 7]; since the construction of CSs
does not follow a market logic yet and is rather driven by subsidies, regulations [8] and neighbor-
hood effects [9], i.e. people influencing one another at home or at work influencing new EV sales.
This EV market exhibits indirect network effects due to interdependence between EV adoption,
i.e. the demand side, and charging station investment, i.e. the supply side [8]. Subsidizing either
side of this market, e.g. through EV purchasing incentives such as subsidies on the demand side, or
through construction of EV charging infrastructure on the supply side. Governmental interference
on the demand side is applied in countries in which EVs have significantly high market shares such
as the Norway, the Netherlands [10], and California. In the latter (state), new incentive legislation
on the sales of passenger vehicles requires all new passenger vehicles to be zero-emission by 2035
[11]. Construction of EV infrastructure also has a positive effect on EV sales [12, 13]. It was

found however, that subsidizing charging infrastructure results in larger EV adoption compared
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to EV purchasing incentives [8], which is in line with the previous statement. Adoption models
resulted in a a 3% increase in EV purchases per capita for every additional CS per capita [13].

Due to barriers mentioned in the first paragraph, BEVs are currently not utilized to their full ca-
pacity. Range anxiety is the fear of depleting the battery and therefore lack sufficient range to
complete a trip, leading to under-utilizing the available range and limit the distance travelled in
a BEV, even when the BEV is capable of adequately completing the required journey. It is to
be solved by making public charging broadly available, bringing many lower mileage drivers to

near-100% utility while strongly increasing the travelled distance of high mileage drivers [14].

1.2 Electric vehicle charging

Three types of EV chargers exist, the division is based on their power ratings, an overview of
which is provided in Table 1.1. Level 1 and 2 chargers use alternating current similar to residential
electricity supply. Note that level 1 charging at 120 V is only available in the US [15], a single
phase charger delivers 1.4 kW - 1.9 kW at maximum for currents ranging from 12 A to 24 A on
16 A and 20 A circuits respectively [16]. Yet, using a single phase charger in Europe, e.g. in the
Netherlands, is likely to deliver 3.7 kW at maximum, since most residential sockets deliver at most
16 A at 230 V in 25 A circuits [17]. This is at most twice the amount of power delivered by level
1 charging in the US. However, in terms of power output, this is not the range of level 2 charging
power, which typically supplies more the current, leading to power output ranging from 7 kW to
20 kW [18, 19]. Note that [20] sets the typical power of level 2 charging to 20 kW, this has been
used in Table 1.1 and provides more distinct insight in the attainable capacity of different charging
levels. Attainable in this sense refers to the power output offered by the CS given the supplied

voltages and currents in that particular level.

Table 1.1 Charging power levels from [20].

Charger type Typical use Typical voltage | Typical power Charging time
Level 1 AC residential 120V 2 kW 4-11h

Level 2 AC public 240V 20 kW 1-4h

Level 3 DC fast 400 V 100 kW <30 min

With level 1 and level 2 charging, CSs determine the amount of electricity that a car can take form
the grid and the car does the charging, i.e. through conversion to direct current for supply to the
car battery. Level 3, or direct current fast chargers (DCFCs) work differently, their voltage is much

higher and the supply of direct current voids the constraints of onboard battery chargers. Due to
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the high voltage and power output, Level 3 is therefore mainly intended for public and commer-
cial facilities [19]. Market analyses and simulations in previous research have established that the
prevalence of DC fast chargers in particular is an important factor for consumers’ acceptance of

EVs, driving their adoption [6].

1.2.1 Power grid implications

The electricity demand for charging EVs gives rise to additional loads on existing distribution
systems ensuing energy losses in the system leading to decreased phase voltage [19]. DCFCs
instigate voltage drops which are only to be dealt with by high capacity, or strong, buses near
generation sources [21]. Explanation on how this part of the distribution network works has been
provided in Section A.1. This section addresses two major impacts on the power grid, also referred

to as the energy distribution system, provoked by DCFCs are summarized in the two key items:
1. grid load capacity;
2. power quality;

(a) voltage discrepancies;

(b) harmonic distortion.

Non-coordinated charging, i.e. random or erratic, hugely increases load on the power grid, espe-
cially during peak hours, reducing the capacity even more [22]. Peak hours occur typically between
4 p.m. and 9 p.m. [19, 23], when energy demands in all sectors coincide [24] and hence supply

becomes scarce.

Aforementioned voltage drops and offsets, or discrepancies, are often caused by people simulta-
neously requesting high charging currents all at once, this typically occurs at the start of charging
actions at DCFCs since those require high current at an instant [22]. Offsets in particular are caused
by reactive components in power grids [25], often seen in electric devices. Hence, people driving
home from work and charging their car using a DCFC, e.g. during peak hours, will amplify the
effect of voltage deviations [19], especially affecting the distribution section of the power system
[26, 27]. With a DCFC operating at its fast charging state, i.e. before battery state of charge
(SOG) reaches 80%, the total harmonic distortion (THD) value in the peak hour is above 10% [19,
27], which might cause equipment to fail. Harmonic distortion is often caused by the conversion
from alternating to direct current, in particular when using non-linear circuits like rectifiers used
for power factor correction (PFC) [25, 28] in DCFC installations, i.e. correcting the phase dis-

placement of current to match with voltage and subsequently reduce (magnetizing) power losses
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[29]. THD implies that the (voltage) waveform has become distorted, this could lead to transient
over-voltage [30] causing the transformer to malfunction and possibly heat up [31].

Distribution system overloads occur when power draw on a line exceeds rated limits of compo-
nents. It is critical to manage loads, e.g. by means of voltage compensation in the distribution
feeder during peak hour [19], and upgrade systems appropriately to prevent line and transformer
overloading which could require costly upgrades [27, 32].

1.3 Placement of electric vehicle charging stations

Many researchers have looked into optimal placement of public EVCSs, in particular DCFCs, from
different perspectives, these are subdivided in the following categories: charging stations opera-
tors, EV users and distribution network operators [33]. For most optimization problems in the three
categories, monetary cost, e.g. of construction and exploitation [34, 35], is considered in the objec-
tive function. However, some research in the latter category considers power loss cost and voltage
deviation cost in the objective function [36—40]. In [39] maximise profit, through penalising power
losses due to their effects on network power quality and in [40] on maximizing flow-based EV
charging load demand, since demand is not always expressed at the nodes and the mobility of EV's
results in dynamic demand. The authors of [36] provide a clear method on EV load profile pre-
diction. Through using copula functions, which relate marginal cumulative distribution functions
[41], in this case of arrival time, departure time and travelled distance, to their joint distribution

function, i.e. charging demand.

These studies however do not take into consideration the implications to the power grid as touched
upon in Subsection 1.2.1 and the real world has proven that the grid often may not be capable of

providing the required loads on the desired locations [7, 42].
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Even though a couple of researchers have established the effect of EVCS placement on adoption,
as explained in Chapter 1, there are no studies on the effect that these stations exhibit on traffic
(flow), to the best of the author’s knowledge. EVCSs are different in nature than petrol, or gas,
stations, in which the filling up and paying takes a couple of minutes and capacity is usually not
an issue. EVCSs might have limited charging points, as the grid might not be able to cope with
additional loads and charging typically takes up to half an hour (Table 1.1). Thus, these EVCSs
might lead to, or induce, different traffic flows, due to their capacity and waiting time leading to

queues, especially if more people, also without access to residential CSs, adopt to using EVs.

2.1 Problem statement

It is currently unclear if, and to which extent EVCSs affect traffic conditions, in particular road
congestion. The placement of these stations might cause people with EVs to deviate from the

routes they would originally drive in order to charge their vehicle.

The resulting traffic flows from charging actions will in this study be referred to as "induced de-
mand". It has been established that charging of EVs, BEVs in particular, takes much longer than
filling up internal combustion engine vehicles (ICEV) with petrol, or gasoline, which entails that
the service rate of customers, per charger per unit of time, is generally smaller than a single petrol
pump, present at filling stations. Additionally, CSs have less charging ports than filling stations

have pumps. Therefore, it is expected that induced demand has an effect on traffic congestion.
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This chapter moves on to describe in greater detail the system that will be considered for treating
the aforementioned problem. The following sections will elaborate on the elements of which the
system comprises and a concluding section will summarise their interactions through the use of a

block diagram.

3.1 The traffic network

The system of this research consists of a traffic network, obtained from OpenStreetMap (OSM)
using the OSMnx Python package. The OSM traffic network, hereafter also referred to as (road)
network, is best interpreted as a directed graph, G(V,E) existing of |V | = 1449 vertices, or nodes
which represent intersections (junctions), and |E| = 4957 edges, or links, represented as [ (u,v) € E
to indicate the node pairs it connects or / for short. The links represent roads in the network, these
connect the nodes and are unidirectional, i.e. agents can move in one direction along the links.
Consequently, two (adjacent) links are used to connect an equal set of two nodes to facilitate two-
way traffic in the traffic network, e.g. I(u,v) € E and [(v,u) € E. The network has been simplified
using a built-in function from the OSMnx package, namely the consolidate_intersections
function [43] with tolerance set to 0.0003. A graphical representation of the network is provided

in Figure 3.1.

3.1.1 Node and link data

In order to use this OSM data in simulations, a data-frame is constructed for both the nodes and the
edges in the traffic network. The node data-frame stores the latitude, longitude, OSM identification
number (ID) and assigns a node ID to all rows in this data, i.e. the nodes V are enumerated from
0 to |V| in the traffic network, e.g. if there are 3000 nodes in the model, node IDs range from 0
to 2999 as Python starts indexing with 0, this is done to allow for iterative calculations and since
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Figure 3.1 Simplified OSM graph of Berkeley obtained using OSMnx, the graph has
1449 nodes and 4957 edges.

the OSM node IDs are less intuitive nor easy to work with, e.g. nodes which are separated by a

couple of meters may have completely different length and starting numbers, see the examples in
Section A.2.

The edge, or link, data-frame stores more attributes for each link as compared to the node data.
Similarly to the node data, an ID is assigned to all links in the network. Each row stores the a
link ID, starting model node ID of link, ending model node ID link, length, speed limit, number of
lanes, the capacity in terms of vehicles per hour, free-flow link traversing time in seconds which
is based on the speed limit and link length, starting OSM node ID, ending OSM node ID and the

geometry, a line-string with the latitude and longitude data of all the nodes that the particular link
connects.
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3.2 Traffic network demand data

In addition to the OSM traffic network, this study uses real traffic network demand data down-
loaded from Replica a web service that provides data on the built environment of North America
[44]. This data helps with simulating real-world road usage with the agent-based model (ABM).
Previous studies with the ABM have made use of probability distributions for trip origin and desti-
nation locations [45]. Replica’s demand data is provided in terms of origin-destination (OD) pairs
in terms of latitudes and longitudes of block groups to indicate the starting and ending position of
agents in the network. Additionally, this demand data exists of trip start time and end time, build-
ing use for both locations, which might be useful for extracting commute trips as an extension, and

vehicle IDs of the trip-takers, or agents, allowing for traceability.

3204 1886 1s87

1799
2016 1079

3659

Figure 3.2 Heat-map of origin coordinates present the autumn 2021 data, the base sce-
nario, from Replica. The coordinates of the heat-map centroids represent a cluster of
origins located within 15 mm of the full-sized graph for readability purposes.

Figure 3.2 provides a graphical representation of the original Replica data of autumn 2021. It can
be seen that many trips depart from Downtown Berkeley and close to the University of California
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campus. In addition to the heat-map, a histogram that shows trip departure frequency for every 5
minute interval of the demand data is provided in Figure 3.3.

250 4

200 4

150 4

100 A

Trip departure counts per 5 minutes

50 A

0 20000 40000 60000 80000
Time (s)

Figure 3.3 Histogram of trip departures for every 5 minute interval in the autumn 2021
demand data from Replica.

3.3 The agent-based model

All system elements from the previous sections conjoin as inputs to Bingyu Zhao’s macroscopic
agent-based traffic model (ABM) [45, 46]. The model receives as inputs the aforementioned net-
work (Subsection 3.1.1) and the demand data (Section 3.2).

Agents enter the network on nodes at the trip starting times stored in the OD file, agents are not
allowed to enter the network on links. Nodes store a particular pre-depart count, i.e. the number of
agents which is to depart from the node, which allows for insights in where trips depart from and
how many. The link data-frame stores several interesting properties along the basic properties such
as the connecting, i.e. starting and ending, nodes, geometry, length, speed limit and the number of
lanes. Additionally, capacity is calculated based on the link length and the number of lanes.

Now, in order for agents to manoeuvre through the network after entering the network in an effi-

cient and realistic manner, a Dijkstra shortest path (sp) algorithm [47] is used to find the shortest



System description

path to the destination using link traversing times as weights. The initial condition of link travers-
ing time is the free-flow time along a particular link, i.e. traversing exactly at the speed limit along
the entire link length. The traversing time of the link is updated every time, ¢, or iteration, based
on the average travel time along the link of other agents of the past 60 seconds. The simulation
outputs multiple files, among which the aforementioned node and link statistics. Especially the
link statistics store particularly useful properties such as the run and queue vehicle count, i.e. the
moving and stationary vehicles across a link, for each time, . The latter two parameters provide
useful insight in the link usage and logically depend on the link capacity.

The model exists of four classes, which hold dictionaries and functions to capture the behaviour
of the model and store information each time-step: Node, Link, Agent and Simulation. The Node
class stores the exact location of each node, along the links that connect to it and the vehicles which
are to depart from the node at the current time-step. The Link class stores its location, available
as well as incoming, outgoing and total storage capacity and the vehicles that pass through or
currently are queued on the link. The Agent class stores origin, destination as well as departure
time, keeps track of the current node or link that the agent occupies and does the routing part,
1.e. finding the path through the network along connected nodes and links to get from the agent’s
origin to their destination. The Simulation class initialises the simulation by extracting the demand
as well as the the connected graph and makes dictionaries for all nodes, links and agents which are
to be updated across all other classes.

3.4 System

This chapter has reviewed the three key aspects of the system in this study. The preceding sections
are connected through the use of a block diagram to provide a visual overview and intuition of
how all elements, its inputs and outputs relate in Figure 3.4. In the figure, the arrows within the
ABM have been labelled using a letter due to a lack of space. Arrow (a) represents node, link and
OD demand data-frames and the end time of the simulation. This data serves as input to functions
defined in queue_model.py. Arrow (b) represents network data and trip information such as
current node in the simulation and trip destination node. The sp algorithm finds the shortest path
and it outputs arrow (c), representing the (shortest) paths, consisting of a list of nodes for all agents
present in the OD data-frame. Arrow (d) represents simulation results from the queue model,
among which are the raw node and link statistics. The simulation_queue.py code converts
this raw data into intuitive csv files, storing vehicle queue counts among others, as explained in
Section 3.3.
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ABM

Traffic network

OD demand data

simulation_queue.py

Link statistics

al |d

sp algorithm

b
<—‘
i

c

queue_model.py

Node statistics

Figure 3.4 Graphical overview of the system of this research. All system elements within
the blue box are part of the ABM. Function calls have been depicted by arrows and the
blocks represent files containing code, their execution results in outputs, i.e. arrows start-
ing from the block, the value of which depend on the input, i.e. arrows ending in the

block.
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Research contribution

This chapter provides an overview of the goal to which this research answers, along with the
guiding research questions to reach that goal. Moreover, a section is devoted to how findings of

this research will be presented to the reader.

4.1 Research goal

The goal of this research project is to visualise the effect of "induced demand" on road congestion
indicators such as road density or link traversing time to identify new traffic bottlenecks prior to
EVCS placement in the public infrastructure, and the degree to which these indicators relate to
placement on different locations throughout the area of study. This goal is achieved through using
Bingyu Zhao’s macroscopic ABM [45, 46] for simulations of charging traffic flows resulting from
EVCS placement, i.e. "induced demand", for EVCS placed on different locations, and potentially
for different levels of EV penetration, and comparing these results to current traffic conditions in

the city of Berkeley.

4.2 Research questions

The main research question is: what is the effect of the "induced demand", resulting from EVCSs
placement, on traffic flow? Now, in order to answer to the main research question, several sub-
questions are listed below. Answers to these questions will shape the structure of this thesis and

ultimately lead to answering to the research goal. The sub questions read:
1. In what way can Zhao’s ABM contribute to studying the effect of EVCS on traffic?
2. What is the charging demand for charging stations at different locations?

3. How is charging demand translated into trips in the simulation?

12
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4. What is the ratio between EV drivers having access to residential charging and EV drivers
who rely on public DCFC infrastructure?

5. What are potential locations for EVCS placement?
6. How do different placement locations influence traffic?

7. To what extent do simulations aid in identifying new traffic bottlenecks after EVCS place-
ment?

4.3 Operationalistaion

Among the sub questions are also questions that simply require the availability of data, among
which are the first, second, fourth and fifth. This data will prove useful in ABM simulations, and

prove useful for defining and editing system inputs such as the OD demand data.

However, with the intention of using the ABM for simulations with historical, real world, data,
its performance is to be validated. This can be done by comparing trip duration, or arrival times,
from the simulation and the data. When the model proves to simulate real world behaviour and
produce results of substantial similarity, different placement policies are researched to investigate
the effect that the induced traffic demand from EVCS placement has on the aforementioned traffic

conditions. This would aid answering to the first and seventh sub question.

The following chapter will be devoted to answering to the third and fifth research sub questions.
Procedures and methods used in this study along with arguments to support those considerations
will be put forward. Modelling of charging trips will be subsequent to the following chapter and

the focus will be on answering the sixth sub question.

4.3.1 Deliverable

In order to answer to the research goal, this research is to deliver a visual overview of traffic con-
ditions, in particular new bottlenecks, that result from EVCS placement and charging trips. Traffic
conditions, in particular road congestion could be expressed by the number of queued vehicles on
a particular network link. These queues could either be visualised as colour-scale projections on

the actual map to intuitively show road link usage and (additional) travel time.
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In order to perform simulations jointly with the OSM traffic network and the demand data, modifi-
cations have to be made to both. This chapter will cover methodological considerations on how the
ABM is validated for use in this research as well as considerations for treatments to the following
problems: simplification of the traffic network, the introduction of CSs in the network model, the

misalignment between the aforementioned data sources.

5.1 Model validation

Before using the model for the aforementioned implementation, the model will be validated for use
within the system of this research in accordance with the first research question from Section 4.2.
As explained Section 3.3, the ABM deploys agents on an origin node at the corresponding trip start
time and iterates over time whilst moving the agent through the network to its destination along
their shortest path. This entails that the arrival time can be extracted from the simulation, by storing
the time-step at which an agent arrives at the destination node. Additionally, the OD demand data
extracted from Replica contains trip arrival times. Hence, a comparison between the two is made
for all agents to evaluate the (relative) change in trip duration, i.e. dividing the difference in trip

duration by the actual trip duration, to validate the performance of the ABM.

In order to answer to the first research sub-question, this section is devoted to answering how the
ABM can be of aid in this research. The performance of simulating real world travelling behaviour
is tested with data real world from Berkeley. In particular, a data-set from Replica is extracted

using the following filters:

1. Only trips from trip takers having home location in one of the 13 zip codes that make up the
area of study, as displayed in Section 3.1, have been taken into consideration. The zip codes

considered have been listed in Section A.3.
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2. The primary travel mode of trips is chosen as private auto.

3. The extracted trips are from a typical Thursday in the autumn of 2021, which is the most re-
cent trip data (as of December 2022). Replica allows users to either select a typical Thursday
and typical Saturday, representing a weekdays and weekends respectively.

Only including private auto trips removes all trips which will not be able to maintain the speed
limit, e.g. people riding bicycles and walking, and prevents double counting since auto-passenger
trips are excluded. Additionally, this filter excludes public transit, which makes up a small per-
centage of the total trips, namely 5.12% compared to the 46.5% of private auto. The OD data, after
application of the previous filters contains 317,000 trips out of in total 681,000.

Additionally, trips that originate from and arrive the same node are considered redundant and are
removed from the data, as there is no information available on where the trips go in terms of
intermediate nodes. Moreover, trips that either start or finish more than a specified distance, e.g.
500 meters, outside of the network are disregarded. Origins and destinations of those trips would
be assigned to the bordering network nodes causing unrealistic congestion around the network
borders and unrepresentative arrival times, as the trips may arrive earlier at the bordering nodes
than at their destination, which might be 60 miles, or 100 kilometers, outside of the network. The

remaining OD data, after filtering based on the foregoing conditions, contains 176,000 trips.

5.1.1 Model calibration

The ABM is not designed to come up with a random trip between two nodes, but provide the
shortest path instead. Furthermore, there may be many trips starting and ending outside but going
through the network, hereafter also referred to as background traffic, that heavily influence the
available road capacities and speeds, e.g. cut-through vehicles on the adjacent lane to the off-ramp
that impede the through movement traffic, decreasing the road capacity as a consequence [48].
Additionally, the model does not include intersection modelling, e.g. agents losing time due to
the order in which they are to cross an intersection. Moreover, people might not be rational in
determining route and lastly, trip takers may go for intermediate stops on their trip causing them
to reroute from the shortest path, e.g. going out for dinner and picking someone up during the trip
to the restaurant. To conclude, this paragraph has analysed the potential causes of the discrepancy

between simulation and actual arrival times.
Moving on now to consider that simulations 24 hours may take a long time to complete, a smaller

part of the day, e.g. the evening rush hour, can be used to analyse the sensitivity of network

link parameters. The parameters of interest are link capacity and link speed. These parameters,
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in particular the link capacity can be used to mimic the presence of background traffic during
the simulations. The goal of calibration is logically to adjust the parameters in such a way that

simulation arrival time more accurately approximates actual arrival time.

5.2 Network model

As briefly touched upon in Section 3.1, this study uses a simplified OSM network: it is a direct
input to the ABM as show in Figure 3.4. Additionally, intersection consolidation is used with a
tolerance set to 0.0003. This tolerance represents a radius for each node in the network: when other
nodes lie within each other’s radii, they will be merged and their centroid will become the consoli-
dated, or new, network node as can be seen in Figure 5.1b. The reason for this simplification is that
OSM nodes are most often used to define the shape or "path" of a road, or way [49]. This entails
that multiple OSM nodes may constitute roads or intersections and hence, add unnecessary com-
plexity to the model. Furthermore, the ABM assigns a particular vehicle length to each vehicle of
8 meters, taking into account vehicle length as well as safe distance from other vehicles, therefore
the vehicles might not be able to travel over these links and if they do it might yield misleading
or unrealistic link parameter characteristics to the ones listed in Section 5.1. Figure 5.1a displays
the raw OSM network obtained using the OSMnx package, it should be noted that intersections
constitute of 4 separate OSM nodes, e.g. the close parallel lines in the middle of the image from

left to right with an upward slope represent University Avenue.

(a) Original, or raw, OSM network existing of  (b) Simplified OSM network with consoli-
multiple nodes per intersection. dated intersections.

Figure 5.1 Comparison between the original and simplified OSM network of a block
group in Central Berkeley.

Provided that the consolidated, or new, nodes are not on the exact same position as the OSM
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network nodes, they will be assigned an arbitrary OSM node ID, which happens to be in line
with the node IDs which are assigned in range, i.e. in ascending order starting at 0. However,
keeping this additional column of OSM node ID brings some advantages that will prove useful to
answering the third research sub-question as well, elaboration on which will be provided in the
following paragraphs. Additionally, some nodes might not be consolidated and hence keep their
original OSM node ID, which would complicate iterative data processing. Therefore, both the
node ID and OSM ID will be stored in the node data-frame.

5.3 Alignment of demand data and network model

Assigning the origin-destination (OD) data from Replica to the OSM network brings some diffi-
culties: the latitude longitude pairs of the demand data do not exactly align with the nodes present
in the OSM network, as data from Replica corresponds to centroids of block groups instead of
intersections. As mentioned before, it is necessary to assign trips to network nodes: the system,
and in particular the simulation_queue.py code is only able to receive demand data starting
from and ending in the network nodes from its other input, namely the node data as can be seen in

Figure 3.4. Two ways to treat this problem are considered:

1. Assigning the demand data to the closest node in the network (Figure 5.2b), and therewith
assuming that people use the geographically closest entry point into the road network. This
distance could either be calculated using either a Haversine function or using Pythagorean
theorem through Cartesian coordinates for simplicity.

2. Extending the OSM network through adding nodes and edges to model this behaviour. In-
cluding (smaller) streets, e.g. residential streets, from which drivers might originate and
additional nodes which represent the exact road entry points for all houses (Figure 5.2a).

Even though the first method might allow for more realistically model the traffic dynamics also in
residential streets, there are multiple arguments for using the second method. Firstly, considering
that smaller residential streets often lead to nodes that are in the OSM road network, i.e. entry
points to the higher capacity roads, within a couple of blocks. Secondly, the goal of this agent-
based macroscopic traffic simulation model is to decrease computational cost, when compared
to microscopic traffic simulation software like Sumo, often used in many previous transportation
studies [50]. To clarify, macroscopic models capture traffic dynamics in lesser detail, but are faster
and easier to apply and calibrate than microscopic models [45]. However, the goal of this research
is to identify the influence of EVCS placement on traffic and to visualise the potential new bottle-

necks caused by this induced demand. Lastly, the goal of this study is not to focus on residential
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(a) Adding nodes and edges, depicted in brown, (b) Assigning demand data to closest node of
to the existing OSM network to more closely the OSM network, this distance is depicted with
match OD data locations. brown arrows.

Figure 5.2 A simplified graphical overview of treatments to misalignment between OD
demand data, depicted in dark blue, and the OSM network nodes k € V, depicted in black.
The light gray edges in Figure 5.2b are not part of the OSM network.

streets in great detail, which is in line with the previously stated on reducing complexity and com-
putational cost.

In conclusion, the second listed treatment is considered more suitable over the first and will hence
be used to treat misalignment of OD data and OSM network for this research project. In terms of
calculating the shortest distance from OD data to network nodes, two methods have been proposed
in the second item above the previous paragraph. Now, calculating this distance using Pythagorean
theorem, 1.e. orthogonal distances, might lead to “errors” [51] when approaching meridians [52],
when compared to using a Haversine function, most often used when calculating distance between

two points on a ball, like the earth [53].

5.4 Addition of charging stations to network model

In order to facilitate EV charging in the ABM simulation with CSs, to which they can navigate
during the simulation to charge, these CSs are to be added to the OSM network model. Two
approaches for introducing CSs are considered:

1. Extending the OSM network through adding a dummy node, representing the CS with Fig-
ure 5.3a as its OSM_node_id similar to the previously listed method, and an dummy link,

representing an entrance and exit road, as depicted in Figure 5.3b.
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2. Converting a network node into a charging station (access) node. This is achieved by chang-
ing the OSM_node_id property of a particular node, which is stored in the network node
data-frame, from the OSM ID to charging_station. Similarly, regular nodes with an ar-
bitrary OSM 1D ranging from 1 to 5 and one node hosting a CS, titled respectively, have
been depicted in Figure 5.3a.

L |
1 3 1 3
| ®
CS 4
CS
 J N o N
5 A 5 A

(a) Replacing the OSM id, which would have (b) An additional node for the CS is added, as
been 2 in this exemplar graph, of the junction at well as a virtual access and exit road, both de-
which CS is located in brown. picted in brown.

Figure 5.3 A graphical overview of the intuition behind the two methods of adding charg-
ing stations, depicted in red, to the OSM network model. An abstraction of

Both graphs in Figure 5.3 are based on the same real world example of Figure 5.1a, i.e. with the
unconsolidated OSM network nodes for visual clarity and for validation through accessing OSM,
namely the block group in Central Berkeley. This is done considering there is a Shell petrol station
located along University Avenue, between Bonar Street to its west, which intersections represented
by nodes 1 and 2, and Acton Street to its east, which intersections represented by nodes 3 and 4.
Additionally, the station is only accessible when traversing through the southern intersection of
the two on University and Bonar, since the link connecting nodes 2 and 4 is the unidirectional
opposite of the link connecting nodes 1 and 3, these two links jointly represent University Avenue.
Explanation on the OSM network and the underlying data, including the original OSM IDs, to this
block group has been provided in Section A.2.

The raw origin-destination data is obtained from Replica, explanation on which is provided in
Section 3.2, and converted into a data-frame with each trip representing a row containing both the
origin and destination network node IDs, as well as the OSM node IDs, trip starting time, trip
ending time. Setting the OSM ID property to the string value charging_station, allows for
rerouting EVs by means of splitting an agents OD data into two, the first trip of which ends at the
CS, whilst the second originates from the CS and ends in the original destination, i.e. the EV is

charging on its route to the trip destination. Careful considerations go into setting the starting time
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of this second trip, as it is to include a (potentially dynamic) waiting time as well as charging time
at the CS. The additional benefit of setting the OSM ID attribute is that the underlying network

model remains unchanged, preserving the benefits explained in Subsection 3.1.1.

Taking into account vehicles will have to cross the intersection that provides access to either the
CS or its access roads anyway, it could be argued that the addition of new nodes and edges is
considered redundant and vehicles are assumed to leave the network model when (waiting for)
charging and re-enter the network for the second half of their trip, towards their original desti-
nation as explained in the previous paragraph, after the waiting and charging time have passed.
However, agents leaving the network after arrival, implies infinite capacity at the CS, leading to

unrealistic results in terms of downstream effects on congestion.

The goal of this research is to identify the influence of EVCS placement on traffic and to visualise
the potential new bottlenecks caused by this induced demand. Keeping this in mind, the ABM
fortunately is capable of modelling queues, in particular of queue backtracking since it will not
allow vehicles to enter links once they are saturated. As an example for downstream effects of
queues in the network I will use a traffic jam on University Avenue, then other vehicles will not be
able to enter, which leads to queues on the roads leading up to University Avenue. Additionally,
the model allows for extracting the arrival time of agents at their destination, hence allowing for
dynamically setting the departure time of agent’s trip from CS to destination.

In conclusion, for realistic modelling the effects of charging, the existing graph G(V,E) as pre-
sented in Section 3.1, i.e. the ABM system input, is updated. A new network node ¢ € C, where
the set of CSs is represented as C C V/ D'V, as well as an access [(u,c) € E’ and exit "dummy"
link /(c,u) € E' D E, will be added for each additional CS that is added the network. The updated
graph becomes G’ (V' E’), it has |V'| = |V| + |C| nodes, and L := |E'| = |[E| + 2 - |C| edges. To

account for charging time, the traversing time of /(u,c) will be set to 30 minutes [54, 55].

5.4.1 Locations of direct current fast chargers in network

First, the existing DCFCs will be introduced in the network. Table 5.1 summarises the relevant in-
formation about the DCFC in the area of study: there currently is 1 DCFC operated by EVgo, with
4 ports in the area of study. The DCFC is located in Elmwood, Berkeley (Table A.2), its precise
location on the map has been provided in Figure A.1. Provided the constraints on placements set
by the electricity grid as touched upon in Section 1.3, locations will be selected based on potential
locations at which the grid would be able to deal with the loads in Berkeley using the Micro-Siting
Tool provided by the Pacific Gas and Electric Company (PG&E) [56]. Hence, this tool can be used
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for obtaining permissible DCFC locations the extension of the public charging capacity through
the introduction of new DCFCs.

Table 5.1 DCFC in the area of study, as depicted in Figure 3.1.

Power output | Ports | Street address
100 kW 4 3000 Telegraph Ave

When the number of potential locations is large, a study on the potential lessons from petrol refu-
elling for alternative fuel networks might be considered for selecting the locations. In this study,
the authors concluded that the route between home and the nearest freeway entrance may aid with
better predicting a large portion of spatial distribution of petrol demand compared to vehicle kilo-
meters (read distance) travelled (VKT) [57], as demand for fuel increases near highways. They
used a case study on the Sacramento, California, and describe optimal placement to cover spatial
demand in an alternative fuel network using a river analogy, with initial stations located near high-
way entrances and subsequent ones placed more upstream, i.e. closer to peoples homes, as the

market grows.

5.5 Charging demand

For estimating the demand for public charging, in line with the second sub-question as listed in
Section 4.2, the Electric Vehicle Infrastructure Projection Tool (EVI-Pro) may be used [58], as has
been done in previous research [59]. This tool requires the following inputs for estimating DCFC
demand: the total number of PEVs in the fleet, the average daily VKT, the number of PEVs in the
fleet that are all-electric, i.e. the share of BEV's, and ambient temperature. In the following section,

the inputs will be listed as it will prove useful not only for this tool but also for simulation purposes.

For Alameda County, i.e. the greater Berkeley area containing all considered zip codes from Ta-
ble A.2, in the autumn of 2021, these inputs are 8.140 PEVs (6.96% of the total car population)
[60], 25 miles (40 kilometers) per day [58], 74.3% [60] and 60 degrees Fahrenheit (15 degrees Cel-
sius) [61] respectively. An example of the resulting charging demand for plugging in these values
into the EVI-Pro tool has been provided in Section A.4. It should be noted that the peak DCFC
demand from Figure A.2 approximately corresponds to the maximum charging capacity with the 4
chargers of 100 kW each (Table 5.1) provided the current, or historic, i.e. from autumn 2021, level
of EV penetration of approximately 7%.

Note that public chargers are not used predominantly as of 2021. Currently, approximately 80%

of EV charging happens at home [62], this is however expected to change in the future, with more
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people adopting to the use of EVs without access to residential chargers. In the EV driver survey
conducted by Plug In America that had over 3,500 respondents, of which 83% reportedly owned
a BEV, 2% of the respondents predominantly used public DCFCs and 92% prefer home charging
over any other type of charging [63]. Additionally, 47% reported using DC fast charging daily or
weekly. In conclusion, the number of EVs which in reality charge at the DCFC on Telegraph is
likely to be smaller than the entire EV population of 7%: according to [64], 5% of the 7,980 BEV
charging trips within their study area in California take place at DCFCs, answering to the fourth
research sub-question as listed in Section 4.2.
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This chapter is intended to provide insight into how representative results from ABM simulations
prove to be, therewith answering to the eighth research question, i.e. how this model might aid
in bottleneck identification. When simulation results prove to approximate real world traffic to an
acceptable extent, the ABM can indeed be used to identify new bottlenecks resulting from charging
trips. Initial performance of the ABM is therefore evaluated through comparison of simulated trip
arrival time actual arrival times from the OD data for a 24 hour typical Thursday in the autumn
of 2021. In sections thereafter, the effect of rerouting on the accuracy of simulation results will
be provided, as well as a sensitivity analysis of model parameters which might allow for model

calibration to better approximate real world traffic.

6.1 Initial performance

As can be seen in Figure 6.1, there is high variation in terms of relative trip duration difference,
especially in terms of simulation trips that take much longer, ranging up to a 26,100% increase.
The horizontal axis of the figure corresponds to the agent IDs in the simulation, these range from
0 to 176,000 trips, in accordance with Section 5.1. When looking at the distribution of all per-
centage error values, in particular the left plot of Figure A.3; a zoomed view of which is provided
in Figure 6.2a, the share of outliers in the distribution seems much smaller when comparing to
Figure 6.1, the single narrow spike in the histogram located around 0% confirms that 99.9% of all
trips actually have a percentage error, between negative and positive 100%.

According to the right plot of Figure A.3, most simulated trips arrive earlier than the actual trip,
i.e. simulated trips which have a percentage difference within -100% and 0%, with the mode being
around -38.7%, as can be seen in Figure 6.2a. This could be justified by the statements in Subsec-
tion 5.1.1.

A mean (absolute) percentage error measure (MPE or MAPE) can be used on the arrival time of
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Arrival time percentual difference
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Figure 6.1 Percentage difference in trip duration for all agents for the simulation of au-
tumn 2021.

simulated and actual trips as it is considered a good choice for evaluation of model accuracy when
the value of data is large which is the case here, as the value of time is measured in seconds [65].
For the autumn data of 2021, the MPE in trip duration is 39.2%. This entails that on average,
simulation trips take around 1.4 times as long. The MAPE is equal to 118%. Considering that the
mode of all percentage errors is equal to -38.7%, the distribution has a rather long right tail with
outliers, influencing the average percentage error. Concluding, on average for the autumn 2021
scenario without rerouting, an actual trip of 5 minute may take about 7 minutes on average in the

simulation using the MPE. The mode of 5 minute long trips take approximately 3 minutes.

There are two reasons for explaining the rather large MAPE, one of which is that some trips
get stuck in queue after queue in the model, causing the large right tail of the distribution. For
the purpose of saving computational time, the rerouting frequency is set to equal the simulation
time, this limits the number of calls to the shortest path algorithm, or the function call (b) in
Figure 3.4. Therefore, the shortest path calculation will only be performed once, at the beginning
of the simulation, and agents will not try to avoid queues which suddenly appeared causing some
trips to take. Another reason is that MAPE has the significant disadvantage that it produces infinite
or undefined values for zero or close-to-zero actual values [66], i.e. very short trips.
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(a) Base simulation without rerouting. (b) Simulation with rerouting every 5 minutes.

Figure 6.2 Zoomed view of the percentage error distribution of simulation and actual
trip times with autumn 2021 demand data, containing both negative and positive values,
plotted on the same axes.

6.2 Rerouting

Changing the rerouting frequency from never to every 5 minutes results in a huge improvement
of M(A)PE for both scenarios. For fall 2021, the MPE is equal to -38.8% and the MAPE is equal
to 46.8%. Hence, trips that actually take 5 minutes on average take 3 minutes when rerouting
is allowed, which is very similar to the aforementioned mode of the percentage error and thus
more representative for the distribution of percentage error. Hence, when rerouting is allowed in
the model, a large number of error outliers is prevented since agents will not stay stuck in traffic
but figure out a new route instead. As can be seen in Figure 6.2, the simulation where rerouting
is allowed results in a distribution which is more centered around its mode as can be seen in
Figure 6.2b; the histogram shows higher counts around the mode and a much smaller right tail of
the distribution.

Allowing vehicles to reroute might however lead to fluctuating network performance: since vehi-
cles may reroute to roads that seem fine currently, causing instantaneous blockage, a well-known
property of physical-queue traffic models, such as Zhao’s ABM, which also happens in reality. This
sudden blockage can lead to substantial changes in the route travel times, even with a small change
in the flow pattern [67]. This implies that the current shortest route can become an unacceptable
route in the next iteration, more aggressive swapping behavior hence might cause oscillations in
network performance. Zhao’s model accounts for this purpose by updating the travel time of each
link with the time that vehicles which left the link in the past 60 seconds experienced, i.e. it is a
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Figure 6.3 PE in trip duration for all agents present in the simulation of the autumn 2021
afternoon rush hours, 4 p.m. to 6 p.m., on a typical Thursday.

moving average of all vehicles that just left the link which is known to smooth fluctuations [68,
69].

6.3 Sensitivity analysis and calibration

The effect, or sensitivity, of both parameters, as listed in Subsection 5.1.1, on simulation arrival
times will be analysed in this section with the ultimate goal being to mimic the effect of background
traffic and hence, obtain simulation arrival times that better approximate the data. Figure 6.3 shows
the PE distribution of the simulation of afternoon rush hours from 16:00 (4 p.m.) to 19:00 (6 p.m.),
which closely matches the distribution profile of Figure 6.2a but with less data points. The focus
of this calibration process is mostly on adjusting the parameters starting from the slowest links
first. As fully rational agents choosing the shortest path might then be discouraged to take small
residential streets and rely more on the primary, higher capacity roads to reach their destination.
The model assumes that agents are able to cross links on the speed limit as explained before.
However, the model does not account for the presence of stoplights and signs, nor speed bumps

that reduce the average link traversing speed.
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6.3.1 Link speed

The first adjustment is to change the speed on network links. Note that the speed of different type
of links can be adjusted separately, e.g. residential or motorway (freeway), labels that indicate
road types obtained from OSM. The parameters of the researched scenarios have been listed in
Table 6.1, the speeds are provided in mph for the Berkeley case study, this can easily be adjusted to
kph for studies in regions where the metric system is used predominantly. Figure 6.4 provides a vi-
sualisation of the PE distributions after changing the speed limit on residential links, depicted with
SR in the scenario name, and primary links, depicted with SP in the scenario name. Figure 6.4a
shows a more widespread distribution centered more closely on 0% difference. The addition of the
link speed reduction of the primary links seems to reduce the number of the highly negative PEs,
as can be seen in Figure 6.4b, this alone does not really affect the distribution and is contrary to

the previously stated, namely that it discourages agents to use higher-capacity roads.

Table 6.1 Link speed per scenario for every road type. Note that road type "Other" in-
cludes residential streets. In the scenario titles, SR entails speed of "Other" road types
and SP entails speed of primary roads.

Link type || Base SR10 SR10SP35
Motorway || 65 mph 65 mph 65 mph
Primary 55 mph 55 mph 35 mph
Other 25 mph 10 mph 10 mph
Figure 6.3 6.4a 6.4b

6.3.2 Link capacity

The second parameter investigated for its sensitivity is link capacity, which refers to the number
of vehicles that the link can carry in one hour. The parameters of the researched scenarios for
link capacity have been listed in Table 6.2. Figure 6.5 provides a visualisation of the PE distri-
butions after changing the capacities on residential links, depicted with CR in the scenario name,
and primary links, depicted with CP in the scenario name. Figure 6.5a shows a more widespread
distribution, due to which it appears to center more closely around 0% difference. The addition of
the link capacity reduction of the primary links seems to only reduce total counts of the PE his-
togram, judging from the vertical axis of Figure 6.5b, and not change the shape of the distribution
much. Further decreasing the capacity of residential streets results in an even less favourable PE

distribution.
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Figure 6.4 PE of trip duration in the afternoon rush hours simulation with different link
speeds for the "Other" (SR), and primary links (SP).

Table 6.2 Link capacity per lane of every road type and for every scenario. In the scenario
titles, CR entails capacity of "Other" road types and CP entails capacity of primary roads.

Base CR450 CR450CP800
Motorway || 2,350 veh/h 2,350 veh/h 2,350 veh/h
Primary 1,200 veh/h 1,200 veh/h 800 veh/h
Other 950 veh/h 450 veh/h 450 veh/h
Figure 6.3 6.5a 6.5b

In conclusion, adjusting the link speed, in particular of residential street seems to have the desired
effect of getting the PE more centered around 0%, adjusting the capacity does not. Hence, if the
model is used for simulations, calibration can be used to obtain more realistic approximations in
terms of arrival times. However, it must be noted that especially the right tail of the distribution,
i.e. the simulated agents that arrive (much) later than actual ones in data, becomes larger. This
statement is backed by the data provided in Table 6.3, as can be seen, there is a major increase in
M(A)PE after calibrating parameters to slow down traffic. Calibration does seem to have a positive
effect of moving the mode.
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Figure 6.5 PE of trip duration in the afternoon rush hours simulation with different link
capacities for the "Other" (CR), and primary links (CP).

Table 6.3 M(A)PE:s of the arrival times belonging to the previously provided distributions
compared to the actual agent arrival times from the Replica OD data.

Base SR10 SR10SP35 | CR450
MAPE || -5.95% 66.3% 61.3% 105%
MPE 64.7% 91.8% 86.6% 142%
Mode || -48.5% -25.5% -0.561% -57.2%
Figure || 6.3 6.4a 6.4b 6.5a
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Section 3.4 briefly touches upon the route choice of agents, through the Dijkstra inspired sp algo-
rithm, as well as the link travel time update rules. This chapter elaborates on how the traffic network
updates during the simulation and the mathematical interpretations of link and agent travel times in
the first section. Additionally, explanation is provided on equlibria in time-varying queue models
and the implication on simulation results and the last section puts forward formulations to describe
the agent’s route choice within the network and makes these choices insightful.

7.1 Travel times

Let ®;(z;(r)) VI € E’ denote the non-decreasing link travel time, or delay, function depending on
the current link flow z;(¢) in vehicles per hour. Note that / here is used to denote a link for sim-
plicity, as explained in Subsection 3.1.1. In theoretical papers, ®(z) is often equal to the power
function from the Bureau of Public Roads (BPR) [70, 71]. It should however be noted that the BPR
function allows for flows higher than the physically possible link capacities [72]. Zhao’s ABM is
a so-called physical queue model, which entails that it has finite storage capacity due to which the
end of the queue spills back onto preceding links [67]. Effectively, it entails that the ABM does
not allow more vehicles to enter the link, in contrast to BPR, when the total length of all queued
vehicles on that link minus the total link length is smaller than the length of one vehicle, this
represents real-world behaviour but might result in the non-existence of solutions to the dynamic
traffic assignment (DTA) problem [67]. DTA deals with assigning traffic volume onto a dynamic,

time-varying, traffic network with a specified demand [73].

In order to study the (dis)continuity of link travel time in the ABM in discrete time ¢ := [to, T], I
let the simulation_queue.py output additional data-frames that store the current flow and delay
time for all links in the network which are currently occupied, i.e. for any number of vehicles

using the link. Now, in order to relate the right values with one another, i.e. the agents actually
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causing the delay with the delay time that they experienced, a 60 second moving average of the
link capacity is taken, the code to accomplish this has been provided in Section B.2. This is done
to match the link travel time, which is also a 60 second moving average as mentioned before. Note
that delay time d;(z;) := ®;(z;) — ®;(0), where ®,;(0) is the link free-flow time, is plotted instead
of link travel time to set a baseline (zero) for all links because links have different free-flow times,
as these depend on their speed limit and link length. A scatter plot of this data, for both residential
streets and primary roads, has been provided in Figure 7.1. The figures are obtained with the same
simulation set-up as used in Chapter 9, i.e. of the morning rush hours from 6 a.m. to 10 a.m. with
cool-down where rerouting is allowed, explanation on which is provided in Chapter 9. Curve fit-
ting could potentially be used to obtain a (continuous) function that best describes the relationship
between flow rate and delay time. It can however not be guaranteed that the link delay functions
always behave according to this fitted function. Concluding from the figures, residential streets
seem to generate extreme queuing, with nearly 5 hours of waiting experienced by one vehicle as

compared to the primary roads with higher capacity, where agents experience a delay of at most 3

minutes.
Delay time d(z) w.r.t. link flow Delay time d(z) w.r.t. link flow
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(a) Delay time on residential streets, capacity (b) Delay time on primary roads, capacity 1500
950 vehicles per hour. vehicles per hour.

Figure 7.1 Scatter plot of link delay time (seconds) w.r.t. flow (vehicles per hour).

7.2 User equilibrium

When the link travel time function ®;(z;) is continuous with respect to traffic flow z on link /, a user

equilibrium (UE) exists in static transport networks [74], when ®;(z;) is also strictly monotone,
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i.e. for ®@;(x) > P;(y) when x > y, this UE is unique [75, 76] and known as the first principle of
Wardrop for traffic assignment in a road network. The principle states that all route choices have
the same travel cost and this cost is not greater than the travel cost of unused options between each
OD pair [77], i.e. agents do not gain by unilaterally changing route. For this reason, it is desirable
to have a continuous link delay function, it allows to study optimal states in the network which are

achieved by agents minimising their travel time.

This concept of UE has been applied in DTA. In order to ensure the aforementioned requirements
of UE, theoretical studies often assume continuous delay functions to describe the link travel time
for queued vehicles resulting in point queues [67, 78], e.g. using a step-wise delay function which
is linearly increasing when the current demand exceeds capacity and zero otherwise [79]. Point
queues usually have constant downstream service rate, or exit flow, and the infinite storage capac-
ity [80], whereas physical queue models have the aforementioned spill-back property, potentially
causing discontinuous route travel times w.r.t. route flows, which violates the condition that en-
sures UE existence [74, 81, 82].

7.2.1 Dynamic user optimum

More recently, experts in the field adopted to using the notion of dynamic user optimal (DUO)
state [83] to capture ’stable’ states even when continuity of path travel costs is not guaranteed.
The aforementioned article categorises the notion of DUO in previous research by their degree of
tolerance, a measure that bounds the deviation for the used paths of the same OD pair, i.e. the actual
experienced travel time minus the shortest travel time over all possible paths of OD pairs at time
t. In that respect, a strict DUE would be similar to a DUO with zero tolerance. The mathematical
expression of an agent’s payoff, relating it to the link travel times depends on the route choice.

Route choice is summarised in a routing matrix R, where entries for path i and link /, read:

1 if [ in path i

iy = (7.1)
0 otherwise
and the matrix, R € RV*L reads as
i riz2 o riL
R | B
N1 TN2 -+ TNL
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where each row correspond to a path R;, € RE. Consequently, the payoff of all routes F(z) € RV,
can be expressed as a function of the agent’s path occupancy, or flow:

F(z)=—R®(z)=—R| " (7.3)

q)L&ZL)

where the payoff equals negative travel time for a particular path, i.e. the larger the travel time, the
lower the payoff. This is done for intuitive payoff understanding. Note that travel cost incurred by
agents in DTA travelling on the same path however are not necessarily constant due to the change
in link flows and resulting link travel costs over time. This likely differs between rush hours and

off-peak periods.

7.3 Route choice

The route choice problem is solved by all agents selfishly maximising their payoff, i.e. minimising
their travel time. Two agent types are considered to model charging behaviour for defining route
profiles, namely EVs that use a DCFC on their trip (the vehicle type of these in the demand data
will be set to EV as explained in Section 8.1), e.g. due to a low battery level, and all other vehicles,

e.g. agents with internal combustion engine vehicles (ICEVs).

Since agents with BEVs, or type 1, are to charge on their trip, their route is to include one CS ac-
cess and exit link, /(u,c) and I(c,u) respectively or r;(, ) = 1 and ry. ) = 1, where u is a network
intersection that provides access to the CS, ¢ € C C V'. However, since EV trips are split up into
two their routes automatically include the DCFC links, as these will be the last link of their first
trip and first link of their second trip. Therefore, I will not dive into the set of available routes to
agents. Note that the CS access link encompasses the charging action and includes charge time as

has been mentioned in Section 5.4 so waiting time is accounted for when picking route R;.

Path choice translates to payoff in the following way: the routing matrix is multiplied with the
decision variables stored in matrix X € RX*V for a total of K agents. Each row of this matrix
Xiy 1= [xkl Xk e ka] represents the choice of route i for agent k, its elements are binary
xii € {0,1} and multiply with all L columns of R. This entails that XR results in a K X L matrix
which rows represent the links present in the path of agent k. As stated before, agents can only
choose routes that include their origin and destination. Hence, the set available decision variables

to agent k, denoted by yx;, are all paths that connect origins O to destinations D, all decision
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variables for other paths equal O:

xg it r =1Ar; =1
Xy = k il(O,u) il(v,D) (7.4)

0  otherwise

and the sp algorithm takes care of this [47].

7.3.1 Objective function

Route choice is affected by link delay, which changes over time because of agents moving through
the network and new ones spawning, this directly affects the payoff at time ¢ in accordance with
Equation 7.3. Provided this time-dependence and the previously presented route choice formula-

tion with variable X, the objective function for all agents departing at time ¢ is equal to

U(X,t)=XF (z(1))

= —XR®P(z(1))
X1l X12 ccc XIN i ri2 e T Py (z1 (1))
B X1 X2 -+ XoN YR IR Y5 D, (z2(1))
XK1 Xk2 +° XKN rnt N2 e rne | | Pz (7))

where U € RX denotes the payoff vector for all agents, in contrast with F € RV, which is the payoff
for all routes. As stated, XR € RX¥*L and hence, multiplication with ® € R” results in U € RX.

This formulation is more fit for use as an objective function because the decision variable is a
direct input to it. Note that even though agents cannot choose their departure time, their route

choice depends on the current link occupation and hence, U is a function of X and ¢.

7.3.2 Simulation

As explained before, agents observe the traffic network right before they depart, as they will check
total travel time. For agents with BEVs, this includes wait and charge time in line with Section 8.1.
Their payoff is Uy (Xy«,?) and depends on the chosen path as well as choices path choices of all
other agents that consequently influence link flows z;(¢), i.e. agents with other OD pairs traversing
over the shared links, as many paths may share roads. Therefore, links may become congested due
to road occupation by other agents who end up at links shared among routes that made the route

choice based on the travel times in the past. The problem in the previous sections is converted
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into a binary integer program (BIP). The objective function to be optimised through a route choice
before departure taking into account current link travel times:

maximise U (Xiy,t) = —XixRP (2(2))
X« € Xk

N
subjectto Y X =1 (7.5)
i=1
X; € {0, I}Vi

The objective function in Equation 7.5 represents the payoff for one agent, k&, who must choose
only one path from the paths that connect their origin and destination, i.e. from the set ), this is
enforced through the first constraint. This objective function is applicable both in the case when
rerouting is allowed and when it is not, in the case of rerouting the same optimisation is done,
agents observe the network at a different time-step and then choose among the paths that connect
their current node with their destination. In the simulation, this is achieved through the function
call to get_path(), which is in the Agent class. This function does an actual call to Dijksra’s sp
algorithm in line with arrows b and c in the system description and outputs the shortest path. Ac-
cordingly, the agent’s path, which is an array of nodes that are to be traversed through, is updated

corresponding to the new order of nodes.

Because of the statements in Section 7.2, it may not be guaranteed if UE is achieved in the ABM. It
is assumed that agents individually minimising their travel time on the same points in time leads to
a DUO. As DUO exists for models that exhibit queue spill-back, this optimum hold in the bounded
(maximum value of link delay time) solution space. Future research is to establish stricter bounds

for DUO to achieve solution uniqueness, this is currently not guaranteed.
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In the previous chapters, the system, its boundaries and the methodology for the integration of
Zhao’s ABM with real-world inputs from the city of Berkeley, the model’s validation and math-
ematics have been established. This chapter will be devoted to the major contribution of this re-
search project, namely modelling charging demand and studying the induced demand on the traffic
network using Berkeley as a case study. This chapter will answer to the fifth research sub-question,
as different DCFC placement locations will be proposed.

To get insights in induced demand, charging trips have to be added to the OD demand data, in
line with the previously stated in the third paragraph of Section 5.4. To position this chapter in
the system of this research, it is part of the input side to the ABM, as it concerns complementing
the demand data, from Section 3.2, with charging trips. The challenge is to determine which agent
will charge and if they decide to, when and where they do. It is worth noting that throughout this
chapter only charging trips to public DCFCs are considered. Additionally, only BEVs are consid-
ered since PHEVs cannot be charged at DCFC stations [84] and, in accordance with Section 5.4,

charging time is considered a constant of 30 minutes.

In the following sections of this chapter, several policies, or scenarios, for DCFC placement are
presented. These sections cover the reasoning behind, as well as the implementation of all scenar-
ios. It is assumed that the adoption of BEVs will keep increasing due to governmental incentives,
for the area of study this is the earlier mentioned legislation issued by the State of California [11],

an additional 3 DCFCs will be placed in the city in all investigated scenarios.

For simulation time purposes, morning rush hours are considered, i.e. demand data of all trips that
start between 6 a.m. to 10 a.m. to start with a near empty network Figure 3.3. The simulation
will be given a 3 hour cool-down period where new demand is cut-off to let the agents that are

currently travelling through the network finish their trips. Hence, the demand peak of the morning
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rush hours, in line with Figure 3.3, is isolated and studied. Additionally, it is assumed that agents
revise their route each 2 minutes, to avoid getting stuck in queue after queue, as it is highly unlikely
that agents will be willing to stay queued in inter-city traffic without considering alternative routes,
meaning that they do not consider rerouting, e.g. from the arterial roads that might be jammed for
a while.

8.1 Demand data preparation

A step-by-step guide on how charging trips are added to the OD data has been listed below.
1. OD demand data is created using a Replica csv file.

2. A particular percentage is requested as an input to correspond with the random proportion
of the cars that are EVs, in the case study of Berkeley in autumn 2021 and in line with

Section 5.5, this is approximately 7%.

3. Either all or a proportion of the EV trips in the demand data are duplicated once, resulting in

two trips from the same trip taker.

(a) The destination of the first, or original, trip becomes the geographically closest, i.e. us-
ing the Haversine function, DCFC obtained. This results in a DCFC origin distribution

such as in Figure 8.1 and C.1. This trip’s origin and departure time are left unchanged.

(b) The origin of the second, or duplicated, trip becomes the CS that the first trip has as
destination. This trip’s destination is the original trip’s destination and is therefore
unchanged.

(c) Departure time for the second trip depends on the arrival time of the first to the CS.

Hence, for initialisation this value is not a number (NaN).

All agents that decide to charge at a public DCFC, i.e. all BEV trips in the the OD data are split
into two and visit a DCFC, and check its current availability. This entails that, a couple seconds
before the departure time of an agent’s charging trip, the agent observes the traffic network state,
e.g. through the use of applications that provide insight in the current status of the road network in
terms of travel times such as Waze, EVgo or Google Maps, to check their travel and waiting time
for different stations.

Since it is assumed that all agents are selfish and maximise their own payoff, i.e. minimising their

additional travelling and waiting time, for selecting a DCFC. This is achieved by calling the sp
algorithm in simulation_queue.py therewith providing the agent’s origin node ID, destination
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Figure 8.1 Geographical representation of origins and their counts for all EV trips in
scenario 1 going to the geographically closest DCFC in Berkeley, i.e. the existing DCFC
at 3000 Telegraph Avenue (blue) and to the newly added DCFCs on 1966 University
Avenue (green), 2830 Seventh Street (red) and 5800 Shellmound Way (yellow).

node ID and the set of CSs in the network (O,D,C). Section B.1 lists the code for the function
that achieves this purpose, note in particular the corresponding inputs. The sp algorithm will find
the shortest travel time from origin O to destination D for all possible paths leading to and from
each CS ¢ € C resulting in an array of length |C| for every BEV driver, sp_dist in Section B.1.
Consequently, the index of the smallest value is found and used to output the index of the CS that
adds minimum waiting and charging time, closest_cs, step 3(a) and (b) of Section 8.1 are ac-
cordingly repeated with the updated DCFC location.

Note that waiting time is included in the network through queue spill-back. These queues add
to the agent’s expected travel time and will be considered in their route choice. Moreover, the
traversing time of the "dummy" link to reach the DCFC incorporates charging time. Therefore,

choosing the DCFC with shortest travel time also allows for minimisation of agent’s waiting time.
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8.2 Scenario 1: spatial separation

Table 8.1 provides potential locations for future DCFCs in the area of study with rather large spatial
separation (Figure 8.1), in an attempt to cover the charging demand across the city. Note that all
locations have been selected for their sufficient excess transformer capacity according to PG&E’s
Micro-Siting Tool [56], i.e. at least 4 charging ports and preferably more due to the age of PG&E’s
data.

Figure 8.2 Geographical representation of origins and their counts for all EV trips going
to a DCFC in Berkeley along the sp to their destination, in scenario 1.

Table 8.1 Potential locations for new DCFCs in the area of study for scenario 1, as de-
picted in Figure 8.1, along with the excess transformer capacity in terms of number of
DCFCs that can be served.

Street address Excess capacity
3000 Telegraph Ave 0 DCFCs

1966 University Avenue 35 DCFCs
2830 Seventh Street 53 DCFCs
5800 Shellmound Way 15 DCFCs

Initialisation of the charging trip destinations happens in line with the third bullet point of Sec-
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tion 8.1 the geographically closest DCFC is selected, a visual representation of which is provided
in Figure 8.1. The figure shows the cumulative number of origins from a simulation of a typical
Thursday in autumn 2021 when assigning the charging trips to the geographically closest DCFC.
Figure 8.2 provides a visual representation of the cumulative number of origins after updating the
DCFC locations during the simulation provided the current traffic conditions according to Sec-
tion 8.1. The data for Figure 8.2 was outputted after simulation, as the DCFC choices depend on
traffic conditions which vary over the simulated time.

8.3 Scenario 2: close to demand

Table 8.2 provides potential locations for future DCFCs in the area of study for the second sce-
nario, where DCFCs are placed closely to the high traffic demand, i.e. in the brightest areas of
Figure 3.2. The resulting placement has been depicted in Figure C.1, figures for scenarios 2 and 3
are provided in the appendix since it comes down to the same principle of scenario 1. All locations

have again been selected for their sufficient excess transformer capacity.

Table 8.2 Potential locations for new DCFCs in the area of study for scenario 2, along
with the excess transformer capacity in terms of number of DCFCs that can be served.

Street address Excess capacity
3000 Telegraph Ave 0 DCFCs

2150 Shattuck Avenue 27 DCFCs
1966 University Avenue 35 DCFCs
2001 Dwight Way 8 DCFCs

8.4 Scenario 3: clustering

Table 8.3 provides potential locations for future DCFCs in the area of study for the second scenario,
where DCFCs are placed close to one another, like some petrol stations on an intersection or shops
in a shopping mall. Resulting placement has been depicted in Figure C.2, the additional (to the
existing on 3000 Telegraph Ave) 12 ports have been located at 2850 Telegraph Ave all in the same
place.
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Table 8.3 Potential locations for new DCFCs in the area of study for scenario 3, along
with the excess transformer capacity in terms of number of DCFCs that can be served.

Street address Excess capacity
3000 Telegraph Ave 0 DCFCs
2850 Telegraph Ave 13 DCECs
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This chapter will present the results of the simulations having implemented all methodological
considerations from the previous chapters. The first section will summarise the simulation param-
eters, for reproduction purposes in future studies. The second section will be devoted to the results
of placement according to the scenarios discussed the previous chapter, i.e. the induced demand
that results from placement according to the proposed placement policies as explained in Chap-
ter 8. Results are provided in terms of queuing time difference between the scenarios and the base
case, i.e. without modelling the intermediate charging destinations. The third section will provide

results of scenario comparisons.

9.1 Simulation parameters

As stated before, the charging time is set to 30 minutes, or 1800 seconds, and an additional 3
DCFCs (4 in total), having 4 charging ports each, have been placed in the traffic network in all
scenarios other than the base case. Moreover, all trips that depart between 6 a.m. and 10 a.m.
are considered, this results in an approximate 20,000 trips through the network, of which there
are approximately 1,400 BEVs, i.e. 7% of all vehicles. The demand data also exists of the BEVs
second trips, i.e. the trips that go from the DCFC to the destination, which departure time after
initialisation is set to NaN. After an agent arrives at a DCFC, the departure time of their second
trip will be set during the simulation. Therefore, it is ensured that the second trip of agents who
did not arrive at their DCFC will not depart.

9.2 Induced demand

The induced demand on the traffic network is provided in terms of average time spent in queues,
in particular, scenarios are compared based on the difference that agents perceive. In all investi-

gated scenarios, 7% of all vehicles is assumed to be a BEV and will charge on their route. For
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the total demand data, that would be 12,300 BEVs out of the total 176,000 agents. However, for
simulation time purposes only the morning rush hours are considered in line with Chapter 8, hence
the number of trips and agents is much smaller (20,400 agents for the base scenario). Note that
in the base scenario, only a small percentage of the same group of BEVs charges at the DCFC on
3000 Telegraph Avenue. These EVs are considered as background traffic in the base scenario, e.g.
similar to people visiting the Whole Foods Supermarket located on the same address, since Replica
does not keep track of DCFC, or CS more generally, as possible trip purpose. Additionally, it was
confirmed that percentage of EVs charging at DCFCs, in particular of the autumn 2021 data, was
lower than the total share of BEVs as explained in Section 5.5.

Figure 9.1 provides a geographic representation of the difference in vehicle queue time between
the scenario 1 and the base case. Queue time is interpreted as the additional average queue time for
all vehicles on the presented links. A positive queue time obviously results in longer shorter travel
time, which is undesirable and therefore depicted in red, links where agents experience negative
queue times are depicted in green. Note that the reroute frequency is set to 2 minutes, due to which
agents will reconsider their route choice and not wait in line to join the queue on the connecting
link, which would have been the shortest path in an uncongested network where all travel times
equal link free-flow time. Table 9.1 provides an overview of the number of number of agents that
fully completed their trip, i.e. reaching the final destination not DCFC, and the average travel time
for all scenarios where route choice revision happens every 2 minutes. The next section will shed

a light on the effects of not considering the reroute option.

Table 9.1 Number of completed trips and the corresponding average travel time for all
agents for each scenario with rerouting frequency set to 2 minutes.

Scenario Completed trips | Charge trips Average travel time
Base 20,400 0 279 s

Scenario 1 18,100 5,130 1,790 s

Scenario 2 17,400 4,860 1,830 s

Scenario 3 16,700 4,640 1,080 s

As can be seen in Figure 9.1, agents are likely to experience higher additional queuing time close to
the DCFC locations, which have been provided in Figure 8.1 for scenario 1. Note that, the figures
of the other scenarios will be provided in Section C.2 because a these show a very similar response
of traffic queue time around DCFC locations.
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Figure 9.1 Queue difference for all links in the traffic network of scenario 1 versus the
base case without charging expressed as (average) queue time for all vehicles that traverse
over that link. Agents reroute every 2 minutes.

9.2.1 Without route revision

Figure 9.2 provides a geographic representation of the difference in vehicle queue time between the
scenario 1 and the base case. In this case, rerouting is not allowed. The result shows more network
links are exhibit additional queuing time and that less links are used: agents avoid getting stuck
in queues by diverting to residential, or smaller, streets. Similar to the results of scenario 1 where
rerouting is considered, additional queuing time is observed around DCFC locations. Table 9.2
provides an overview of the number of total number of completed trips and the average travel time
for all scenarios provided agents may not revise their route choice.

9.2.2 Effect of rerouting

In order to study the effect of allowing agents to revise their path choice, a visualisation of the
queue difference between scenario 1 with and without rerouting is provided. This serves as an
insight into the links that actually cause the additional travel time for agents, which has been
analysed in Section 6.2. The red coloured links in the figure correspond to a higher queue time
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Table 9.2 Number of completed trips and the corresponding average travel time for all
agents for each scenario without rerouting.

Scenario Completed trips | Charge trips Average travel time
Base 20,400 0 278 s
Scenario 1 10,600 3,370 842 s
Scenario 2 | 7,800 2,000 942 s
Scenario 3 | 8,890 2,460 558 s

perceived by agents in the simulation where rerouting is allowed, in comparison to the simulation

where agents may not revise their route choice. Consequently, green links portray a decrease in

queue time and therefore a "better link travel time", in the simulation where rerouting is allowed.

Figure 9.3 shows that areas around the DCFCs, e.g. close to the UC campus around University

Avenue, became less congested.
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Figure 9.2 Queue difference for all links in the traffic network of scenario 1 versus the

base case without charging expressed as (average) queue time for all vehicles that traverse

over that link. Agents do not revise their route.
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Figure 9.3 Queue difference for all links in the traffic network of scenario 1 with rerouting
versus the scenario 1 without rerouting expressed as (average) queue time for all vehicles
that traverse over that link.
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This chapter provides an interpretation of the results presented in Chapter 9. The first section
concludes about the effect that different placement policies have on traffic, queue time in particular.

The second section concludes about the effect that rerouting exhibits on the obtained results.

10.1 Evaluation of scenarios

Table 9.1 shows that average travel time in all scenarios with presence of BEVs which charge is
higher. The charging time of 30 minutes and the share of BEVs that travel through the network
explain that scenarios with BEVs show higher travel time and lower trip completion: queues build
op when agents are waiting to get charged, this also affects agents with ICEVs who use the same
links in their paths.

Travel times are equal to the average travel time for all completed individual trips, provided that
agents selfishly minimise their travel time based on the observed traffic network conditions and
through the use of the sp algorithm according to Section 7.3. The additional link travel time, or
queue time, in all scenarios is relatively small. An additional 150 seconds, which is approximately
equal to largest value from the simulation corresponds to one and a half full red light cycles, which
are 90 seconds on average. Though, if this is the case on many consecutive links, this cumulative
queuing time might have a major impact at overall travel times, even for agents that do not charge.

Simulation results of scenario 3, i.e. the clustered DCFC placement policy, where additional
DCFCs are placed near the current existing DCFC on 3000 Telegraph Avenue, seems to yield
the lowest travel times among all investigated scenarios. However, the number of completed trips
is the lowest in this scenario: only 81.9% of all trips actually arrive, which means that the actual
travel time likely to be much higher, as there is no data stored on travel time of agents who have not

finished their trip yet. The placement policy in scenario 1, i.e. DCFC placement with large spatial
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separation, yields the highest trip completion of 88.7%. Moreover, more vehicles have actually
completed their charging trip in this scenario: 5.56% more than scenario 2, i.e. DCFC placement

close to most trip origins, and 10.6% more than scenario 3.

Scenario 2 is regarded to as the worst placement policy among the investigated ones: less trips
were completed, less vehicles charged and still the average travel time of agents in the second
scenario is higher than of scenario 1. It is concluded that scenario 1 is the best placement policy,
mainly because of the high trip completion and DCFC utilisation. Herewith, the sixth research

sub-question has been answered.

10.2 Effect of rerouting

It can be seen in Figure 9.2 that single observation and route choice limits the use of many residen-
tial streets when comparing to the simulations where rerouting is allowed. Many residential streets
leading to Ashby Avenue, which is the high capacity road that provides access to the DCFC on
Telegraph for traffic heading eastbound and to the DCFCs on Seventh and Shellmound for traffic
heading westbound. Ashby itself shows a couple of congested segments, the light red links, as
well. The streets which are used in this scenario without rerouting show higher average vehicle
queue time, this can be explained through the nature of single route choice alone: the route is
chosen in the beginning of the simulation, as stated in Chapter 6, and hence based on less con-
gested network links. Consequently, rerouting results in more widespread traffic across Berkeley,
which results in higher VKT. Agents experience shorter a travel time when they revise their route
choice and hence, there may be a smaller incentive to use higher capacity roads resulting in a trip

of shorter distance rather than shortest travel time which might lead to trips of larger distance.

In the results section, focus is on the simulations with route revision. This is done because queues
in the simulation without route revision cause many trips not to be completed due to agents getting
stuck in queues as can be seen in the low trip completion provided in Table 9.2, in contrast to
the trip completion of simulation with rerouting provided in Table 9.1. In conclusion, number of
completed trips for simulations with route revision are more in the range of the base scenario and

hence allow for more reliable comparison of additional travel, or queue, time.

10.3 Bottleneck identification

It can be seen in the previous figures that particular areas, especially close to the DCFC locations

become more congested. The newly dark red links are bottlenecks of the traffic network that do
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not allow for uninterrupted vehicular flow, as all vehicles traversing through the dark red links
on average perceive a 2 minute travel time increase. For the best scenario, bottleneck forms in
the Emeryville and Elmwood areas, in line with Table A.2. The congestion in Emeryville origi-
nates from vehicles charging at the DCFC on Shellmound Way. For Elmwood specifically, major
congestion happens on the 3000 block on Telegraph Avenue block as well as the 2300 block on
Ashby Avenue and is caused by the DCFC on Telegraph Avenue. Herewith, the seventh and last
sub-question is answered. Furthermore, it can be seen that also the DCFC on University Avenue

causes some congestion on the eastbound 1900 block of there.

10.4 The effect of induced demand on traffic

Concluding from the previous sections, vehicles experience the most highest queue time, or con-
gestion, on the roads that provide access to the newly placed DCFCs. This holds true also for
the simulation results of scenario 2 as can be seen in Figure C.3, queues formed close to the UC
campus, and around the intersection of Dwigth and Shattuck, both in Southside. Queues close to
campus explained by vehicles going to the DCFCs on University and Shattuck, whilst the queues
around the hospital on the 2000 block of Dwigth Way are logically explained by the DCFC that is

placed right there. Herewith, the main research question is answered.
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This chapter provides a discussion on the reliability of the findings of this study. Limitations in the
methods used to obtain results will be provided in the following section and suggestions will be

put forward to get rid of the listed limitations.

11.1 Dynamic charging behaviour

The time window of simulations is 6 hours in the morning rush hours for obtaining results, and
the demand data of Replica allows for 24 hours. However, in order to model charging behaviour
more realistically, the simulation time should be extended. As agents might for example use a
public DCFC once every two days. Moreover, the use of DCFCs heavily depends on their distance
travelled and on the battery capacity of the particular BEV.

Dynamic charging behaviour can be modelled through dynamic SOC. In the current simulation
set-up, all BEVs charge at the start of their trip, this limitation can be resolved by modelling a
dynamic SOC. With data from vehicle registering body such as California’s Department of Motor
Vehicles (DMV) [60], the share of BEVs and their specifics can be replicated accurately since
there is data on vehicle brands, types and their battery capacity. This data allows for realistic
representation of the BEV population. When an initial SOC is assumed at the beginning of each
simulation according to a probability distribution, e.g. a uniform distribution between 20% and

80%, real-time charging demand can be modelled.

11.2 Limitations of the case study

Even though it might seem that relatively low penetration was used for case study of Berkeley,
this share of BEVs is still much higher than the current. For the case study, all 7% of EVs were

considered to be BEVs. Provided the total number of vehicles remains relatively stable, this entails
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an approximate increase in BEVs of 60% compared to the current situation, which is approximately
4%, as can be reduced from Section A.3. To accommodate for this large increase of BEVs, an
additional 3 DCFCs have been taken into consideration for placement. The ABM does allow
for easy up-scaling of EV penetration, as the share of (B)EVs is simply an input to OD demand

creation as explained in Section 8.1.

11.3 Charging preference

Some studies point out that a large share of refueling occurs along the commute route [85], which is
demonstrated using case study in Northern California, or along other trips, e.g. trips that are linked
to other shopping trips when shopping occurs slightly farther from home [57]. Hence, agents might
combine the visit to the DCFC with doing quick groceries shopping, which makes sense because
of the waiting time for a BEV to get charged. Additionally, peoples personal preference of DCFC
locations, e.g. because of amenities such as restrooms or a nearby coffee place, are not taken into

consideration in charging demand assignment.

11.3.1 Application of route choice learning

Research of 7,979 PEV owner’s charging behaviour in California concludes that people who own
a BEV and use public infrastructure only are more likely to be renters, apartment or condominium
residents and have a lower likelihood of having access to workplace charging [64]. Reinforcement
learning (RL), through the use of neural networks on historical data, such as data used in [64]
might allow to predict weekly DCFC utilisation, provided inputs such as income, age, gender and
housing type. Moreover, Replica is able provide trip-taker information such as building use, e.g.
multi-family residential, and workplace location block group, which allows retracing the availabil-
ity of workplace CSs. These parameters can be used to predict charging demand using Replica’s
data, possibly in combination with the EVI-Pro tool [58].

An example of route choice learning through route experience sharing is found in [86], agents in-
dividually determine the best route from their origin to their destination based on information from
all agents. The authors do remark that actions are highly coupled, this non-cooperative learning is
not a trivial task, since travel times are highly dependent on the route choice of other agents. How-
ever, this might experience sharing might potentially allow for estimating and translating DCFC

preference, as mentioned in the previous section, into actual trips.
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11.4 Data availability

As stated in Section 9.2, the OD demand data obtained from Replica does not identify (fast) charg-
ing as a trip purpose, nor does it distinguish between EVs and other vehicles, e.g. ICEVs. For
future studies it would be useful not to rely on assumptions to get a clear insight in when agents
decide to charge, as well as an understanding of the exact charging time. Currently, there is no
information on the willingness to charge in terms of acceptable waiting time. Charging time is
assumed to take 30 minutes for all vehicles, which is not the case logically. Information from
companies that provide charging services may allow for the creation of a probability distribution
for charging time. Then, agents in the simulation get assigned a charging time from the distri-
bution. Note that this is not possible with the current set-up of accommodating for charging in
the model. Currently, the DCFC access links are all given a constant traversing time, these could
easily be changed to match the potential charge time distribution, but will then be remain constant
throughout the simulation, since the 1ink_data data-frame remains untouched during simulation.

11.4.1 Inter-city traffic

It would make sense to research locations along freeways as a charging policy as well, e.g. in
the case study along the Interstate 580/80. However, since all trips starting or ending further than
500 m outside of the network are disregarded (Section 5.1), much of the traffic that simply travels
through the area of study without stopping is not considered. Hence, researching a placement pol-
icy where DCFCs are placed close to the freeway does not make sense: it is not realistic that EVs
part of inter-city traffic will redirect to get charged close to the freeway when this is not close to

their route.

Arguments of the previous section are also used to explain why a DCFC placement policy along
the main arterial roads, i.e. the roads which directly lead to the freeway, has not been studied: the
OD demand data of the inter-city traffic logically does not include trips that use the freeway to
leave the area of study, e.g. for people who commute from Berkeley to other cities.

11.4.2 Vehicles leaving the OSM network

As explained before, demand data is assigned to the closest node in the OSM network and trips
with origins or destinations outside of the network are disregarded. A method that might allow
for the inclusion of other trips than only inter-city traffic, sink nodes may be created near freeway
entrance points to assign destinations of trips leaving, or origins of trips arriving in, the network
model. Then, the challenge becomes assigning trip destinations to the right sinks in the network,

1.e. to the location where the agents actually leave the network model. Here is an example to
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illustrate this challenge: a person who lives in Berkeley and works in Walnut Creek, a city located
to the east of Berkeley, will exit the Berkeley area on the south to merge onto California highway
24 to get to work, and take the tunnel under the Berkeley Hills to get there, as that is the shortest
path of this OD pair. However, the geographically closest network node to this destination might
be a intersection high in the Berkeley Hills connecting low-capacity roads, which would lead to
an unrealistic trip through the network, as the agent is routed into the small roads Berkeley Hills
instead of to the freeway, what the agent would do in the real world.
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This final chapter presents future extensions for this research. The two sections provide a connec-
tion between the literature of respective research topics and potential opportunities for the use of

modelling methodology and results from this study.

12.1 Emissions shifting

It has been established in the past that faster highway route choice are not always the best from
both an environmental and energy consumption perspective. Significant improvements to energy
and air quality can be achieved when vehicles utilize a slower arterial route even though their travel
time is longer [87]. Additionally, traffic congestion and traffic volume contributed much more to
air pollution than the impact of fluctuating terrain [88]. The ABM and the methodology for data
presentation and handling used in this study can be used to model relocation of emissions resulting

from different route choices and study, and potentially resolve, resulting bottlenecks.

12.2 Managing bottleneck congestion

In the literature, various solutions have been proposed to reduce bottleneck congestion [89], ex-
amples of which are price on the use of the bottleneck roads through tolling [90, 91] or rewarding
vehicles that enter bottleneck areas outside of rush hours through the use of incentive based traf-
fic demand management [92]. [89] puts forward an incentive-based traffic demand management
policy to alleviate traffic congestion on a road stretch that creates a bottleneck for the commuters.
Provided the increase in BEV adoption in the future and the simulation results, which show dif-
ferent locations of queue forming, placement of DCFCs may be used to steer vehicles away from
roads prone to bottleneck forming in rush hours, i.e. with the goal to improve social cost in terms
of travel time for all vehicles. The methodology described in Chapter 5 can easily be used to model

trips for any share of EVs.
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Appendix A
Data

A.1 Electricity distribution

Buses or bus bars allow for high current power distribution and are used to connect high voltage
equipment at substations [93]. The generation source delivers electricity to substations from which
a distribution feeder emerges that supplies customers [94], which exists of a three-phase set of
conductors, i.e. three power lines that each supply alternating current, where each sinusoidal wave
separated by one-third of the total wavelength, such that there is no point at which no power is
being delivered to the distribution network [95].

A.2 OSM data

As mentioned in Section 5.2 and Section 5.4, both Figure 5.1 and Figure 5.3 are based on a real in-
tersection in Berkeley, California, but is not scaled to true sizes. The opposing lanes of University
Avenue in the OSM network are separately stored, they geographically appear as two unidirec-
tional, separate roads: the top lane is unidirectional from east to west, i.e. from node 3 to 1, and
the bottom lane is unidirectional from west to east, i.e. from node 2 to 4. Table A.1 displays the
corresponding OSM ids and the geographical location, in terms of latitude, longitude and location
of the intersection, of the nodes depicted in both graphs of Figure 5.3. Note that the network used
in simulations may be simplified, e.g. University Avenue may be merged into one edge, removing

redundant nodes whilst keeping the network connected.

Table A.1 Corresponding location information of Figure 5.3

Node || OSMid Latitude Longitude Junction location OSM
1 53093985 37.8697564 -122.2875195 University/Bonar North
2 240448886 37.869652 -122.287496 University/Bonar South
3 53047340 37.8701714 -122.2842857 University/Acton North
4 240448888 37.8700588 -122.284267 University/Acton South
5 53093987 37.8687377 -122.2873227 Bonar/Addison
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Data
In the example used in Figure 5.3, the OSM node id 240448886 corresponds to the southern
junction of University Avenue and Bonar Street, i.e. node 2 in Figure 5.3b. Note that these are

the original OSM node IDs. After network consolidation, the nodes might be merged into new
ones losing their original ID. Hence, for traceability purposes, the original, unedited OSM network

data is used in this example. The OSM network, with the currently operational DCFC on 3000
Telegraph Avenue is provided in Figure A.1.
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Figure A.1 OSM graph of Figure 3.1, with the existing DCFCs depicted with the red
location pin.
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Data

A.3 OD demand data

The zip codes of the home locations of the considered trips in the OD data have been listed in
Table A.2, all in Alameda County, California.

Table A.2 Zip codes of OD data.

Zip code | Neighbourhood | City

94608 Emeryville Berkeley
94609 Temescal Oakland
94618 Rockridge Oakland
94702 West Berkeley Berkeley
94703 South Berkeley | Berkeley
94704 Southside Berkeley
94705 Elmwood Berkeley
94706 Albany Berkeley
94707 Thousand Oaks | Berkeley
94708 Berkeley Hills Berkeley
94709 Northside Berkeley
94710 West Berkeley Berkeley
94720 Southside Berkeley

In the considered zip codes, 6.86 percent of all vehicles were EVs in 2021: as there is a total of
7,762 EVs, of which there are 4,793 BEV and 2,969 PHEVs out of a total of 113,966 vehicles [60].
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A.4 Charging demand

Daily DCFC load profile
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Figure A.2 Estimated DCFC hourly load profile for the Berkeley area obtained from the
Alternative Fuels Data Center [58].
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A.5 Pre-calibration ABM performance

Percentage errors distribution
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Figure A.3 Distribution of the arrival time percentage error for data of autumn 2021. The

plot on the left displays the distribution of all trips and the plot on the right provides a
zoomed view of that same distribution.
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Appendix B
Code additions

B.1 Finding the closest DCFC

1 def cs_distances (start_node , end_node, cs_nodes, g=None):

2 sp_dist = []

3 for station in range(len(cs_nodes)):

4 sp = g.dijkstra(start_node , cs_nodes|[station])

5 travel _time_from_origin_to_cs = sp.distance (cs_nodes[station ])
6 sp.clear ()

7 sp = g.dijkstra(cs_nodes[station], end_node)

8 travel_time_from_cs_to_destin = sp.distance (end_node)

9 sp.clear ()

10 total_travel_time_with_charge = travel_time_from_origin_to_cs

+ travel _time_from_cs_to_destin
1" sp_dist.append(total_travel_time_with_charge)

12 index_closest = pd.Series(sp_dist).idxmin ()
13 closest_cs = cs_nodes[index_closest]
14 return closest_cs
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Code additions

B.2 Moving average link capacity

Within the queue_model . py, a dictionary element is added to the Link class (which stores all link
information for all iterations) called cap_list, it stores the leftover, or available, capacity for the
current link. Then, the last 60 elements of the cap_list are extracted and divided by 60 to get the

average available capacity at the current time step.

class Link:
def __init__(self, link_id, lanes, length, fft, capacity, Itype,
start_nid , end_nid, geometry, simulation=None):
### input

self.cap_list = []

self.cap_average = 0

def run_link_model(self, t_now):

self.st_c = self.store_cap — np.sum([ self.simulation.
all_agents[agent_id].veh_len for agent_id in self.run_veh+
self.queue_veh])

self.in_c, self.ou_c = self.capacity/3600, self.capacity/3600

self.cap_list.append(self.st_c)

self.cap_list = self.cap_list[-60:]

self .cap_average = np.sum(self.cap_list) / len(self.cap_list)
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Appendix C

Figures

C.1 Placement policies

Figure C.1 Geographical representation of origins and their counts for all EV trips in
scenario 2 going to the geographically closest DCFC in Berkeley, among the ones listed
in Table 8.2. The colours depicting each DCFC in accordance with the order of Table 8.2

read blue, yellow, green and red.
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Figures

Figure C.2 Geographical representation of origins and their counts for all EV trips in
scenario 2 going to the geographically closest DCFC in Berkeley, among the ones listed
in Table 8.3. The colours depicting each DCFC in accordance with the order of Table 8.3
read blue and yellow.
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Figures

C.2 Effect of placement on queues results
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Figure C.3 Queue difference for all links in the traffic network of scenario 2 versus the
base case without charging expressed as (average) queue time for all vehicles that traverse
over that link.
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Figure C.4 Queue difference for all links in the traffic network of scenario 3 versus the

base case without charging expressed as (average) queue time for all vehicles that traverse

over that link.
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