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Abstract

Three-body recombination is believed to be the primary pathway for antihydrogen formation
in “cold” (<30 K) conditions, like at the ALPHA collaboration. A method for the classical
simulation of three-body recombination resulting in antihydrogen will be outlined. Considera-
tions of the simulation methodology will also be examined. This method is utilised to simulate
many antihydrogen formation events resulting from three-body interactions. The binding en-
ergies of the resulting antihydrogen are found to be in the order of the thermal energy of the
formation environment, indicating a low survival chance immediately after formation. The
model offers a starting point for further study of the efficiency of antihydrogen generation and
measurement.
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1 Introduction

Antimatter has been intensely studied ever since its first observation in 1932 by Carl Anderson,
four years after being predicted by Paul Dirac [1, 2]. Despite knowledge about the particles existing
for nearly 100 years important aspects of the exotic matter are still unknown. For example, the
gravitational mass of an antiparticle has never been directly measured. It is also unknown why so
little antimatter is found naturally in our universe. The CPT-theorem states that whenever you
apply a CPT transformation to a particle, the physical laws that govern it should be indistinguish-
able from the non-transformed particle. This CPT transformation is a simultaneous application
of charge conjugation, time reversal and parity transformations. Antimatter is CPT transformed
matter, so as a result it should have the same properties as matter, with the exception of those
directly changed by the CPT transformation. The established theory also predicts that antimatter
and matter should be formed in the same quantities. However, it seems this symmetry is not
kept when looking at the actual composition of matter in the observable universe. This disparity
between the observation and the theory remains unanswered.

When an inconsistency between theory and observation arises in physics it is usually because
of a mechanism that has not been incorporated into theory. By understanding and resolving
the inconsistency new physics can potentially be discovered. To truly understand the properties
of antimatter a number of experiments are investigating various aspects that could lead to new
insights. One of the areas of interest is the study of antihydrogen, containing an antiproton and
a positron. CPT predicts that the energy levels of antihydrogen should be precisely the same as
hydrogen, a well understood and measured atom. As a result comparisons could be made between
hydrogen and antihydrogen.

A couple experiments focus on antihydrogen production, containment and measurement. The
one that has been running the longest is ALPHA at CERN, having successfully produced and
trapped many antihydrogen atoms. Spectroscopy has been preformed on the trapped antihydrogen
and the 1s-2s emission line was measured to be equal to that of hydrogen up to a level of 2×10−12

[3]. Despite these successes it remains difficult to produce large quantities trappable antihydrogen.
In order to produce it, a large number of antiprotons and positrons are combined in a Penning
trap. The antihydrogen needs to not only be produced but also trapped. This is done by using
a neutral atom trap. For the atoms to be trappable they need to be cold (< 0.5 K). This greatly
limits the number of antihydrogen atoms that can actually be trapped as only a small fraction is
below this temperature.

The most prevalent path to antihydrogen is believed to be the three-body recombination pro-
cess. Here three bodies, two positrons and one antiproton, interact in such a way that in the
end a single antihydrogen atom remains. Since it is not possible to fully solve this interaction
analytically, other approaches will have to be employed By doing simulations of antihydrogen for-
mation better insights could be gained into this recombination. In addition, various parameters
could be investigated. By doing this investigation optimal parameters might be found that could
potentially have been missed due to the considerations of the setup. Due to the nature of the
experiment insight cannot always be gained by measurements; some processes are not measurable
and need to therefore be simulated. Some areas of interest are the binding energies of the positrons
in the antihydrogen atom, as previously investigated by Robichaux and Jonsell et al. [4, 5]. By
approximating the system computationally the goal of this investigation is to accurately simulate
the three-body recombination process leading to antihydrogen, and study the properties of the
newly formed anti-atoms.
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Figure 1: The mixing trap at the ALPHA experiment. The electrodes of the Penning trap are
shown in yellow, the neutral atom trap in green and red. The external solenoid magnet is not
pictured. Its field is directed in the z-axis. Figure from Bertsche [8]

.

2 The ALPHA Experiment

To understand what will need to be simulated, it is useful to walk trough the experiment whose
conditions will need to be simulated. At APLHA, antihydrogen is produced by combining positrons
and antiprotons in a trap. The positrons are first produced, cooled and subsequently guided into
the main mixing trap by shifting the potential of electrodes leading to the mixing trap. The
antiprotons are carried into the trap in similar fashion, but also have to be slowed from their initial
MeV range velocities. The positrons are numerous in availability while the antiprotons are harder
to come by, mainly due to the need to slow them down which leads to ∼ 97% being lost. While
the number of captured positrons is typically 100 million, antiprotons are only captured at roughly
100,000 at a time. After being caught, the antiprotons still need to be cooled further, this happens
by sympathetically cooling them via interactions with electrons, and by evaporative cooling after
the electrons have been removed (see e.g. Amole et al. [6] for more). The latter method causing
additional antiprotons to be lost. After the cooling steps both the antiprotons and the positrons
are at a temperature of about 20 K, with the positrons often being colder then the antiprotons.
The temperature of the positrons seems play a more important role for antihydrogen formation
than that of the antiprotons[7].

The mixing section of the setup consists out of a Penning-Malmberg trap to contain the charged
particles, and a neutral atom trap, a Ioffe trap, to capture the antihydrogen once it forms and
survives long enough to reach the ground state. The trap excluding the external solenoid used to
generate the axial magnetic field is shown in figure 1. The Ioffe trap consists out of a octupolar
superconductor and two mirror coils. These elements form a magnetic minimum, trapping any
ground state antihydrogen in a low field seeking state. The low field seeking state causes the
antihydrogen to interact with the magnetic field in such a way as to produce a force in the negative
gradient direction of the magnetic field. In case of a magnetic minimum this would be a restoring
force towards the center of the trap [9]. The entire mixing section is kept at a low temperature (∼4
K) in order to provide cooling for the superconductors of the Ioffe trap. As mentioned before the
neutral atom trap is only 0.8 T deep, which corresponds to an energy required by an antihydrogen
particle to escape such a trap of 0.54 K (where multiplication by kB is implicit to obtain energy).

The Penning-Malmberg trap is the component responsible for mixing the two particle species
and combining them into the neutral antihydrogen atom. As mentioned this is achieved by manip-
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ulating the potentials of the electrodes on the Penning trap until the two particle clouds meet. The
mechanism of how a Penning trap contains neutral particles is treated in more detail in section
3.1. After production the antihydrogen will be trapped by the neutral atom trap. Even with the
colder temperatures involved, the amount of antihydrogen that can be captured is rather low, only
a small fraction of the antihydrogen is cold enough to meet the 0.5 K requirement. Not only will
the formed antihydrogen often be too “hot” to be capturable, it could also be in a non low field
seeking state, causing it to escape confinement As a result of these factors the amount of antihy-
drogen that is usable for measurement is very low. This means that in order to obtain enough
antihydrogen, multiple mixing cycles are necessary, the products of each run being stored in the
neutral atom trap during the subsequent cycles. This process is also referred to as stacking. After
5 cycles the number of antihydrogen atoms captured total 54 ± 6 and increase by 10.5 ± 0.6 per
cycle [10]. After capturing measurements can be performed (for example [3, 11]).

3 Theory

3.1 Particle Dynamics in a Penning Trap

The motions of charged particles as contained in a Penning trap are generally well understood
from an analytical perspective. A Penning trap utilizes the combination of a magnetic and electric
field to contain charged particles (trapping them). It does this by creating an electric potential
that can be expanded as a standard harmonic potential around zero (the center of the trap).
By applying this potential the resulting electric field will contain the particles axially. It will,
however, accelerate the charged particles in the radial direction, causing them to leave the trap.
This is where the magnetic field becomes relevant. By applying a strong magnetic field in the axial
direction, perpendicular to the acceleration of the particles due to the electric field, these particles
will experience a force in the E×B direction. If the magnetic field is strong enough in comparison
to the electric field the particle will be completely deflected back into the trap. The combination
of the axial confinement by the electric and the radial confinement by the magnetic field, cause
the particle to be trapped.

When solving the equations of motions a number of modes of motion can be identified. In
general the particle will oscillate in the axial direction. Due to the fact that the axial potential is
a harmonic potential and the influence of the axial magnetic field is zero, the motion in the z axis
will be a simple harmonic motion (z being the axial direction). The frequency of oscillation being

ω2
z =

qU

md2
. (1)

Where q and m are are the charge and mass of the particle respectively and U is the electric
potential of the trap and d is the radius of the trap. For motion in the radial direction the
magnetic field will play a role. As a result the motion differs and there are two modes that can be
found:

ω± =
ωc

2
±

√
ω2
c

4
− ω2

z

2
. (2)

With

ωc =
qB0

m
(3)

being the cyclotron frequency and B0 being the magnetic field. The frequencies ω+ and ω− being
the so called modified cyclotron and magnetron frequencies respectively. Commonly ωc > ω+ ≫
ωz ≫ ω−, this being true as well in the ALPHA setup that will be discussed [9].
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Figure 2: The radial motion of a particle in a Penning trap. The parameters have been so chosen
as to exemplify the cyclotron and magnetron motion. In a trap rcyc ≪ rmag generally.

Geometrically these three modes of motion may be interpreted the faster cyclotron motion
being superimposed on a slower magnetron drift motion. The total radial motion is shown in
figure 1. In general the phases of the cyclotron motion do not line up with the magnetron motion
which explains the jump that can be seen in the figure after one magnetron rotation. If one wants
to make these phases line up, specific parameters have to be chosen [12]. The magnetron motion
is also sometimes called the E×B drift motion since its direction is always in the E×B direction,
independent of charge and mass. This speed and direction of this particular motion will as a result
be equal for both positrons and antiprotons.

3.2 Antihydrogen Formation

To form antihydrogen an antiproton and positron must first be combined. In order to achieve
this formation the positron must lose energy to be able to be bound to the antiproton. There are
two main processes that are believed to be involved in this combination. The fist being radiative
recombination. In this process the positron loses energy by photo emission;

e+ + p → H+ γ (4)

While this process is relevant in many circumstances, for the temperature regime as seen in the
particles captured at ALPHA (< 30 K) the actual probability of this radiative recombination
occurring is very small when compared to the other processes involved [13]. The recombination

rate (rate of antihydrogen production) has been found to be dominated by a ∝ T− 1
2 term by Müller

et al [14]. While antihydrogen formed by this process could still produced in detectable quantities,
the amount that would be trappable would be very small as explored by Robicheaux [15].

The other option, three-body recombination seems more promising. During three-body recom-
bination the positron loses its energy via collision with another positron:

e+ + e+ + p → H+ e+. (5)
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The other positron will carry the excess energy away. This formation channel has a recombination
rate that has a different temperature dependence when compared to the radiative recombination
rate. The rate depends on T− 9

2 [16, 17] meaning that for lower temperatures the formation by
three-body recombination should be dominating. This process then should explain the primary
formation channel of antihydrogen for this temperature regime in a Penning trap. While the exact
formation method of antihydrogen has eluded detection, measurements have been done by the
ALPHA collaboration that imply field ionization of antihydrogen occurring [18]. This in turn
implies that the antihydrogen detected is formed by three-body recombination. The reason behind
this is that the antihydrogen is expected to be be weakly bound when formed by three-body
recombination, whereas antihydrogen from two-body recombination is strongly bound [13]. The
field of the ALPHA trap is not strong enough to field ionise strongly bound particles. So as a result
the antihydrogen that was field ionised by the trapping field was very likely formed by three-body
recombination.

3.2.1 Interactions After Formation

Since the antihydrogen has been formed in a dense positron plasma, interactions with positron are
likely. After such a interaction the antihydrogen atom could be ionised, separating it back into its
constituents.

e+ +H → p+ e+ + e+ (6)

This implies that the positron in the formed antihydrogen must have sufficient binding energy to
survive the plasma and be detectable. On the other hand, the anti-atoms may not necessarily be
negatively effected by interactions with the plasma, the binding energy may also increase instead.
This can occur when a positron “knocks” the atom into a lower exited state causing the binding
energy to increase.

e+ +H
∗∗ → H

∗
+ e+ (7)

Where ∗ represents some arbitrary exited state. Antihydrogen will generally be in an exited state
when formed. This reaction has a favorable effect on the chance that an antihydrogen atom is
detected, since it will decrease the probability that the otherwise weakly bound anti-atom will be
ionised via reaction (6). Previous studies have found that the reactions (6), (5), and (7) are in
equilibrium during the formation process [19].

4 Method

A number of aspects of the simulation of antihydrogen formation will be discussed here as well
as the numerical methods employed. During formation a lot of physical effects are combined. In
order to simulate these accurately considerations will have to be made on how to approach the
problem. The part of the formation process that will be considered during the simulations will be
focused on the “mixing” step where the antiprotons are combined with the positrons in the trap.
Their combination will have to be simulated in the plasma that forms in the center of the trap.
Since three-body recombination will be considered, the antiproton will be simulated inside of the
positron. Here the positrons are numerous and interactions between them and the antiproton are
more likely to result in antihydrogen forming through three-body recombination.

4.1 Numerically Solving the Equations of Motion

During combination the full equations of motion will have to be simulated in order to obtain an
accurate result for a recombination event. The force on both the positrons and antiproton can be
expressed with the Lorentz law

F = q(E+ v×B). (8)
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In case of B = B0ẑ and by separating the equation into velocity and acceleration such that they
can be solved with a finite difference method, the full equations of motion become

dvx
dt

=
q

m
(Ex(r) + vyB0)

dx

dt
= vx

dvy
dt

=
q

m
(Ey(r)− vxB0)

dy

dt
= vy

dvz
dt

=
q

m
Ez(r)

dz

dt
= vz.

These are valid for both positrons and antiprotons. With Ei(r) being the sum of both the external
field and the coulomb field created by other particles. To solve these six coupled differential
equations a 4th-order Runge-Kutta numerical integration method will be used. The position and
velocity at step n+ 1 is

rn+1 = rn +
h

6
(kr,1 + 2kr,2 + 2kr,3 + kr,4) (9)

vn+1 = vn +
h

6
(kv,1 + 2kv,2 + 2kv,3 + kv,4) (10)

where h is the time step and

kv,1 = a(rn,vn) kr,1 = vn

kv,2 = a

(
rn +

h

2
kr,1, vn +

h

2
kv,1

)
kr,2 = vn +

h

2
kv,1

kv,3 = a

(
rn +

h

2
kr,2, vn +

h

2
kv,2

)
kr,3 = vn +

h

2
kv,2

kv,4 = a (rn + hkr,3, vn + hkv,3) kr,4 = vn + hkv,3

Here a(r,v) being the expression

a(r,v) =
d

dt
[vx(r, vy) vy(r, vx) vz(r)]

⊤
(11)

and v and r being the regular velocity and position vectors.

4.1.1 Choice of Integrator

There are number of available approaches to integrate numerically, the Runge-Kutta seems like an
appropriate choice for the problem. Its advantage lies in its accuracy above other methods like
the Euler and leap frog approaches. While the other two methods require less integration steps as
opposed to the RK method (one vs. four per time step respectively), the accuracy gained is well
worth the extra time spend on integration. The solver requires high accuracy since the motions of
the positrons around the antiproton can be quite fast as a positron reaches the minimal separation
distance. At higher accelerations like this inaccuracies by the solver can cause large deviations
from the real results.

Even with the additional steps the integration is not perfect. When examining the energy of
certain systems solved by the RK4 method, it tends to diverge from the starting energy over time
even though the conservation of energy should hold in said system. This is a clear indication that
the solver is not symplectic. However, significant errors in the energy should not happen at short
timescales if the integration step has been chosen to be sufficiently small. Other approaches are
also available. Choosing a higher order ODE solver could result in energy conservation being main-
tained, with the trade off being even more integration steps and a more extensive implementation
process. The other options is using a variable time step Runge-Kutta integrator that modifies its
time step dynamically via the monitoring of one or more conserved quantities of the system. The
main advantage of using this method is that it leads to an accurate solution while also decreasing
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compute time by means of speeding up the simulation. This is achieved by the integrator increasing
time step in areas of the simulation where less accuracy is required [20].

In view of the scope of the project a simple 4th order RK method will be implemented as
shown in equations (9) and (10). The error it gives is acceptable for now; the timescales involved
are sufficiently small. Additionally, it could be easily swapped out for another if the need were to
arise. By selecting this integrator an appropriate time step will have to be chosen. This will be
discussed in another section.

4.2 Feasibility of Full System Simulation

By having a method to solve the equations of motion of an arbitrary number of particles it would
seem sensible to fully simulate all particles in the trap, in addition to the potential from the trap
electrodes. This way a comprehensive simulation of the system could be explored. In the remainder
of this section it will be shown how the computation of such a simulation will be difficult.

An essential part of the system is the process of mixing the antiprotons and positrons. When
introduced to the positron plasma the antiprotons must first be able to enter this plasma through
the z-axis. This would ordinarily not be possible since the positrons are trapped in a potential
well, keeping them in but also keeping the oppositely charged antiprotons out. This is where the
plasma screening comes in. The positron plasma will produce a self field and screen any external
electric fields, meaning that inside of the plasma a particle would only experience this self field
and not be influenced by an outer field. The characteristic length for this process is known as the
Debye length

λD =

√
ϵ0kBT

nee2
, (12)

where ne is the number density of the positron plasma. For a positron plasma at 15 K with density
ne = 1014 values typical in the trap, this length would be ≈ 26 µm. To observe screening, the
dimensions of the plasma will have to be ≫ λD. If the plasma radius was 10λD, which would still
be considered an edge case for plasma screening, the number of positrons in this plasma would be
≈ 1.5× 104.

Suppose you were to introduce an antiproton to this plasma and study its interaction between
the antiprotons and see if it forms antihydrogen. To fully simulate such a system all coulomb
interactions between all positrons would have to be simulated. No shortcuts can be taken as the
potential of all other positrons will influence the trajectory of a single positron. This means that
the coulomb force will have to be computed for every particle on every other particle. The compute
time that would be spend calculating the coulomb force would be ∝ N2, N being the number of
particles that would have to be simulated.

As you may already see, such a computation might take a long time. Suppose it would cost
only 10 ms to compute the trajectory of one particle (this is the lower end of compute time). For
the small plasma of radius 10λD with ≈ 1.5 × 104 particles as discussed above the computation
time could exceed 26 days. By using powerful super computers and by parallel computing of the
coulomb force, a more reasonable time frame could be achieved. However, this would be out of
the scope of this research. Furthermore, even if you were to to compute this plasma state fully,
the actual positron plasma in the trap is at least 1 mm in the radial direction. With the small
plasma you could only investigate the dynamics of antiprotons around the center of the trap. For
antihydrogen formation at larger radii, more computational effort will have to be invested.

In conclusion, simulation of the full plasma is not reasonable within the scope of this research.
If the plasma is taken to be to small, important properties of the system are lost, leading to
potentially inaccurate results. If the system is large enough for the plasma to exhibit behaviour
similar to that in the real trap, the simulation would take an unreasonable amount of time. Despite
this, other options exist to simulate the recombination interactions.
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4.3 Statistical Interaction Model

As discussed in section 4.2, full simulation of the system is not feasible. Instead a more traditional
statistical interaction model will be used to simulate the three-body recombination formation
process. The process is divided into two stages. Firstly the interaction probability between an
antiproton and positron will be computed. A box of fixed size is drawn around the antiproton,
it is always oriented in the direction of the velocity vector. This box will sweep out a volume
V = d2|v|δt in time δt, where d is the side length of the cube and v the velocity of the antiproton.
The expected number of particles in this volume is then

N = d2|v|δtne (13)

where ne is the number density of the plasma the antiproton is traveling through. If δt is taken to
be sufficiently small, the positrons in V can be seen as entering through the front face of the box.
In this case the average number of particles that enter the box during time δt is N . To obtain
an integer number of particles entering the box during δt, a random number is obtained from a
Poisson distribution with µ = N , where µ is the mean of the poison distribution.

The positrons will not be covering much distance in the radial direction, since they will be
having fast cyclotron motion due to the magnetic field. With a radius of gyration in the order of
100 nm, it is unlikely that a positron will enter the box around the antiproton from this direction.
The E×B motion of the positron has a larger radius and will thus cover more distance. Despite
this it is still highly unlikely that positrons will enter the box this way, as vE×B ≪ vp in general.

While constrained in the radial direction by the magnetic field, positrons may still enter from
the z-axis since the self field of the plasma does not act axially and the magnetic field does not
affect them when traveling in this direction. In this case the number interactions in δt becomes

Nz = σ⟨vz⟩δtne, (14)

where ⟨vz⟩ is the expectation value of the velocity of positrons in the z direction and σ is the
interaction surface of the box around the antiproton.

This interaction surface is the part of the box that is oriented towards the z-axis in the frame
of the plasma. This is given by

σ = d2(ê1 · ẑ) + d2
√

1− (ê1 · ẑ)2 (15)

with ê1 ≡ v
|v| and ê2 being the orthogonal basis vector constructed from ê1 and ẑ by the Gram-

Smith procedure. Since ê1 and ê2 are in same plane as ẑ, and ê3 also an orthogonal basis vector,
ê3 · ẑ = 0. Just like with equation (13) the actual number of positrons in a given δt will be obtained
via a Poisson distribution.

4.4 Simulation of Antihydrogen Formation

After knowing the probability that a positron will enter a box around the antiproton, the positrons
will be introduced to the box accordingly. After a time frame δt a number of positrons will hence
be found on the boundary of the cube around the antiproton (0, 1, 2...). After being introduced,
the equations of motion will be solved for all particles inside the box as discussed in section 4.1.
While the equations of motion are being solved new positrons may also be introduced to the box.
If the particles leave the box they will be removed from the simulation. This was done to save
computational time.

When two simulated positrons have a coulomb collision near the antiproton, there will be a
chance that antihydrogen is formed. Antihydrogen is in this case defined as one positron being
in the box with negative total energy in the antiproton reverence frame. The energy of a single
positron near an antiproton is given by

V =
1

2
mp|vp|2 +

1

2
me|ve|2 −

e2

4πϵ0r
, (16)
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with r being the separation between the positron and antiproton. In figure 3 the process of
formation is shown diagrammatically. In the figure the final negative energy is defined as a positive
binding energy EB . This binding energy is the minimal energy required for ionisation.

Figure 3: A diagram of the a classical 3 body recombination interaction. The top images show the
stages of the interaction. The bottom graphs show the corresponding total positron energy (kinetic
and electrostatic potential) of each of the positrons. (a) The positrons both move freely through
space: both of their energies are higher then zero. (b) The positrons collide in the presence of the
antiproton potential. In this case one of the positrons loses enough energy that its total is now
below zero. The other positron gains the same amount of energy. (c) The positron is bound to
the antiproton since its energy is lower then zero. This system is now considered antihydrogen.
The binding energy of the positron is EB in the antiproton frame.

While figure 3 gives an overview of the dynamics that occur during the collision and subsequent
formation, it only shows the traces of the involved particles without any magnetic field being
present. This is done to clarify the situation and provide an idea of the general process of three-
body recombination. In the case of antihydrogen formation at ALPHA the situation changes. A
strong magnetic field is now applying a force on particles. This will change the trajectory of the
positron around the antiproton, it will no longer be an ellipse, as shown in figure 4. Not only will
the trajectories change meaningfully, the rate at which recombination occurs will also be modified
by the magnetic field [17] [21]. In this case the rate of recombination will be lowered by the presence
of the magnetic field

4.5 Selection of the Time Step

A number of parameters will need to be selected, like the time step and the side of the interaction
box. For the time step required it will be necessary to look at sources possible sources of error.
During the the three-body recombination procedure Coulomb collisions are important. Hence they
will need to be simulated with a certain level of accuracy. A procedure to achieve this has been
outlined by Sillitoe and Hilico [22]. Briefly, to do this a minimum time step required can be
estimated by taking the energy at the point of closest approach b and equating that to the kinetic
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(a) Atom with B = 0. (b) Atom with B = 1 T.

Figure 4: Two classical antihydrogen atoms, both with an identical binding energy of 14 K. The
red dot represents the antiproton, the blue line is the trace of the positron. (a) has no magnetic
field. (b) has a 1 T magnetic field in the z direction. No external electric field is present.

energy: Ecoll =
e2

4πϵ0b
= 1

2mv2max. For a time step δt the condition vδt ≪ b must hold. Then, since
b is not always known an estimate can be made based on temperature. The requirement for δt
then becomes

δt ≪ e2

4πϵ0

√
m√

2(kBT )3/2
. (17)

For 15 K this results in a requirement that δt ≪ 10−12 s. This criterion is not strict but it would
still be recommended to stay underneath the value that results from equation (17). To achieve this
a value of 10−13 s is selected. This is in case there are multiple particles in the box and collisions
will need to be taken into account. In case there are no particles in the box with the exception of
the antiproton, a time step value of 10−9 s is chosen instead. This is done to decrease the time
spend on simulating the motion of the antiproton when no positrons are near it.

4.6 Interaction Box Size

The size of the interaction box plays an important role in eventual formation of antihydrogen. If
the box is chosen to be too small it may occur that a positron will instantly form antihydrogen
when it enters the box, with no three-body recombination being involved. Physically the positron
would have had time to accelerate towards the positron before it would enter the box, causing it
to always have positive potential energy (assuming no third body was present). However, in the
simulation, the particle will be introduced on one of the faces of the box discontinuously causing
it to have a negative potential energy that is not connected to its kinetic energy. Which as said
before could cause formation to occur even though no three-body recombination has happened.
To minimise this probability a box size will have to be chosen such that the potential energy that
corresponds to its size is much larger then the size of an antihydrogen atom at the typical kinetic
energies of the positrons. If a positron is introduced to the side of a box that follows these criteria
the particle will be very unlikely to be bound to the positron as it will almost always have a kinetic
energy higher then its electrostatic potential energy. To find the length that is associated with
temperature, the size of a formed antihydrogen atom will need to be found first. The classical
radius of an antihydrogen atom is

r =
e2

4πϵ0kBT
, (18)
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where T is the energy of the positron around the antiproton. At a temperature of T = 15 K, this
would correspond to a radius of rmax = 1.1 µm. If the box would be smaller than this radius, a
positron with kinetic energy equal to 15 K would be bound as soon as it enters the box, assuming
that the antiproton has no kinetic energy. When the positrons are at an average temperature of
15 K this may occur often.

To reduce these false formation events a larger box has to be selected. However in case the
box is selected to be too large, many particles will enter it, causing a slowdown of the simulation.
After testing the performance of a number of sizes a trade-off was achieved where the side length
of the box was chosen to be 20rmax.

4.7 Thermal Conditions

In the simulation of the system thermal conditions will have to be taken into account. This will be
implemented with the assumption that the system will be in thermal equilibrium. It is taken that
this is a reasonable assumption for the positrons as they are moving around confined in the trap in
a fixed volume during the mixing stage. Furthermore, the positrons will cool due to the cyclotron
radiation, meaning any thermal fluctuations will be resolved and the system will be brought back
to an equilibrium. The assumption that the antiproton will also be in equilibrium is more tenuous.
Antiprotons that are brought into the positron plasma will not necessarily have the same thermal
equilibrium, as a result, the antiprotons will have a differing mean velocity. Nevertheless, the
antiprotons are still expected to reach thermal equilibrium with the plasma they are inserted into
quickly (in the order of µs, provided the initial temperatures do not differ too much). This occurs
due to a number of effects like slowing in the plasma due to plasma waves [23] and the antiproton
slowing down due to Coulomb interactions with the colder positrons [24]. It is for this reason that
the assumption is maintained that the antiproton will be in thermal equilibrium with the positrons,
since this will reflect the situation as seen shorty after the insertion of the antiprotons.

In practice, when staring the simulation or when a new positron enters the box, all particles will
be initialised according to a Maxwell-Boltzmann distribution with the same temperature. This will
be done by initializing the involved particles with x, y, and z velocities according to to a normal
distribution. Each of these having a standard deviation

√
kBT/m, and a mean of zero.

4.8 Plasma State in the Simulation

While the state of the plasma can be quite complicated and depend on many factors, simplifications
can be made that make it easier to express in the simulation. The elements of the plasma that are
of interest are the density and the self-field that dominates inside the plasma. The density of the
plasma is used in equations (13) and (14). To solve the equations of motion of particles inside the
plasma the electric field must be known. By solving the Laplace equations an electric field can be
obtained inside the plasma, in this case only the radial field remains: [23]

Er =
neer

2ϵ0
ρ̂. (19)

Where r is the distance to the center of the plasma and ρ̂ is the radial direction away from the
center. The equation also depends on ne uniformly. During the simulation it is assumed that ne

remains the same over time. In addition ne will not vary in space. The plasma will fill all of space
for the simulations, but can always be limited in size later on. Note how the radial electric field is
similar to the radial Penning trap field. This field also points outward and increases with distance
to the center of the trap. As a result the motion of all particles in the plasma will be similar to
that in a Penning trap, with the exclusion of the axial motion which is not present in the plasma.
Instead the particles will be free to move in the axial direction since there is no electric field in
this direction.
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5 Results & Discussion

For the following results an antiproton has been released at a specified radial distance from the
center. Each time the particle was released it would be at a thermal velocity with the same
temperature distribution as the positron plasma. The temperature used was 15 K unless specified
otherwise.

5.1 Binding Energies of Newly Formed Antihydrogen

The antiprotons are released one by one and allowed to drift for 100 µs, or until they form an
antihydrogen atom. They are released at r = 0, the center of the plasma. The binding energies
of these antihydrogen atoms are recorded. Since the simulation is stopped the moment an antihy-
drogen is formed the values of the binding energies will be those at the moment of formation. The
distribution of the binding energies of 829 antihydrogen atoms can be seen in figure 5.

Figure 5: The distribution of binding energies in K of a newly formed antihydrogen. The number
of antihydrogen instances recorded was 829. The red line indicates the mean energy of the positron
plasma with temperature Te = 15 K.

The distribution of the antihydrogen shown is formed in a plasma with a number density of
1013 m−3 and a temperature of 15 K. Note the long tail on the exponential distribution. Figure
5 has been truncated to focus on the lower temperature binding energies. Events continue to get
sparser as the binding energies increase, with a few outliers having binding energies over 1000 K.
Note that some higher binding energies may not be physical. A high binding energy indicates that
a positron has a small separation distance with a antiproton, corresponding to a high velocity.
Since the numerical solver uses a fixed time step, the error of computation will increase as the
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positron gets closer to the antiproton. The distributions of the binding energy should not depend
on the number density of the positrons, only the rate of interaction should (like in figure 8). This
is shown in figure 6. Note that the sampling size was lower when compared to figure 5, leading to
a greater statistical error.

Figure 6: Distribution of antihydrogen binding created from the same circumstances as 5 but with
a positron plasma that has ne = 1014 m−3. The sampling size was 385 antihydrogen events.

On both of these figures it can be seen how the binding energies follow an exponential distribu-
tion. The binding energies that seem to be most common are those in the order of the temperature
of the surrounding positron plasma. This is in accordance with earlier predictions that have also
suggested the dominance of thermal binding energies as a result of three-body recombination [15].
To put the binding energies into perspective, it should be mentioned that the energies that are
associated with this three-body recombination are low. For comparison, the energy of a ground
state antihydrogen atom would be 1.58 ×105 K. This means that the antihydrogen formed due to
three-body recombination is in a highly exited state, as mentioned in section 3.2. These very low
binding energies would also result in a much higher probability of re-ionization immediately after
being formed. Since formation would occur inside the dense positron plasma, the newly formed
antihydrogen would be very likely to interact with another positron. These positrons are likely to
re-ionise the formed antihydrogen since the binding energies will be similar to the energy of the
surrounding plasma. The mean energy of the plasma is shown as a red line in figure 5 ( 32 T , assum-
ing the plasma is Maxwell-Boltzmann distributed). The line serves as a reference when comparing
the binding energy to the thermal energy. All antihydrogen that formed to the left of this line is
more likely to get ionized via positron collision. The “deeper” bound states are less likely to get
ionized. From the figure it can be seen that the energy of the antihydrogen is generally insuffi-
cient to prevent it from being ionized in most circumstances; most antihydrogen will be ionized
immediately after its formation.
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Figure 7: Meta-stable classical antihydrogen, where the positron has positive energy, yet, still
remains near the antiproton. No external electric field is present. With external magnetic field of
1 T in the z direction.

Not only the surrounding positrons play a role in re-ionisation. The electric field may also cause
the destruction of the anti-atom. If the positron is lightly bound to the antiproton, it may occur
that the positron will be ripped away by a stronger electric field. The always present external
magnetic field may prevent this from happening for lower electric field strengths, but at a certain
point the strength of the field will be too high and ionization will occur. As mentioned in section
4.8, inside the plasma the electric field will increase radially. So it could be that the antihydrogen
is more likely to get ionized the further from the center of the plasma. Although it would not
be obvious at what field potential the antihydrogen would re-ionize due to the presence of the
magnetic field.

5.1.1 Meta-Stable States

The magnetic field may also cause other unexpected effects to occur. When a strong magnetic
field is present, the result may be a meta-stable state of antihydrogen. Antihydrogen is defined
as a positron having a negative total energy with respect to an antiproton. This, however, is not
the only stable state that is possible. When a magnetic field is present, the positron may still
remain near the antihydrogen even if its total energy is positive. These states are unaccounted for
in the binding energy distributions since the criterion for formation of antihydrogen was a negative
total energy. The “antihydrogen” in these states could be detected, although they will also be
more susceptible to ionization by both electric field and other particles, since it will be bound even
weaker. As a result the probability that the antihydrogen survives long enough will be lower. In
figure 7, a classical simulation of such a meta-stable state can be seen.
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5.2 Correspondence With Quantum Mechanics

As mentioned previously, the binding energies of the antihydrogen suggest a highly exited state.
This state may be expressed as the principal quantum number. In order to give an idea of the
quantum numbers involved a number of assumptions are made to go from a classical binding energy
to the principal quantum number. Th binding energy will be equated to the principal quantum
number,

n =

√
13.6[eV]

EB
, (20)

under the assumption that the angular momentum quantum number is zero. If EB would be 15
K, n ≈ 103. For these binding energies the principal quantum number is high enough that a
classical simulation is justified for the phenomenon of three-body recombination. Even though this
may the case the system is still not in the classical limit n → ∞, resulting in a difference between
physical values of the binding energy and those obtained in the simulation. Despite this, a classical
simulation would still be the most feasible option, since a quantum mechanical calculation would
be much more computationally demanding especially for the amount of events being recorded.
Alternatives like this do exist however and could potentially be employed to gain insight in certain
aspects of antihydrogen formation. Aspects of three-body recombination of hydrogen have been
investigated attempting to approximate quantum mechanical details of the system [17].

Figure 8: The interaction rate of antihydrogen formation for a range of number densities of the
positron plasma. The fit shows that the rate is approximately proportional to ne.

5.3 Three-Body Interaction Rate

By taking the number of antiprotons released against the number that formed antihydrogen, an
interaction rate can be obtained. The antiprotons were simulated for a time 100 µs or until the
antiproton formed antihydrogen. As formulated by theory the interaction rate should be linearly
proportional to the number density of the positrons. The interaction rate is therefore simulated for
various values of ne that are within the range of the values as they occur at ALPHA. The results
can be seen in figure 8

The slope in this graph should be the three-body recombination coefficient. For both no mag-
netic field and B → ∞ field strength the values for this coefficient have been obtained theoretically
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[17, 25]. In other simulation work this constant was also computed for a finite non-zero magnetic
field [21]. Although the rate approximately proportional to ne, the fit that is introduced is too low
confidence to extract a three body recombination rate from it. More work will be needed to obtain
this interaction coefficient. However this simulation method should eventually be ably to obtain a
reasonable estimate of the recombination rate.

5.4 False Events

One of the reasons why the confidence in the number of interactions is still low is interference
due to very low binding energy false positives. These are “antihydrogen” events originating from
a positron entering the interaction box and discontinuously gaining an electrostatic potential as
discussed in section 4.6. While the selection of side of the box should reduce the probability of this
type of interaction occurring, it is nonetheless still possible.

To show this effect, the interaction rate for lower temperatures is shown without changing the
box size. In figure 9 this rate is plotted as the temperature decreases. As was discussed in section
3.2, the rate of three-body formation should be proportional to T−9/2, instead the graph shows a
proportionality of T−1. The reason behind this is the previously mentioned instant formation of the
antihydrogen as positrons enter the box. Since the radius at which this formation happens is ∝ T−1

per equation (4.6), it makes sense that the rate of formation would also have this proportionality.

Figure 9: The interaction rate vs the temperature of the positron plasma. Plotted in a double log
scale. This is the interaction rate for an interaction box that has been set at rmax for 15 K and
has not been increased in size as T decreases (see section 4.6). The dotted line is ∝ T−1.
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So, how would we obtain a correct method for rejecting these events? If we make the box
larger there are two problems. Firstly, the criterion for formation would be harder to determine.
As the box increases in size, it is less likely for there to be only one positron in the box. Another
formation criterion will need to be implemented. Secondly, the number of particles in the box will
start increasing quickly as T → 0 and the box size will tend to infinity, slowing down the simulation
considerably, as discussed in 4.2. Another method will need to be found and implemented to reject
false events from the formation rate. While these false events interfere with the ability to simulate
formation rates, the effect is limited on the binding energy distribution. For a distribution with
a box that corresponds to the temperature of the surrounding positrons, like figures 5 and 6, the
effect can only appear for binding energies < 1.5 K. This is the temperature associated with the
length of the side of the box.

6 Conclusion

A model has been outlined that simulates the the formation of antihydrogen, through three-body
recombination, under circumstances similar to that in an antihydrogen formation experiment like
ALPHA. This was achieved through a classical, numerical solution of the equations of motion of
the positrons and antiprotons in an external magnetic and electric field. Since full simulation of
the system was found to be unfeasible, a statistical approach was selected instead. This approach
would only compute the full equations of motion of positrons around the antiprotons in a box of
limited size. After interactions were simulated, antihydrogen formation events would be determined
based on the energy of a single positron near an antiproton, in the antiproton frame. Most of the
antihydrogen formation events that were found, had an associated binding energy that was in the
order of mean energy of the formation environment, with deeper bound stated being less common.
This indicates that most antihydrogen formation that occurs through three-body recombination, is
lightly bound, and will not survive long under the circumstances of its formation, ionizing through
either field-ionization or though collisions with other positrons of similar energies.

While this simulation method managed to successfully simulate formation of antihydrogen
through classical three-body interactions and record its binding energy, more work will be required
to simulate other aspects of this process accurately. The current method, for example, only sim-
ulated up to the moment of formation and does not take into account anything that happens
afterwards. Simulating the binding energy is an important first step in eventually determining
whether an antihydrogen atom will survive long enough to be detectable and measurable, but a
more comprehensive model will be needed to simulate the full lifetime of the newly formed antihy-
drogen. Other aspects, like the false formation events, also pose an issue for determining aspects
like the formation rate, and will need to be resolved to gain insight into the number of formed
antihydrogen atoms, for a given number of antiprotons.

Despite this, the model offers a starting point for simulations of the formation of antihydrogen.
The classical simulation offers an approachable method, that is not as computationally intensive
as a quantum mechanical simulation would be, while still capturing the process with acceptable
accuracy due to the high principal quantum number of the formed antihydrogen. For these reasons
this relatively simple model can be used as a stepping stone to even better understand the complex
dynamics of antihydrogen formation.
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