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Abstract

Recent high-redshift detections of dust with ALMA and JWST have provided ques-
tions on the amount of dust in the early Universe. Dust may influence reionization by
absorbing ionizing photons, but this effect is difficult to measure. To study the effect
of dust on spectral properties, mock spectra are generated from the Obelisk simula-
tion, which introduced a unique system of tracing dust for cosmological simulations.
This system follows dust creation and destruction on a subgrid level, decoupling dust
from gas. This thesis focuses on comparing this new model to existing models of dust
attenuation (SMC, LMC, and BARE-GR-S).

I generated mock spectra of a sample of 554 halos in the Obelisk simulation using
the Rascas code at z = 6. This is done for an angle-averaged view and 12 viewing
directions for each halo.

From the spectra, the UV continuum slopes are found to be in line with literature
values. The 2175 Å absorption feature is present in the Obelisk dust model. Using a
Drude profile to model this feature, it is found that this does not influence the continuum
slope measurement. The equivalent width of this feature is found to be correlated with
the dust attenuation at 1500 Å.

To study the influence of dust on reionization, ionizing escape fractions are calcu-
lated. Using the directional spectra, it is shown that most of the ionizing radiation
leaks from single directions with high escape fractions. The predicted escape fraction
using the Obelisk model is compared to dual-screen model. This model underpredicts
the values found by Obelisk, and therefore may only be used as a lower bound.

Predictions of the IRX-βUV for the considered dust models are found to be higher
than those found in literature. The data predict a cutoff at steeper βUV of this relation
compared to literature and finds that the steepness of the relation matches literature
more closely. However, it is possible that the simulation overpredicts the dust attenu-
ation, while observations have systematic errors when measuring the IRX.

I also study the wavelength dependence of energy absorbed by dust in the UV
and optical. It is found that absorption of optical photons with wavelengths between
4000-10000 Å can provide ∼ 10% of the total absorbed energy by dust in Obelisk.
This fraction is correlated with the UV continuum slope, metallicity, and age. The
contribution of the optical range is stronger in more evolved galaxies. Contribution of
ionizing radiation to the total absorbed energy is comparatively low.
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Chapter 1

Introduction

In recent years, with the introduction of HST and JWST, it has become possible to look
further back in time, to the earliest galaxies (e.g. Beckwith et al., 2006, Postman et al.,
2012, Oesch et al., 2016, Lotz et al., 2017, Finkelstein et al., 2023, Bunker et al., 2023,
Harikane et al., 2023). Especially JWST has allowed for deeper study into the galaxy
population at z = 6 − 18 (e.g. Naidu et al., 2022b, Atek et al., 2023, Harikane et al.,
2023, Bouwens et al., 2023), which caused a strong debate on whether these observa-
tions are reconcilable with the standard ΛCDM cosmological model (e.g. Haslbauer
et al., 2022, Keller et al., 2023, McCaffrey et al., 2023, Boylan-Kolchin, 2023). Obser-
vations at redshifts above z ∼ 12 are still often debated, with high-redshift samples
turning out to be contaminated with low-redshift interlopers (e.g. Naidu et al., 2022a,
Adams et al., 2023). These high-redshift observations have provided a new look into
one of the phase transitions of the Universe, the Epoch of Reionization (EoR), which
is believed to last between ∼ 15 < z < 6 (e.g. Planck Collaboration et al., 2020a).
There are still many open questions about this era. This thesis will, at z = 6 at the end
of reionization, study an important parameter for this transition, the ionizing escape
fraction. The UV continuum slope and infrared emission of these galaxies will also be
studied. In this introduction, I will provide an overview of cosmic evolution from the
Big Bang to the Epoch of Reionization, until arrival at z = 6.

Shortly after the Big Bang, the Universe was filled with fundamental particles such
as quarks and electrons. As the Universe expanded, it cooled down and the first atomic
nuclei of primarily hydrogen and helium were formed in primordial nucleosynthesis
(Cyburt et al., 2016). The temperature was too extreme to allow for the capture of
electrons around these nuclei, and because these particles are charged, matter and ra-
diation were coupled. With further expansion, further cooling took place and a major
transition in the Universe took place. Free electrons were able to be captured by pri-
mordial nuclei, creating the first atoms. This meant that matter and radiation were
no longer coupled, which led to this primordial radiation streaming away to form the
Cosmic Microwave Background (CMB) around 380.000 years after the Big Bang (Wise,
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8 CHAPTER 1. INTRODUCTION

2019). The timeline of these events is shown in Figure 1.1. The baryonic content of the
Universe at this time consists of neutral hydrogen and helium, with trace amounts of
lithium, marking the beginning of the Cosmic Dark Ages (Cyburt et al., 2016, Wise,
2019). However, observations of the local Universe find that the hydrogen and helium
are near fully ionized at current times (ΩHI ≤ 10−3; Chen et al., 2021, Amiri et al.,
2023, Xi et al., 2021). This implies that at some point in the evolution of the Universe,
the intergalactic medium (IGM) went through a phase transition of reionization. With
the dominance of matter after the decoupling of matter and radiation, gravity took
hold and started forming structures through gravitational collapse (Wise, 2019). The
neutral gas followed the dark matter halos beginning to form, and the first stars were
created. These early stars emit new radiation that is capable of ionizing the neutral
gas. This marks the end of the Cosmic Dark Ages and the beginning of the Epoch of
Reionization (Dayal & Ferrara, 2018).

The standard cosmological model consists of dark energy (Λ), cold dark matter
(CDM), and baryonic matter. This ΛCDM cosmology has been widely tested by ob-
servations by experiments such as COBE, WMAP, and Planck (e.g. Dwek et al., 1998,
Hinshaw et al., 2013, Planck Collaboration et al., 2020a). The model has been success-
ful at predicting the baryonic acoustic oscillations signatures (Planck Collaboration et
al., 2020a) and temperature anisotropies of the cosmic microwave background (Planck
Collaboration et al., 2020b). However, this model does face several challenges on the
small scale, including the ”missing satellite problem” where ΛCDM underpredicts the
amount of satellite galaxies found around the Milky Way (e.g. Kauffmann and White,
1993, Bullock, 2010), and the ”core-cusp problem” where the model predicts the cores
of dark matter halos to be denser than those found through observations (Salucci, 2001,
de Blok, 2010). See Perivolaropoulos and Skara, 2022 for a review of the challenges fac-
ing ΛCDM. These challenges have spawned many alternatives to ΛCDM. For a review
of these alternatives, see Bull et al., 2016.

ΛCDM predicts the formation of dark matter halos through gravitational collapse
from perturbations in the density field after the Big Bang (Taylor, 2011). Baryonic
matter streams alongside the dark matter into the halos. When this matter, in the
form of gas, has cooled down, it forms giant molecular clouds. These molecular clouds
collapse and form the first stars. These stars are extremely metal-poor, in accordance
with the primordial abundances of the gas that formed them. These Population III
(Pop. III) stars, named so due to their low metallicity, are the first stars to be born.
This process is thought to start in small halos (Mh ≃ 106M⊙) between z ∼ 20 − 30
(Dayal & Ferrara, 2018). However, these stars may still form at later redshifts, since
the inhomogeneous distribution of metals may allow for areas of pristine gas to exist
at later times (Liu and Bromm, 2020, Katz et al., 2022b). The initial mass function
(IMF) of Pop. III stars is still under debate (Chantavat et al., 2023, Prole et al., 2023,
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Figure 1.1: An overview of cosmic history from the Big Bang to the formation of the
CMB (top) and from the CMB to the modern day (bottom). This shows the major
phases that the Universe underwent, from an ionized state in the very early Universe,
undergoing recoupling to form the CMB and becoming neutral, to becoming reionized
by galaxies. Image reproduced from Wise, 2019.
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Stacy et al., 2016), with their characteristic mass being uncertain. The IMF of Pop. III
stars is predicted to skew to massive stars, which are short-lived, making observations
of Pop. III stars hard to come by. However, recent observations with JWST have
provided potential signatures for these stars at z = 10.6 (Maiolino et al., 2023), with
JWST being able to provide more observations in the future (Trussler et al., 2022).

As Pop. III stars produce supernovas (SNs), they inhomogeneously enrich their en-
vironment with newly formed metals. This allows for more metal-rich Pop. II stars to
form. Pop. II stars are believed to be the main metal producers in the early Universe
(Dayal & Ferrara, 2018). These stars form faster than Pop. III stars, since the metals
present in their molecular clouds allows for faster cooling mechanisms (Bromm & Loeb,
2003).

Both Pop. III and Pop. II stars produce hydrogen-ionizing radiation. Since the
IGM during the cosmic dark ages consists mostly of neutral hydrogen, this radiation
produces ionized regions around the sources of this radiation (Strömgren, 1939, Meiksin
and Madau, 1993, Shapiro and Giroux, 1987). A different source of ionizing radiation
is radiation originating from active galactic nuclei (AGNs). These are formed by super-
massive black holes, whose accretion disks emit strong ionizing radiation. Which of the
two sources for ionizing radiation is the dominant driver of reionization is under debate
(Madau and Haardt, 2015, Trebitsch et al., 2021). The ionizing radiation produced
by either source may get absorbed by the interstellar medium (ISM) of the galaxy, or
escape into the circumgalactic medium (CGM) and IGM. As ionizing photons escape
from galaxies, they form bubbles of heated ionized hydrogen (HII) around them, also
called Strömgren regions or HII regions (Strömgren, 1939, Meiksin and Madau, 1993,
Shapiro and Giroux, 1987). This higher temperature causes higher pressure, allowing
these bubbles to expand. As they do so, the expanding bubbles collide with cold neu-
tral hydrogen in the IGM. This gas gets heaped up in front of the expanding region,
creating a shock in density, which drives gas out of the system. But as the region ex-
pands, its pressure drops. As long as the amount of ionizing photons remains constant,
the Strömgren region will reach an equilibrium with the neutral hydrogen (Strömgren,
1939, Wise, 2019). The evolution of this region over time t in an expanding universe
is given by (Meiksin and Madau, 1993, Shapiro and Giroux, 1987, Dayal and Ferrara,
2018)

4πr2InH

(
drI
dt

−HrI

)
= Ṅs −

4

3
πr3In

2
HC(z)αB(T ) (1.1)

where Ṅs is the ionizing photon emission rate, rI is the proper radius of the ionized
region, nH is the hydrogen number density, H is the Hubble constant, C(z) is the
clumping factor, and αB(T ) is the recombination rate. nH is not uniformly distributed
around a galaxy, changing the expansion rate in different directions, which makes the
ionized region deviate from a sphere (Eilers et al., 2017, Chardin et al., 2017). Galaxies
at this time therefore have complex ionized regions around them. As stars keep emitting
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ionizing radiation, these regions expand outwards. When growing, they will encounter
other ionized regions created by different galaxies, and the regions begin to overlap. This
marks the transition from the pre-overlap to the overlap phase of reionization (Wise,
2019, see also Figure 1.1). During this phase, UV radiation from external sources
can provide feedback. This UV background radiation heats the ISM, suppressing star
formation, especially in small halos (Dayal & Ferrara, 2018). Multiple galaxies can
then contribute to the growth of the ionized regions, creating complex geometries.
But as these bubbles keep growing and overlapping more with others, they reach the
post-overlap phase, in which the majority of the ionized regions will combine to fill
the majority of the space with ionized hydrogen (Wise, 2019, see Figure 1.1). Small
clumps of neutral hydrogen may still exist around this time or later, as can be seen
in Lyman forest measurements (Bolton et al., 2022, Keating et al., 2020). The Epoch
of Reionization ends when the last major clumps of neutral hydrogen get ionized, at
which point the Universe has completed its phase transition.
One crucial factor in understanding the topology and speed of reionization is the escape
fraction of ionizing photons fesc. This quantity determines the speed and topology of
reionization (Dayal & Ferrara, 2018), while the absorbed energy by the ISM (which
scales ∝ 1−fesc) may be re-emitted as nebular lines (Dayal & Ferrara, 2018). Measuring
the escape fraction observationally has proven difficult during the EoR. At low redshift,
direct observations of fesc do exist (e.g. Rutkowski et al., 2017, Choi et al., 2020,
Flury et al., 2022a), but a direct measurement of the escape fraction for high redshift
galaxies is nearly impossible. During the EoR a significant portion of the IGM consists
of neutral hydrogen, making the IGM an excellent absorber of ionizing photons that
have already escaped their galaxy of origin (Dijkstra, 2014). Lyman continuum (LyC)
fluxes from galaxies at z > 4 are therefore extremely low, and nearly impossible to
detect. This makes direct observation of the escape fraction difficult. Using simulation
techniques to find the escape fraction is also subject to challenges. fesc depends heavily
on the small-scale environment of the ISM, which is hard to model accurately (Dayal
& Ferrara, 2018). This method results in a large scatter in the measurements, ranging
over several orders of magnitude (Ma et al., 2020, Rosdahl et al., 2022, Barrow et al.,
2020, Yeh et al., 2023). The exact value of fesc for a single galaxy is hard to predict
both using observations and computational techniques, and is one of the major open
questions remaining in the field.

A different open question is on the UV luminosity of early galaxies. From measure-
ments of the UV luminosity of early galaxies, the UV luminosity function (LF) can be
reconstructed. This function evolves over redshift. Assuming a Schechter fit (Schechter,
1976), the faint end slope and bright cutoff. There appears to be little evolution of the
bright end between z ∼ 4 − 13 (Harikane et al., 2022, Finkelstein et al., 2022), with
no consensus being reached on the origin of this (e.g. Ono et al., 2018, Pacucci et al.,
2022, Ferrara et al., 2023). The faint end is influenced by degenerate processes such as
SN and UV background feedback, dust attenuation, and sampling biases due to these
galaxies being more difficult to detect (Dayal & Ferrara, 2018). The cutoff mass below
which star formation becomes inefficient and the slope of the UV LF at the faint end
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are therefore still open questions.
Another primary concern is the dust content in these early galaxies. Dust masses as seen
in the early Universe are higher than expected from current synthesis models (Dayal
et al., 2022, Leśniewska and Micha lowski, 2019, Micha lowski, 2015, Reuter et al., 2020,
Bouwens et al., 2022). This may indicate alternate pathways of dust growth, or an
inherent difference between early galaxies and the models used so far. Particularly the
ISM grain growth is uncertain, as this appears to be higher than expected (Ferrara
et al., 2016). Dust growth in the ISM is coupled to metallicity, which in the early Uni-
verse is very low, so it is expected to be relatively slow (Triani et al., 2020). It is also
dependent on temperature, which is also a topic of heavy debate in the early Universe,
with measured values having a high scatter (Sommovigo et al., 2020, Sommovigo et al.,
2022, Harikane et al., 2020, Bakx et al., 2020). This is due to the fact that with little
data, there is a degeneracy present between the dust mass and temperature (Dayal
et al., 2022). This makes it hard to determine the dust properties of the early Universe.
Dust is often not at the forefront of large-scale hydrodynamical simulations, since its cre-
ation and destruction involve many factors, increasing simulation times. Large volume
simulations such as MillenniumTNG (Kannan et al., 2022), IllustrisTNG (Marinacci
et al., 2018, Shen et al., 2020), Horizon-AGN (Dubois et al., 2014), and EAGLE (Crain
et al., 2015, Trayford et al., 2017) do not model the creation and destruction of dust,
instead adding dust in post-processing based on the metallicity and gas density. This
makes the study of the geometric distribution of dust relatively unexplored in these
large simulation suites. In this thesis, I will look at the Obelisk (Trebitsch et al.,
2021) simulation, which is a zoom-in simulation of Horizon-AGN, and includes a more
detailed model for dust.

1.1 Observational evidence of the Epoch of Reion-

ization

Observations on the Epoch of Reionization are done in several ways. The Lyman forest
and Gunn-Peterson trough of high-redshift objects can tell us about properties along
the line of sight. Cosmological measurements of the Thompson scattering can probe
the density of free electrons, and thereby try to reconstruct the reionization history.
Finally, 21 cm cosmology can observe the neutral hydrogen fraction through absorption
measurements.

The distribution of neutral hydrogen regions along a single line of sight can be
determined through the Lyman α (Lyα) forest present in a spectrum. This spectral
feature requires a high-redshift source, typically from quasars (QSOs). Photons, after
being emitted from a QSO, get redshifted as they travel through the Universe, and can
encounter regions of neutral hydrogen. Every encounter creates an absorption line at
the Lyα rest-frame frequency of 1216 Å. These lines get redshifted, such that higher
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energy photons fall into the 1216 Å region, to be absorbed by the next neutral hydrogen
region, creating another absorption line. This process repeats for every HI region in
the line of sight, creating the Lyman α forest. The properties of each line can be used
to probe the properties of the neutral hydrogen regions, as well as their redshift. At
redshifts higher than z ∼ 6, the Lyman α forest disappears, instead finding a Gunn-
Peterson trough (Gunn and Peterson, 1965, first observed at high redshift by Becker
et al., 2001 and further by e.g. Bañados et al., 2018). This spectral feature is related
to the Lyman α forest, as the cause is the same. When HI regions have a high column
density, this increases the optical depth and therefore broadens the line in the Lyα forest
(Dijkstra, 2014). The Gunn-Peterson trough is the natural extension of this, being a
near-total absorption of flux at wavelengths shorter than Lyα. At neutral hydrogen
fractions higher than ∼ 10−3 a Gunn-Peterson trough is formed (Becker et al., 2001).
The presence of the Gunn-Peterson trough, therefore, is an indication that the entire
Universe has a neutral hydrogen fraction higher than this density. Since this feature is
only present at redshifts higher than z ∼ 6, this provides an observational constraint
on the full reionization of the Universe.

Another technique using the Lyman α line depends on a class of galaxies in the
early Universe that are Lyman α emitters (Stark et al., 2010). These galaxies emit
more Lyman α radiation than most. By measuring the fraction of observed galaxies
that belong to this class as a function of redshift, the missing amount of observed
Lyman α emitters compared to a predicted model population is a measure of Lyman
α absorption, and therefore of the ionization state of the IGM. Many forms exist for
how this fraction evolves (Schenker et al., 2014), as the parameter space between the
ionization state, escape fraction, and dust distribution is found to be degenerate (Hutter
et al., 2014).

As reionization takes place, electrons are freed from their nuclei, which creates a
population of free electrons (Wise, 2019). CMB photons can scatter off these electrons,
since they introduce a Thompson scattering optical depth. This optical depth can be
found through measurement of the damping of the anisotropy of the CMB at scales
10 < ℓ < 30 (Planck Collaboration et al., 2020a). This is done by mapping the
polarization at these scales. This optical depth can be related to the column density
of free electrons, meaning that it is a probe of reionization. The full history cannot
be modelled using this probe only, but with constraints due to other observations,
Planck Collaboration et al., 2020a find that the midpoint of reionization where half the
Universe is ionized is given by zre = 7.68± 0.79. The full history can only be recovered
by assuming a model for the reionization history. Overall, the Planck data suggest a
late and fast reionization history, which is caused primarily by massive stars from small
galaxies.

Finally, another way to observe reionization is through 21-cm observation. Neu-
tral hydrogen emits a 21-cm line thanks to a transition between hyperfine levels of the
ground state. During reionization, the IGM was still full of HI, and therefore provided
a 21-cm background. The brightness temperature of this background compared to the
CMB can provide information about the speed of absorption and emission of the 21-cm
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line, and therefore on the fraction of neutral hydrogen. This has been investigated by
Bowman et al., 2018 using EDGES, who found that the amplitude of the changes in the
brightness temperature is bigger than initially expected, indicating additional coupling
or other physics present in the very early Universe. However, their findings are strongly
debated, with Singh et al., 2022 rejecting this at 95% confidence. Future experiments
aiming to study this effect, such as SKA, are necessary for constraining this further.

In chapter §2 I will describe relevant theory of dust absorption, and describe the
Obelisk simulation and the Rascas code used to generate mock spectra. Chapter §3
contains results found by this research, describing the galaxy sample and the properties
derived from there.



Chapter 2

Theory

2.1 Hydrodynamical simulations

In this section I will provide a brief overview of the use of hydrodynamical simulations,
as well as going into detail about the Obelisk simulation. Cosmological hydrody-
namical simulations are one of many tools to study the Universe. These offer some of
the most detailed views on large-scale structure in the Universe, as well as the evolu-
tion of the Universe over time. They track the evolution of baryonic and dark matter
over time, by including gravity, hydrodynamics, star formation, and feedback. Using
hydrodynamical codes, galaxy evolution can be studied in detail. They are used to
supplement observational surveys, provide views of the Universe unconstrained by ob-
servational biases, and create estimations for future observations. The use of these
simulations is therefore widespread. The number of codes capable of creating these
simulations reflect this variety.

Roughly, these codes can in general be split up into two categories: Smoothed Par-
ticle Hydrodynamics (SPH), and Adaptive Mesh Refinement (AMR). SPH and AMR
codes differ in that SPH codes set up tracer particles and have them interact as a
fluid, while AMR codes act upon a gridlike mesh. SPH can use interpolation methods
to generate a mesh. These differences in approach lead to differing implementations
of gravity and hydrodynamics, but the general setup of the simulation process is the
same. To start, a cosmology is chosen, and initial conditions at extremely high redshift
(often z > 100) are created. From these initial descriptions, a gravity solver is used.
These are typically particle-based, both for SPH and AMR codes. The dark matter
and gas are propagated through time to create the seeds of cosmic structure. In AMR
codes, the mesh on which these particles interact is refined locally, typically using a
density-based criterion for the selection of refinement scales. The exact details of the
physics, and the physical processes taken into account, are unique to each code, but
generally, as the gas cools down and collapses, the process of star formation begins.
This is represented by taking mass away from gas cells or particles and creating new
stellar particles. Similarly, black hole formation also acts as a sink. As time evolution
progresses, these star particles feed back into the gas through supernovae. As such,
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the hydrodynamical and astrophysical properties are modelled, creating a completed
simulation. What physics are highlighted is up to the users of these codes, as well
as what solver is best. In the end, these are very computationally intensive methods
of research. This requires running simulations on supercomputer clusters. But these
simulations give a highly accurate view of the evolution of the Universe, depending on
the resolution and physical models included in the simulation. These results may be
directly compared to observations.

2.1.1 Obelisk

The Obelisk simulation was originally created to study the sources of reionization,
that being AGN and star-forming galaxies, and to analyze which is more significant
(Trebitsch et al., 2021). The Obelisk simulation is a zoom-in simulation of the larger
Horizon-AGN (Dubois et al., 2014) simulation, centered around the most massive
halo in this simulation. My visualization using the yt code (Turk et al., 2011) of four
halos in the Obelisk simulation at z = 6 is shown in Figure 2.1. I will briefly go over
the main relevant points of the Obelisk simulation, as laid out by Trebitsch et al.,
2021.

The high-definition region created around the central halo is resimulated from
the original initial conditions, with a much-decreased resolution outside of the high-
definition region to stay consistent with Horizon-AGN. This allows the minimal cell
size in the high-definition region to go down to ∆x ≈ 35 pc, compared to ∆x = 1
kpc for Horizon-AGN. The Obelisk simulation was run using the AMR radiation-
hydrodynamical code Ramses-RT (Rosdahl et al., 2013, Rosdahl and Teyssier, 2015).
This improves over Horizon-AGN, which uses the RAMSES code (Teyssier, 2002), lack-
ing radiation effects. But since one of the big aims of Obelisk is to study reionization,
these effects need to be taken into account. The Ramses-RT code uses physical phe-
nomena such as gravity, thermodynamics, hydrodynamics, and radiative transfer to
simulate the baryonic content of the selected volume. The introduction of the radia-
tive transfer physics is computationally intensive, since these processes require a small
time interval to produce accurate results. No particle speeds near the speed of light.
This makes the crossing time for light incredibly small compared to any other modelled
quantity, which means that radiative transfer would require many time steps to pro-
duce accurate results. To combat this, Obelisk uses a variable speed of light approach,
which decreases the number of time steps required significantly. Obelisk tracks ion-
ization levels of hydrogen and helium, by following photon fields consisting of photons
capable of ionizing these elements.

Other hydrodynamic processes taken into account in Obelisk are star formation,
supernova shocks, and stellar feedback. The simulation also includes an advanced black
hole model, featuring black hole formation, growth through accretion, AGN feedback,
and radiation according to an AGN SED. Details of these processes are further explained
by Trebitsch et al., 2021.

Dust in Obelisk is tracked using a unique model for cosmological simulations.
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Most simulations present a constant value for the dust mass to gas mass ratio (e.g.
Dubois et al., 2014, Trayford et al., 2017, Shen et al., 2020), typically ranging from
D/Z = 0.3 − 0.4. Obelisk however creates a subgrid model for dust, separately from
metals in gas. This means in practice that the dust mass to gas mass ratio is a scalar
field over the whole simulation. It is assumed that dust is all of one single population,
and does not drift relative to the gas, i.e. perfect coupling. The single population is
modelled as having the same grain size and density. The amount of dust present in a cell
does change over time. The creation and destruction of dust by supernovae are taken
into account, as well as sputtering effects and growth by accretion of gas. Details of
these processes as implemented in Obelisk are discussed in section 2.2. An important
point is that dust is not coupled to the radiative hydrodynamics directly, as this would
significantly increase computational cost. This means that dust is passive in Obelisk,
which implies that metals collected into dust grains do not contribute to dust cooling,
but metallic cooling instead. To add to this, the dust is only used for post-processing,
to gather galaxy properties when the simulation has concluded.

In this thesis, only the snapshot at z = 6 will be taken into account. This is done
to capture the state of the Universe directly after reionization took place. With galaxy
candidates being confirmed at further and further redshifts (e.g. Schaerer et al., 2020,
Dayal et al., 2022, Bunker et al., 2023, Harikane et al., 2023) the gaps in our knowledge
about these galaxies have only become clearer.

2.2 Interstellar Dust

Dust in the early Universe is currently not fully understood. Recent observations of
galaxies in the EoR find higher dust masses than expected with current models (e.g.
Dayal et al., 2022, Micha lowski, 2015, Reuter et al., 2020). This prompts research
into the properties of dust, and reconsider the models currently used to study the
dust contents of these high redshift galaxies. Therefore, I will briefly outline the main
properties of dust, and then go into detail on the models used for dust absorption in
this thesis and their implementation.

Dust grains come in many forms. One of the most important differences is the in-
herent composition of dust grains. There are many possible elements that can make up
interstellar dust, however, the two most important kinds of dust grains are silicate and
carbonaceous grains (Draine, 2003). Silicate grains predominantly consist of pyroxene
and olivine minerals, which contain a characteristic silicate anion group of [SiO3] or
[SiO4] respectively. These silicate groups are bonded to metal cations, most commonly
magnesium or iron. This forms mineral structures, able to grow into amorphous or
crystalline shapes, with amorphous shapes being the common variant (∼ 95%) (Draine,
2003). Carbonaceous grains primarily consist of carbon. These grains come in many
forms, since carbon can create bonds in several ways. Amorphous grains have little
structure, but grains with more structure such as graphite are also present. Important
is that carbon can capture hydrogen, so carbonaceous grains tend to be hydrogenized
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Figure 2.1: Projected hydrogen number density maps for 4 selected halos in Obelisk.
These images correspond to the 4 test halos used in §2.3.2.

too. This allows for other stretching modes not present in pure carbon grains. Pol-
yaromatic hydrocarbons (PAHs) are another important source of carbonaceous dust
grains. These grains consist of graphite-like sheets of carbon creating many aromatic
rings of carbon in their molecular structure. The sheets are hydrogenated, meaning
hydrogen is present around their edges. When observing the dust attenuation curves in
the local Universe, a bump in the spectrum around 2175 Å is visible for some sources
such as the Large Magellanic Cloud and the Milky Way (Weingartner & Draine, 2001).
The aromatic features of PAHs are the cause of the 2175 Å bump, due to excitation of
the electrons that make up the bonds in these features. The presence of this feature,
therefore, indicates the presence of PAHs in the interstellar dust.

The mixture between dust grains and interstellar gas varies in space due to effects
that both create and destroy dust. This both changes the dust grain distribution as
the amount of dust present. There are three avenues for dust creation in the early
Universe (Dayal & Ferrara, 2018). Dust can be created in core-collapse supernovae.
In these violent explosions the metallic contents of a stellar nucleus are ejected into
the ISM. The expanding sphere cools down rapidly, and condensation of the first dust
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grains can occur. The new dust grains act as nucleation sites for further dust growth,
as more are created while the supernova remnant cools. The yields of this method of
dust production are still uncertain, as observational evidence is hard to come by due
to the transient nature of these events. Also, the shocks created by the supernova can
destroy the freshly formed dust grains, decreasing the yield. Secondly, asymptotic giant
branch (AGB) stars form dust too. These large stars lose their outer layers as they
transition towards white dwarfs. This shedding spreads metals into the surrounding
ISM, which then condense into dust grains as well. The composition of these dust
grains highly depends on the specific metallicities of the parent star, with iron-rich
dust being prevalent for all stars. Finally, there is dust growth through accretion in the
cold gas phase. Here, already existing dust grains gain mass by accreting metals in the
cold ISM. This is most efficient in cold but dense regions.

The destruction of dust can also be done in several ways. Star formation acts as
a sink for dust particles. This is of course dependent on the star formation rate in
the galaxy, as well as the quantity of dust present in the stellar clouds used to form
new stars. Supernova shocks also destroy interstellar dust in addition to the dust it
forms itself. Dust in the region around the supernova is impacted by shocks, which
destroy the grains through sputtering and collisions. Thermal sputtering itself acts as
an eroding force as well.

Lastly, the dust content of a galaxy can change due to inflows and outflows from
and to the surrounding CGM and IGM. All these effects are summed up in Equation
2.1 (Dayal & Ferrara, 2018).

dMd

dt
= Ẏd + Ġac + İd −DISMψ(t) − ḊSN − Ȯd (2.1)

Here, Ẏd represents the dust yield both by supernovae and by AGB stars. Ġac is the
dust growth by accretion. The dust capture by star formation is given by DISMψ(t),
with ψ(t) being the star formation rate and DISM is the dust fraction of the ISM. ḊSN

models the destruction by supernovae, and finally, İd and Ȯd represent the inflow and
outflow of dust towards the galaxy.

2.2.1 Dust Attenuation Models

To estimate the amount of light scattered and absorbed by dust, a certain model of dust
attenuation is assumed. There are several such models, being calibrated on different
sources. It is common to look at the properties of a target to select the suitable
model, such as the metallicity and age of the galaxy population that one wishes to
study. For this thesis, a core component is to see the influence of dust on observational
parameters, and to test the Obelisk dust model included in the simulation against
commonly used models. Therefore, I will describe a few commonly used dust models
and their implementation into the Rascas code (Michel-Dansac et al., 2020) for this
thesis.
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To calculate the optical depth due to dust, there are 2 possible methods. This
depends on whether one measures dust number density, or dust mass density. Along a
line of sight, the optical depth is given by (Michel-Dansac et al., 2020)

τ =

∫ ℓ

0

nσ(ν)dℓ =

∫ ℓ

0

ρκ(ν)dℓ (2.2)

where ℓ is the length of the path along the line of sight, n is the (pseudo) number
density of dust while ρ is the mass density of dust, and similarly σ(ν) and κ(ν) are
absorption cross-sections either per dust grain or per dust mass respectively. The
densities and cross-sections are determined by the choice of model. Pseudo-densities
have different normalizations, but this is made up for by the σ(ν) curve also having a
different normalization, which allows it to reproduce τ accurately.

Two commonly used dust models to model attenuation in the early Universe are
calibrated on extinction curves in the Large Magellanic Cloud (LMC) and Small Mag-
ellanic Cloud (SMC) respectively. These models are commonly used due to the LMC
and SMC having low metallicities. This makes them comparable to galaxies in the early
Universe. The LMC and SMC are also smaller galaxies, once more creating a direct
comparison with the early Universe.

To model the pseudo number density of dust in an Obelisk simulation cell, these
models both assume the same formula (Laursen et al., 2009):

n =
Z

Zref

(nHI + fionnHII). (2.3)

This implies that the number density of dust is dependent on metallicity, both in neutral
hydrogen and ionized hydrogen regions. Laursen et al., 2009 and Michel-Dansac et al.,
2020 choose the values Zref ∼ 0.005(0.01) for the SMC (LMC) model and fion ∼ 0.01
for both. The parameter fion is meant to serve as a substitute for the destruction that
dust undergoes while in shocked regions. Shocked regions are typically ionized due to
their high temperatures. Other destruction methods, such as sputtering, are also more
efficient with higher temperatures. This all implies there is less dust present in ionized
hydrogen regions than in neutral hydrogen regions. The factor fion is meant to model
this in a practical fashion.

The empirical fitting functions for the LMC and SMC dust extinction laws are given
by

σν = σ0

7∑
i=1

f(λ/λi, ai, bi, pi, qi) (2.4)

(Pei, 1992, Gnedin et al., 2008) where

f(x, a, b, p, q) =
a

xp + x−q + b
. (2.5)

The extinction laws, therefore, are made up of seven individual profiles. The parame-
ters λi, ai, bi, pi, and qi have unique values for each profile, and are different for both
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extinction laws, while σ0 is a normalization factor unique for both models. Values for
these are taken from Gnedin et al., 2008, which are slightly changed from Pei, 1992 to
better fit the extinction curves found by Weingartner and Draine, 2001. The curves
for σ(ν) for the LMC and SMC models are shown in Figure 2.2. This collection of
publications also includes a dust model based on the Milky Way extinction curve. The
Milky Way model is typically only used in the late Universe, since the Milky Way is
highly evolved whereas the LMC and SMC are less so. Due to this reason, the Milky
Way model is not used in this thesis.

Another commonly used model for dust attenuation is the BARE-GR-S model, first
proposed by Zubko et al., 2004. This model assumes bare silicate and graphite grains,
as well as including PAHs. Zubko et al., 2004 propose several different models, with
other grain populations taken into account, but find that the BARE class of models
better reproduces observations. The GR subclass indicates that the primary component
of carbon in these models is in the form of graphite, not amorphous carbon. The suffix
S stands for solar abundances of metals being taken into account.

To calculate the number density of dust, the Rascas implementation of BARE-
GR-S by Katz et al., 2022c follows the calculation of Rémy-Ruyer et al., 2014, using
the broken power law model for the XCO,Z conversion factor. Rémy-Ruyer et al., 2014
aim to measure the gas-to-dust ratio in nearby galaxies, and assume the BARE-GR-S
model for dust attenuation. The XCO is a conversion factor used in observations to
convert between CO line intensity and H2 mass. The XCO,Z model assumes a (O/H)−2

scaling relation. The broken power law model then calculates a gas-to-dust ratio. To
convert this into a number density for dust, it is transformed according to (Katz et al.,
2022c)

n = nH

(
(G/D)⊙

(G/D)model

)
(2.6)

where (G/D)⊙ is the solar gas-to-dust ratio, which for BARE-GR-S is set to 1/0.00619
(Rémy-Ruyer et al., 2014). nH is the hydrogen density in the cell, both ionized and
unionized. This implicitly assumes that dust grain properties do not change as a func-
tion of metallicity. To correct for the fact that dust is destroyed at very high tem-
peratures, as this is not taken into account in this model, n is set to 0 wherever the
temperature exceeds 105 K.

The BARE-GR-S model data for σ(ν) as implemented into Rascas by Katz et al.,
2022c are simply read from a table. However, this table does not hold for wavelengths
above 10000 Å or below 500 Å. This is visible in Figure 2.2 as a flat line for σD below
500 Å. Also notable is the difference in normalization between the LMC, SMC, and
BARE-GR-S models, which can be seen as the height of the σD curve.

The Obelisk dust model is the model used in the Obelisk simulation, and aims to
give a more physical motivation to the dust content in the simulation. I will briefly
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highlight its main properties as implemented by Trebitsch et al., 2021 in their simula-
tion. The Obelisk model consists of a subgrid model, which aims to find a dust mass for
each individual cell in the simulation. To do so, the model keeps track of the creation
and destruction of dust in each cell. Adapting Equation 2.1, which also keeps track of
dust mass, into Obelisk, several factors are changed significantly. Instead of tracking
dust mass on a galaxy-wide level, dust should be tracked on a cell-wide level. However,
the same physics still apply. I will briefly provide a short overview of the changes that
are relevant to the Obelisk dust model. Since in the Obelisk simulation dust flow is
coupled to gas flow, İd and Ȯd are automatically tracked in the hydrodynamic step of
the simulation. These factors can therefore be neglected in this discussion.

Estimating Ẏd is done by assuming fd,SN = 50% of metal mass ejected by supernovae
is assumed to be in the form of dust, while AGB contribution is not tracked, based
on values explored by Popping et al., 2017. These are some limiting factors on the
physical accuracy of the model, but the yields of dust by supernovae is currently very
unconstrained (Bianchi & Schneider, 2007) and highly dependent on the properties of
the star (Marassi et al., 2019).

Since dust is passive in Obelisk, DISMψ(t) is also automatically tracked by just
following star formation in the simulation. The fraction of dust is only used for post-
processing, and does not play a role in the hydrodynamics or the physics of star forma-
tion. Therefore, any region where metals in gas are assimilated into star particles will
also act as sinks for dust mass in the ISM.

For the destruction of dust by supernova shocks ḊSN , each cell is updated individ-
ually. It is assumed that only gas shocked to velocities higher than 100 km s−1 destroys
dust, shown in the formula (Trebitsch et al., 2021)

ḊSN = 0.3
Ms,SN

Mgas

Md (2.7)

where Ms,SN is the shocked gas mass in a cell, and Mgas and Md represent the local
gas and dust mass respectively. The factor 0.3 assumes 30% destruction of gas in these
regions. The total amount of shocked gas is given by

Ms,SN ≃ ESN

0.736(100 km s−1)2
≃ 6800ESN,51M⊙ (2.8)

following the Sedov solution as presented by McKee, 1989.
This total shocked mass needs to be distributed over several cells, since supernovae

affect the ISM at larger scales than ∆x. To distribute this mass, the supernova subgrid
model present in Obelisk is used, following the distribution of energy.

The net growth of dust grain particles by taking accretion and sputtering into ac-
count can be captured in a single equation (Trebitsch et al., 2021):

Ġac =

(
1 − Md

MZ

)
Md

tgrowth

− Md

tsput
(2.9)
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MZ is the metal mass in the cell, and tgrowth and tsput are timescales for growth via
accretion and destruction via thermal sputtering respectively. These timescales are
easily calculated due to the single population assumption in Obelisk. Trebitsch et al.,
2021 find that, using this model for dust growth, for temperatures below T ≃ 3×104 K
the growth channel dominates, allowing grains to grow in these environments. All
these features allow the Obelisk simulation to recreate a cell-based dust mass density
throughout the entire simulation, instead of the commonly used approach in simulations
of using a single dust-to-gas fraction for the full volume, or in other attenuation curve
models of providing a single formula for its dust number density. This model should
therefore be more in line with the reality of observed galaxies, making this my fiducial
model.

Differing from the other dust models introduced so far, the Obelisk model finds a
dust mass density instead of a pseudo dust number density. This means that, instead
of the model providing an attenuation cross-section σ(ν), it provides a dust absorption
coefficient κ(ν). The cross-section is derived from fitting a function of the form of
Equation 2.5 to a synthesized attenuation curve (Trebitsch, private communication).
Details on this process will be featured in a future work (Dubois et al., in prep.). The
fitting is done to decrease computational load, as the full attenuation curve is not
analytical. These fitted parameters form a function for κ(ν), which is included in the
Obelisk model. The resulting curve for κ(ν) is shown in Figure 2.2. The implementation
of the Obelisk model into Rascas was done by Maxime Trebitsch (Mauerhofer, private
communication).

The Obelisk dust model aims to capture the complexity of the properties of dust in
a galaxy by tracking its creation, growth, and destruction over time. Combined with
the spatial distribution, this model is more complex than an attenuation law based
on the metallicity of a cell. However, these simpler models such as SMC, LMC, and
BARE-GR-S are able to be used in a wider number of applications, since they are
not bound to a simulation like Obelisk is. By comparing the Obelisk model to these
other models, it is possible to find the closest match of Obelisk to these models for
several observables. This can be used to inform the choice of dust model when only the
attenuation models (SMC, LMC, and BARE-GR-S) are available.

Lastly, to test the overall influence that dust has on a spectrum, a model with dust
fully absent, coined nodust, is included in the analysis. This gives a baseline value to
compare against for each different dust model. To remove the interaction between dust
and light, the dust attenuation cross-section and number density of dust are simply
artificially set to 0.

The variety on display in dust models reflects the variety of dust properties between
galaxies. The Obelisk model aims to generalize a dust model in the context of sim-
ulations. To compare these models, spectral properties of galaxies can be compared
in these simulations. This is done by generating mock observations using the Rascas
code.
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Figure 2.2: Dust models compared. Left plot: σ(ν) as a function of wavelength for the
BARE-GR-S, LMC, and SMC models. Right plot: κ(ν) for the Obelisk model. Note
the presence of the 2175 Å feature for most of these models, but the absence of this
feature for the SMC model.

2.3 RASCAS

The Rascas1 (RAdiative SCattering in Astrophysical Simulations) (Michel-Dansac et
al., 2020) code is a software package designed to simulate the emission of stars and gas
from a hydrodynamical simulation. It is designed to capture the interaction between
dust, gas, and light to a highly accurate level, on an arbitrary geometrical distribution.
It acts as a post-processing code, building on an already existing simulation. The results
can be used to generate mock observations, such as spectra or images, from these initial
simulated galaxies. Primarily, the code is designed to recreate resonant absorption and
emission lines, but the code is designed to be flexible enough to also capture the stellar
continuum, fluorescent lines, and the ionizing part of the UV spectrum.

The main code of Rascas acts in three steps: gathering the data from the simu-
lation to create a domain decomposition, creating initial conditions for emission, then
solving the radiative transfer equations in a highly parallel fashion. This domain de-
composition is done using the builtin code CreateDomDump, which reads the simulation
data and decomposes it into several smaller domains. The data being read includes
the composition of gas, including hydrogen species, gas velocities, and density of dust.
The reading is a unique process for each different simulation code. Rascas was origi-
nally developed to support Ramses-RT-based simulations. Obelisk is created using
Ramses-RT, which means that no additional code was required to read the simulation.
After reading the data, they are put in a data domain according to a specific geometry.
Important in the creation of this decomposition is that the data domain of acquired
simulation data is larger than the computational domain, at which photons are assumed
to be escaped from the halo and are no longer propagated. This domain can be put

1http://rascas.univ-lyon1.fr/

http://rascas.univ-lyon1.fr/
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around any halo, allowing for this code to target individual halos. For this thesis, I
always set the data domain to be a sphere with radius 1.2rvir, with the computational
domain being set to a sphere with radius rvir, where rvir is the virial radius of the
halo. The data domain is then assigned to a mesh based on an octree structure (which
could have to be adapted from the structure that the simulation uses, depending on the
original simulation code used) and stored on disk. This procedure needs to be applied
individually per halo and for each dust model used, since the dust content of a halo is
dependent on the model used.

The second part of the code deals with generating the initial conditions, before ra-
diative transfer can occur. This is done using the code PhotonsFromStars. This code
takes in the stellar particles of the simulation, each of which is a single population with
the same age and metallicity, and from there creates an initial spectrum. This can be
done in several ways, through a power law for the continuum, as a Gaussian shape for
individual absorption and emission lines, as a monochromatic line, or, as used in this
thesis, from an existing SED table for the continuum. To be specific, I use the Bpass
model, version 2.2.1 (Stanway & Eldridge, 2018), following Trebitsch et al., 2021. The
code then estimates the luminosity of each stellar particle based on its properties, and
spreads out Nphot photon packets over the set according to this distribution. The selec-
tion of Nphot is discussed in §2.3.2. At emission, the wavelength is also sampled using
these stellar population models. Wavelengths are derived in the frame of the particle,
but then converted using its velocity and direction to a wavelength in the frame of the
halo. Together, this creates a set of initial conditions for emissions from the stellar
particles in the simulation, to be processed later. These can be generated once for each
halo, since they are not dependent on dust.

The third section of Rascas, rascas, solves the radiative transfer equations for
the initial conditions provided by PhotonsFromStars through the medium provided by
CreateDomDump. This is done using a Monte Carlo method, where every photon gets
allotted an optical depth τevent drawn from − ln(r), where r is a draw from a uniform
distribution on the range [0; 1]. The photon packets are then transferred along rays,
where they will encounter the dust and gas mediums. In every cell, the optical depth
τcell of the cell along the propagating line is subtracted from τevent. The general optical
depth (Equation 2.2) can be simplified in each cell, since in each cell the dust properties
are homogeneous. Equation 2.2 then becomes (Michel-Dansac et al., 2020)

τcell = nσ(ν)ℓ (2.10)

where ℓ is the length of the path the photon packet travels through the cell.
In this thesis, two different versions of Rascas are used, the new_ions branch, and

the mock-lyc. These differ in what types of interactions take place between photons
and the medium. Both branches take dust absorption and scattering into account, but
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differ in that the new_ions branch takes scattering due to absorption and emission lines
into account, while the mock-lyc takes in absorption of LyC photons due to gas into
account. Because the mock-lyc branch is specifically focused on the LyC, this branch
is exclusively used on the range 200−1000 Å, while the new_ions branch takes over on
the range 1000−10000 Å. In this thesis, I am interested in the LyC continuum and the
UV continuum, not the absorption and emission lines. This means that I will ignore the
absorption lines completely, and omit them from my analysis. This heavily increases
computational speed, at the cost of losing these features in the generated spectra.

For the mock-lyc branch, therefore, the optical depth for the transfer through a
single cell can be calculated as such (Michel-Dansac et al., 2020):

τcell = τdust(ν) +

species∑
X

τX(ν), (2.11)

with τdust being the optical depth belonging to dust, with X being an individual species
of gas taken into account, and τX being the optical depth due to this species. In this
analysis, X ∈ { HI, HeI, HeII }. When τevent is equal or lower than 0, an event occurs.
This event can occur on dust, or on gas. What type of event occurs is randomly
determined, heightening the Monte Carlo nature of Rascas further. A random draw
r is performed on the range [0; 1], and is compared to τdust/τcell. If r < τdust/τcell, an
event due to dust takes place, otherwise an event due to gas takes place (Michel-Dansac
et al., 2020). For the new_ions branch, τgas(ν) = 0, so only dust events take place.

Combining equations 2.10 and 2.11 gives (Michel-Dansac et al., 2020)

τcell =

(
ndustσdust(ν) +

species∑
X

nXσX(ν)

)
ℓ. (2.12)

nX are all read from the domain decomposition created in the CreateDomDump phase.
Similarly, ndust is constructed here as well. The method for doing this is unique per
dust model, and described in §2.2.1.

To calculate the photoionization cross-section of the gas species, two approaches can
be used. The hydrogenic species HI and HeII have analytic solutions, given by

σ(ν) =
A0

Z2

(ν1
ν

)4 e4−4 tan−1(ϵ)/ϵ

1 − e−
2π
ϵ

, (2.13)

(Osterbrock & Ferland, 2006) where Z is the nuclear charge,

A0 =
29π2αa20

3e4
= 6.30 × 10−18 m−2, (2.14)

ϵ =

√
ν1
ν

− 1, (2.15)

and
hν1 = Z2hν0 = 13.6Z2eV. (2.16)
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However, this equation does not hold for HeI, since it is not hydrogenic. There is
no analytic solution found. However, following the model by Verner et al., 1996, the
photoionization cross-section for any species can be given by the empirical function
(Verner et al., 1996)

σ(E) = σ0
[
(x− 1)2 + y2W

]
y0.5P−5.5

(
1 +

√
y

ya

)−P

(2.17)

Here, x = E/E0 − y0, and y =
√
x2 + y21. The fitting parameters σ0, E0, yW , ya, y0, y1,

and P are taken from Verner et al., 1996 for HeI. The values for HI and HeII are also
included, since these equations are less computationally expensive than the analytic
solution. Due to this, the empirical equations are preferred and used in this thesis. The
analytic functions may be used if accuracy is of the highest priority.

Events can either be absorption events or scattering events. In the case of gas,
absorption always takes place. Here, a photon will hit an atom with at least one electron,
and has enough energy to ionize the atom. This process absorbs the photon. The
photon packet is then removed from the radiative transfer, and flagged appropriately.
Similarly, photon packets absorbed by dust are also removed from propagation, but
with a different flag to signify the source of absorption taking place.

When interacting with dust, there is a likelihood that the radiation gets scattered.
This is determined by the albedo of the dust particle, which is a function of wavelength.
In this thesis, the albedo curves as tabulated by Li and Draine, 2001 are used, with
interpolations for intermediate wavelengths. The probability that a photon is scattered
is given by Pabs = albedo (Michel-Dansac et al., 2020). If scattering takes place, the
direction at which the photon is scattered is given by the Henyey-Greenstein (Henyey
& Greenstein, 1941) function

PHG =
1

2

1 − g2

(1 + g2 − 2gµ)(3/2)
, (2.18)

where µ = cos(θ), and g = ⟨µ⟩ is the asymmetry parameter, also as determined by Li
and Draine, 2001. To introduce stochastic behaviour into this scattering, the value for
µ is sampled using

µ =
1

2g

(
1 + g2 +

1 − g2

1 − g + 2gr

)
, (2.19)

(Michel-Dansac et al., 2020) where r is once more a sample from the uniform distribution
in [0; 1]. The wavelength of the photon also changes, due to the velocity of the dust.
The velocity of the dust is assumed to be the same as the velocity of the gas. The
updated frequency is given by (Mauerhofer, 2021)

νext,new =
νcell

1 − (knew · vdust/c)
, (2.20)
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where νext is the updated frequency in an external reference frame, νcell is the fre-
quency in the reference frame of the cell, knew is the unit vector along the new direction,
and vgas is the velocity of the gas. νcell is constant before and after the scattering, and
can be calculated by (Michel-Dansac et al., 2020)

νcell =

(
1 − kold · vdust

c

)
νext,old. (2.21)

This updated frequency is then taken into account for the next scattering event, and
kept track of until the photon packet terminates propagation, be that due to absorption
or escape.

Once all photon packets that were originally emitted from the stars have been prop-
agated either until they are absorbed or until they have reached the end of the compu-
tational domain, the results are saved. Escaped photons too have a unique flag. These
flags will later be used to identify the final result of each photon packet. In the end, each
photon packet will obtain information about whether it was absorbed or escaped, its
wavelength, its final direction and scatter position, and the number of scattering events.
These properties are all stored on disk, so that a spectrum can be reconstructed after
this.

2.3.1 Reconstructing the spectrum

Once the three main programs of Rascas have terminated, it is immediately possible
to generate observations that are angle-averaged over the whole halo. Since I am us-
ing a spherical domain, this would be across the full 4π steradians. This is done by
extracting the information directly from the photon packets. Each photon packet can
be transformed into a flux corresponding to that packet by using Fλ = Nphotνh, where
Nphot is the physical number of photons represented by the photon packet, ν is the fre-
quency information of the photon packet, and h is the Planck constant (Michel-Dansac
et al., 2020). The fluxes from each packet are then binned in a histogram to form a
spectrum. This process is useful to generate global properties of a halo, such as the
escape fraction. However, this is an idealized situation. The luxury of simulations gives
the opportunity to study these global properties, but for observations this is impossible,
since they are limited to a single viewing direction. It is also often fruitful to study
the properties of a galaxy along a certain direction, since many observed properties
change significantly with viewing angle, such as the escape fraction. Simulations allow
one to view the same halo from many directions, and to compare global properties with
properties along one viewing angle. For these reasons, Rascas has implemented a
method for generating mock observations from the photon packets. This is done using
the peeling-off algorithm (Dijkstra, 2017). The main idea here is to create an aperture
at a certain position at the edge of the computational domain through which escaping
photons can be captured and turned into a spectrum using a similar procedure as for
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the whole halo. However, simply counting the number of photons passing through such
an aperture will quickly lead to problems. Since the size of these apertures is typically
fairly small compared to the sphere, many photon packets will simply escape without
ever being accounted for in an aperture, since Ωaperture ≪ 4π, even when applying many
apertures. This means that the full spectrum will not be sampled correctly, since due
to the Monte Carlo nature of Rascas a large number of photon packets are required to
properly reconstruct a spectrum. To combat this, the aperture size could be increased.
However, the reason apertures are used is to view a galaxy along a single direction simi-
lar to observations, which necessitates a small angular size for any aperture. Increasing
the aperture size would therefore counteract the benefits gained by using apertures.
The number of photon packets may also be increased significantly to provide enough
photon packets per aperture to properly reconstruct the spectrum. However, the angu-
lar size of the apertures is negligible compared to the sphere, and therefore the quantity
of photon packets needed would have to increase drastically, increasing computational
loads with them.

Due to these problems, the peeling-off algorithm (Dijkstra, 2017) uses a different
approach (Dijkstra, 2017). Every interaction between a photon packet and dust is
treated as a point source with luminosity L/N , with L being the total luminosity of the
source and N being the total number of photon packets. At each interaction, a small
amount of flux is ”peeled off” and sent toward each aperture. An illustration of this
concept can be seen in Figure 2.3.

From these sources, the flux going into each aperture can be calculated using

S =
L

N
a(νcell)PHG(µ)e−τpath(νext) (2.22)

(Dijkstra, 2017). In this formula, L/N denotes the total luminosity of each individual
interaction. a(νcell) is the albedo of the dust particle, which means that even if absorp-
tion of a photon packet takes place, there is still a probability of some light scattering
away from an interaction. This mimics the behaviour of actual photons. Since a pho-
ton packet is made up of a large quantity of modelled photons, a fraction of which
would end up scattering in a realistic situation. The inclusion of the probability of
scattering even if the main packet is absorbed simulates this behaviour. PHG is the
Henyey-Greenstein phase function (Equation 2.18), since in this implementation, only
dust scattering is taken into account. µ here is kin · kout, where kin is the incoming
direction of the photon packet, and kout is the direction between the point of scattering
and the aperture. τpath(νext) is the optical depth at frequency νext along the path from
the point of scattering to the aperture. This is calculated along a direct line, where
the implicit assumption is that any light from this scattering does not scatter again. If
τpath(νext) < τmax, S is set to 0 automatically. Rascas has set τmax equal to 60. This is
done to speed up calculations, since at high τpath(νext), the value of e−τpath(νext) becomes
negligible. Each interaction between dust and photon packets is therefore captured in
some form for each aperture. The strong dependence of τpath and PHG(µ) on the prop-
agating direction ensure that the spectra obtained from each aperture are not angle
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Figure 2.3: Illustration of the nature of the peeling-off algorithm. The probability that
a photon packet directly intersects with an aperture is near zero, making an approach
like this necessary. Note that at every scattering event, a point source of light is created.
Flux from this point source is then emitted towards an observer. This allows photon
packets to propagate in any direction and contribute to the flux of any aperture, without
having to interact with that aperture directly. This allows Monte Carlo methods to
create mock observations from different viewing directions. Image reproduced from
Dijkstra, 2017.

averaged, but are unique for each viewing direction.

As many apertures can be placed as one wishes around a given halo. It is wise here
to equally distribute the apertures around the sphere. In this thesis, the HEALPix2

scheme (Górski et al., 2005) is used to determine the distribution. This scheme aims
to create a pixelization mapping of the sphere, which keeps the points well spaced
from each other. The total number of apertures used in this thesis is 12 per halo, the
distribution of which according to the HEALPix scheme is shown in Figure 2.4. The
sphere can be subdivided into more pixels, meaning more apertures, but this would also
increase computational load.

Rascas is also able to use the same peeling-off algorithm to create images, and
create data cubes combining spectra and images. The intrinsic behaviour of gathering
fluxes from interactions between dust and photons remains the same, only the processing
at the aperture changes.

2https://healpix.sourceforge.io/

https://healpix.sourceforge.io/
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2.3.2 Selecting the number of photon packets

The Monte Carlo approach of Rascas requires many photon packets to be propagated
to properly sample the spectrum. When using too little, one risks undersampling the
distribution and introducing errors in the extracted observables. But when propagating
too many photons, the computational load increases. As pointed out in the previous
section, the computational load of Rascas is not negligible, with approximations such
as faster empirical functions for gas absorption optimizing the speed. The number of
photon packets is one of the most important parameters in tweaking both the compu-
tational speed as well as the data volume created by Rascas, so overestimating this
number is also to be avoided. To pinpoint a number of photon packets Nphot that
balances these two issues, I provide a short analysis.

Rascas initializes photon distributions over all the stellar particles available in the
halo. This creates a hypothesis that halos with more stellar particles require more
photon packets to properly sample their spectra. To check the verity of this hypothesis,
I will perform this analysis on 4 different halos, each with different stellar masses and
number of stellar particles. The details of these halos can be found in Table 2.1.

Halo ID Number Stellar particles Stellar Mass [log M⊙] Central Halo
14215 6063937 10.6 Yes
71356 435508 9.40 Yes
5969 2772 7.15 Yes
87918 27273 5.89 No

Table 2.1: Selected properties of the halos used for the determination of Nphot. These
halos have been selected on their wide distribution of mass ranges. The ”Stellar Parti-
cles” column denotes the number of stellar particles inside of the computational domain
of the halo, set to rvir in this work. The last column states whether this halo is a central
halo or if it is a subhalo of a larger halo, as found by the ADAPTAHop halo finder
(Aubert et al., 2004) in Obelisk. For halo 87918, the stellar particle count is contam-
inated by its host halo, halo 44228. The number of stellar particles in the structure of
halo 87918 itself is 131.

To start off with this analysis, several spectra in the UV continuum are created, each
with a unique number of photon packets. These are 100k, 250k, 500k, 1M, and 10M
photon packets. Three observables are then taken into account here, the noise level
on the 9000-10000 Å range, the UV continuum slope between 1500-3000 Å, and the
UV escape fraction between 1500-3000 Å. The UV continuum slope should not change
significantly unless severe undersampling takes place, while the noise should decrease
with photon number due to the better sampling. The noise is here defined as σspec/µspec,
i.e. the standard deviation of the spectrum divided by the mean. The wavelength range
was chosen due to the flatness of the spectrum along that range, making µspec less
dependent on wavelength. Escape fractions are typically highly dependent on galaxy
properties, so it is highly important to select a value for Nphot that does not introduce
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sampling errors. As a rule, the 10M photon packet run is seen as closest to the ”true”
value due to it having by far the highest number of photon packets. Therefore, it
will be the standard against which other amounts are measured. These preliminary
tests were done using the BARE-GR-S dust model. These observables are shown in
Figure 2.5. From this figure, it is clear that the UV continuum slope and escape
fraction stay relatively constant, until values around Nphot ∼500k. Noise decreases
with increasing Nphot. The computational time is also shown in Figure 2.5, which
clearly increases with Nphot. To balance the computational load with the accuracy of
the results, Nphot = 500k photon packets is used in the rest of this thesis. During the
analysis process, it was found that it is hard to distinguish the properties of halo 89718.
Since this halo is a subhalo, contamination from its host halo 44228 was present. The
computational domain included 27273 stellar particles, while halo 89718 only consists
of 131 stellar particles (see Table 2.1). This contamination made it not possible to
separate the intrinsic properties of halo 89718 from that of halo 44228. For the purpose
of determining Nphot the contamination does not influence the results since only the
consistency of observables over various values of Nphot is analyzed, but for further
analysis of the properties of halos, this issue becomes important. This may not be true
for all subhalos, but they are excluded from any further analysis due to the possibility
of introducing large errors.
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Figure 2.4: The distribution of apertures around the sphere according to the HEALPix
scheme. Moving clockwise with resolution Nside = 1, 2, 4, 8, resulting in Ndir =
12N2

side = 12, 48, 192, 768 pixels. The centers of these pixels correspond to aper-
ture locations used to create mock observations. In this thesis, Nside is set to 1. Image
reproduced from Górski et al., 2005.
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Figure 2.5: UV continuum slope, noise level, UV continuum escape fraction, and Ras-
cas computational time as a function of Nphot. This illustrates the balancing act
between accuracy and computational time, most notably the noise level between 9000-
10000 Å. The 107 runs are seen as the ”true” value. The four halos are chosen to span
a range of different stellar masses (see Table 2.1).



Chapter 3

Results

In this chapter, I will highlight the main results and analyses done on the generated
spectra from RASCAS. First, I will describe the main galaxy sample and its properties.
Discussions about the UV continuum slope and the influence of the 2175 Å feature are
stated in §3.2 and §3.3. In section §3.4, a discussion on the ionizing escape fraction is
included. Finally, I will highlight the spectral distribution of dust absorption in section
§3.5.

3.1 Galaxy Sample

My sample of halos from Obelisk consists of 554 halos, which are randomly selected
with uniform probability from the general population in Obelisk of top-level halos.
Subhalos are avoided due to possible contamination issues, as highlighted in section
2.3.2. The uniform selection ensures that the galaxy sample is a good match to the
full galaxy population present in Obelisk. This can be seen in Figure 3.1, where the
two populations show good agreement in their stellar mass distribution. Of the 554
halos, 5 have to be rejected (Halos 47370, 57352, 57355, 62944, and 69324). Rascas
has difficulty dealing with very small halos, since it fails when the data domain and
computational domain are equal. This is usually prevented by setting the radius of the
data domain to 1.2rvir while that of the computational domain is set to rvir. In practice,
however, this value is rounded down to the third digit, which for very small haloes may
lead to setting the radii equal. If this occurs, Rascas fails to function properly. This
only occurs for the 5 highlighted halos, which are excluded from further analysis.

For these halos, spectra are created using Rascas. A few sample spectra are shown
in Figure 3.2. All these spectra are taken in the rest frame of the halo. Also note
that this analysis does not include metallic absorption and emission lines. While this
is possible to do with Rascas, these lines are computationally intensive to model, and
are therefore better suited to be treated as individual lines instead of being part of the

35
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Figure 3.1: Normalized distribution of stellar masses for the whole Obelisk population
compared to my sample population. This distribution samples overall slightly more
massive halos than are present in the full population, due to the exclusion of subhalos
in my sample.

continuum.

3.2 UV continuum slopes

A commonly used tool in studying galaxies is the UV continuum slope. Taking a spec-
trum of a galaxy reveals the UV continuum to have a power law shape, with absorption
and emission features superimposed onto this continuum. This slope depends on the
stellar population of the halo, as well as the dust attenuation within a galaxy. Flatter
(redder) slopes imply an older population with more dust absorption, while steeper
(bluer) slopes imply young stars with little absorption.

The method of calculating βUV, as well as the wavelength range on which it is
calculated, does not have an agreed-upon standard (e.g. Bunker et al., 2023 uses
1500 < λrest < 2600 Å, while Curtis-Lake et al., 2023 uses 1250 < λrest < 2600 Å
and Cullen et al., 2023 uses λrest < 3000 Å). This is partially due to observational
constraints, since photometry leads to having fewer data for a spectrum, and redshift
corrections introduce an offset for any wavelength range. However, the slope of a single
galaxy does not vary significantly along the wavelength region between Lyα at 1216 Å
and the Balmer break at 3645 Å, so as long as the measurement takes place in that
range it should be accurate. In my analysis, the wavelength range taken into account
is 1500-3000 Å. To calculate the UV continuum slope, I assume a power-law model for
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Figure 3.2: Spectra of nine sample halos created using Rascas. Every spectrum is
angle-averaged and created using the Obelisk dust model. These spectra show that the
spectra are as intrinsically varied as the halos they come from.
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Figure 3.3: Left: Counts of UV continuum slopes of each individual halo, using the
angle-averaged spectra. Right: Same as left, but for each individual viewing direction.
The distribution for the angle-averaged slope and single-direction are very similar for
each model, indicating no major directionality of the UV continuum slope.

Dust model Obelisk BARE-GR-S LMC SMC nodust

⟨βUV⟩ -2.37 -2.28 -2.06 -2.15 -2.55
∆β 0.30 0.40 0.39 0.38 0.25

Table 3.1: Mean and standard deviation of UV continuum slope distribution, assuming
βUV is normally distributed for the entire population. This population consists of 549
halos, with stellar masses ranging from 106M⊙ to 1010.5M⊙, at z = 6.

the UV continuum Fλ = αλβ (after Calzetti et al., 1994), which in logarithmic space
becomes

log(Fλ) = α + β log(λ). (3.1)

This model is fitted to the data on the provided wavelength range. This yields the
UV continuum slope. The distribution of these slopes as derived from the spectra
can be seen in Figure 3.3. This figure shows that the nodust model predicts the
steepest continuum curves overall, as is to be expected, since this model does not feature
any dust that may flatten the slope through absorption. The LMC and SMC models
both predict relatively flat continuum slopes, with BARE-GR-S and Obelisk falling in
between. The average continuum slope, as well as the standard deviation, are shown
in Table 3.1. These values are in agreement with those found by Bouwens et al., 2014,
who find βUV = −2.24±0.11±0.08 at z = 6 using fitting on photometric data from the
CANDELS fields, and Bhatawdekar and Conselice, 2021, who find βUV = −2.22+0.08

−0.12

at z = 6 based on Hubble Frontier Field data, with only the nodust model predicting
steeper slopes than predicted by these observations.
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3.3 2175 Å bump

A common feature seen in extinction curves is the 2175 Å bump, caused by PAHs.
Recent observations have provided the first glimpses of this feature in EoR galaxies
(Witstok et al., 2023b, Markov et al., 2023), leading to an increased interest in this
type of dust in the early Universe. These carbonaceous grains are mostly assumed
to appear as the galaxy evolves (Witstok et al., 2023b) since they are thought to be
created through AGB stars (Ferrarotti & Gail, 2006), which are main sequence stars
that have evolved to the end of their long lifespans. Since the presence of AGB stars
takes time to develop on the order of Gyrs, carbonaceous dust is expected to be less
common at high redshift (Dwek, 1998). The presence of this type of dust at these
redshifts therefore may influence galaxy formation models. A different explanation for
the presence of carbonaceous dust in these early galaxies is supernovae yields, so these
discoveries may also influence supernova yield models.

Three of the dust models used in this analysis include a feature at 2175 Å, the
LMC, BARE-GR-S, and Obelisk models. The effects that this feature has can be seen
in some of the spectra created using these models, presenting itself as a pronounced dip
in the UV continuum around the central 2175 Å region (see e.g. halo 6265 and 52589
in Figure 3.2). The introduction of this feature makes the UV continuum slope harder
to measure, since it varies from the assumed power law distribution for the continuum.
However, the properties of this absorption feature, such as the width or the amplitude,
can provide insight into the dust contents of the host galaxy. To check for contamination
and to find the properties of this feature, a new model for the UV continuum must be
used, introducing the 2175 Å feature. The PAH absorption is typically modelled using
a Drude profile (Draine & Li, 2007), which is similar to the function present in eq. 2.5,
with p and q set equal to 2. After including the Drude profile in the UV continuum
slope, I find the following function for the UV continuum:

log(Fλ) = α + β log(λ) +
A

(log λ/λi − λi/ log λ)2 + (Γi/λi)2
. (3.2)

Here, α and β are still representative of the power law spectrum, while the third term
is the added Drude profile. For this profile, A, λi, and Γi are fitted values, which are
analogous to the amplitude, central wavelength, and width of the profile respectively.
Equation 3.2 is fitted on the same 1500-3000 Å range as used in §3.2, in logarithmic
space. This procedure did introduce some difficulties. The PAH feature is not present
in every spectrum, nor every dust model. The fit also has to be constrained to avoid
picking up noise. The parameter log λi was allowed to only vary between 3.3 and 3.4 to
ensure the fit captures the 2175 Å feature. Similarly, A and Γi had to be constrained to
warrant physically relevant results. This avoided misfits, but the absence of the feature
in many spectra had to be accounted for too. To select what model is most accurate,
two checks were made. First, a parameter boundary was included. The extreme value
of the Drude profile was determined by EVDrude = A/(Γi/λi)

2, which determines the
depth of the profile in the center. If this extreme value is low (EVDrude < 2) while the
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Dust model Obelisk LMC SMC BARE-GR-S nodust

NDrude 271 310 40 293 5
NFlat 278 239 509 256 544

Table 3.2: Distribution of detected PAH features between dust models. The three mod-
els which include a 2175 Å feature, Obelisk, LMC, and BARE-GR-S, have a similar
number of detections. Notable is that SMC and nodust should not feature any detec-
tions, but are still present.

amplitude is large (|A| > 0.04) a fit is rejected, since this would indicate a very wide
but shallow Drude profile, which would extend the profile far past the 1500-3000 Å
range that was used to determine it. This indicates a misfit and is therefore rejected.
Rejected Drude fits in this manner would automatically have the power law model be
set as the more accurate model. If this test is passed, the second test is a reduced
chi-square test for both the Drude profile and the power law model. The model with
the lower value on this test was set to be the more accurate model.

The total number of 2175 Å detections per dust model is given in Table 3.2. As can
be seen, not every spectrum has a 2175 Å feature, which is to be expected. However,
some improvements can still be made to the filter. The SMC and nodust models both
do not include PAH absorption, yet there are still some detections present. This implies
that there is also overdetection taking place for the other models. These extra samples
seem to have fairly high values for λi (see Figure 3.4), meaning they might be fitting
part of the noise instead. This implies a better need to constrain λi in the future.

Treating the 2175 Å feature like an absorption line with a Drude profile for the line
shape makes it possible to calculate equivalent widths (EWs) for each detection. The
distribution of equivalent widths is shown in Figure 3.5. It is clearly visible here that
the BARE-GR-S model predicts high equivalent widths, while the LMC model predicts
lower values. This is unsurprising, since in Figure 2.2, it is shown that σD,BARE−GR−S ≫
σD,LMC. The normalization of these models is different, however, so this comparison is
not fully apt. The relative strength of the 2175 Å peak however is stronger for BARE-
GR-S than for LMC, which may be the primary cause of the difference in distribution of
the equivalent widths. The different approaches for the number density of dust by these
two models make comparing the optical depths from these models less clear, but the
difference in resulting equivalent widths show that the optical depth for BARE-GR-S
is typically higher than that of LMC in the 2175 Å region. The EW values found by
Obelisk are a closer match to LMC than to BARE-GR-S. which interestingly is not the
case for the UV extinction curve (Figure 3.3), where BARE-GR-S is a closer match.
This could be due to the shape of κD in Obelisk, with Obelisk having a steep curve
in the UV continuum region, similar to that in σD in BARE-GR-S. The more complex
dust distribution in Obelisk may also play a role

The nodust and SMC observations that mistakenly find a Drude profile only re-
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Figure 3.4: Distribution of fitted parameters for the PAH detected halos. Most fitted
values of λi (which can be interpreted as the central wavelength of the profile) are well
around log 2175 Å (whose value is highlighted in the third plot), indeed predicting the
2175 Å feature correctly. The few nodust predictions all feature high λi (> 3.38), which
could be seen as a need to constrain λi to lower values to avoid overdetections. What
can also be seen is that the SMC features more detections with small Γi, which means
this may be used to forecast false detections.

produce very low equivalent widths. This implies that some observations made by the
other models with low equivalent widths may also be false positives. This is something
that has to be taken into account for future discussions.

One motivation to add the Drude profile was to avoid possible contamination of
the 2175 Å feature when measuring the UV continuum slope. The new model finds a
new value for βUV, that should be less influenced by the PAH absorption features. A
comparison of βUV,pl and βUV,Drude can be seen in Figure 3.6 for the Obelisk, LMC, and
BARE-GR-S models, which have the most detections. Overall, the UV continuum slope
does not alter much when using either model. The Drude profile model measurement
has a higher uncertainty, due to the higher number of parameters needed to be fit. This
can be used as an explanation for the slight scatter in this relation. But overall, using
the simpler power law model in this area does not heavily influence the slope of the UV
continuum when compared to the Drude model on this wavelength range.

The Obelisk simulation combined with the spectra can be used to check to see if the
equivalent width of the PAH absorption feature can be used as a tracer for any galaxy
properties. This comparison for selected properties is shown in Figure 3.7. Visible here
is that, roughly speaking, the Obelisk and LMC models match more closely than the
BARE-GR-S model, both in distribution and possible correlation. One possibility is
that the Obelisk model has similar values for the equivalent widths, and therefore does
not sample the space as much as BARE-GR-S. What correlations are present in BARE-
GR-S though, such as for the gas metallicity, are mostly absent from both Obelisk and
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Figure 3.5: Equivalent width distribution per dust model for PAH absorption detected
halos. Notable is that BARE-GR-S predicts higher equivalent widths than other models.
SMC and nodust both predict low equivalent widths, which can be used as an indicator
for a false detection. Obelisk predicts slightly higher equivalent widths than LMC, but
does not have the broad lines as predicted by BARE-GR-S.

Figure 3.6: Comparison of βUV,pl and βUV,Drude. Left: Obelisk dust model. Middle:
LMC dust model. Right: BARE-GR-S dust model. The two methods of measuring
βUV do not show any statistically systematic difference. The Drude model finds slightly
shallower values, but remains within 1σ of the power law model in almost all cases.
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LMC. For the attenuation at 1500 Å, A1500 as shown in Figure 3.7, there seems to be a
relation with the equivalent widths for all 3 models, however with very different shapes.
This could be due to the difference in equivalent widths. There is significant overlap
between the Obelisk model and the LMC model, with a relatively high scatter on a
seemingly linear relationship between equivalent width and A1500. BARE-GR-S has
less scatter, and due to this model producing wider EWs, the relation is explored at
higher EWs, where the scatter increases. BARE-GR-S also shows hints of evidence of
correlation between EW and Mdust and Zgas. These relations have a significant amount
of scatter, but a trend is visible that is not visible in Obelisk or LMC. The different
distribution of equivalent widths may contribute to the lack of trend in Obelisk and
LMC, where the scatter could overwhelm any possible trend. The magnitude at 1500
Å, M1500, shows no significant trend with equivalent widths for any model, and neither
is there a trend between EW and tstar or Mh. The trend of A1500 with equivalent width
may be explained by very wide absorption lines reaching the 1500 Å region. Both
EW and A1500 are measurements of dust attenuation, so they also may inherently be
correlated. As for the trends visible in BARE-GR-S, the small trends can be explained
by dust absorption being stronger with high metallicity or high dust mass.

3.4 Escape fractions

The escape fraction of ionizing photons is the fraction of ionizing photons that escape
a galaxy into the CGM or IGM. This fraction is crucial to understanding the speed
of reionization, with the source of the ionizing photons that drive reionization still
being debated. However, this parameter is very unconstrained and difficult to measure.
The ionizing escape fraction is determined by the spatial distribution of gas and dust
around the sources of ionizing photons. Neutral hydrogen is the dominant absorber,
with helium and dust playing a minor role. Since this parameter is hard to measure
directly, more research on this topic is needed. Rascas can recreate this effect by
propagating photons from their sources and tracking which photons are absorbed by
gas and dust. During a Rascas run, all photon packets are flagged with their end
state, either being absorbed or escaped. This allows us to easily calculate the escape
fraction for the whole halo:

fesc =
Nesc

Ntot

=

∫ λ2

λ1
Fλ,escλdλ∫ λ2

λ1
Fλ,totλdλ

. (3.3)

For any individual viewing directions, Fλ,esc is the spectrum as found by Rascas, while
Fλ,tot is found from the intrinsic spectrum of the whole halo before absorption. In this
thesis, I make a distinction between fesc and fesc,900, which are the escape fraction on
the ionizing spectrum (200-911.5 Å, explicitly avoiding the Lyman break at 911.6 Å)
and the escape fraction around rest-frame 900 Å using a 10 Å window. This is to align
results with those found from observations, which typically calculate the ionizing escape
fraction around this wavelength (e.g. Deharveng et al., 2001, Chisholm et al., 2018,



44 CHAPTER 3. RESULTS

Figure 3.7: Comparison of 2175 Å feature equivalent widths to galaxy properties: Left:
Obelisk. Middle: BARE-GR-S. Right: LMC. From top to bottom: Halo mass, mass-
weighted mean stellar age, halo gas metallicity, halo dust mass, M1500, and A1500.
BARE-GR-S shows correlation between equivalent width and A1500, while other weaker
relations are also visible for the dust models.
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Izotov et al., 2021). This is also done for relative escape fraction methods, which use
the ratio of fluxes at 900 Å and 1500 Å to find the relative escape fraction (e.g. Steidel
et al., 2001, Boutsia et al., 2011, Grazian et al., 2017). The distribution of escape
fractions is shown in Figure 3.8 for the angle-averaged escape fraction, and Figure 3.9
for the single-direction escape fraction. One thing to note is that any log fesc < −5
should be regarded as being biased. This is due to using a total number of photon
packets of Nphot = 500000, which introduces a sampling bias in low-fesc values. These
escape fractions are therefore set equal to zero. The total number of escape fractions
detected using this method per dust model is shown in Table 3.3. Notable is that the
number of detections using fesc,900 is lower than that of fesc. This may indicate that
UV continuum photons with shorter wavelengths also leak from the halo, increasing
the escape fraction and creating more detections.

Figures 3.8 & 3.9 show that overall, the nodust model has the highest escape frac-
tions. This is to be expected, as the dust absorption is zero by construction. What is
also visible is that the BARE-GR-S model has lower values both for fesc and fesc,900.
The low fesc can be explained by the BARE-GR-S absorption curve only being defined
from wavelengths longer than 500 Å. The use of the flat curve for σD is most likely over-
estimating dust absorption at shorter wavelengths, decreasing fesc. This is not certain,
since for fesc,900 this reasoning does not hold, since the calculation does not include the
wavelength range below 500 Å, but BARE-GR-S still produces lower escape fractions
than other models. This means that the BARE-GR-S model systematically predicts
lower escape fractions than other models. LMC, SMC, and Obelisk all predict similar
escape fractions. LMC and SMC both have the same dust density, so their difference is
up to their different σD. Both of these models have low absorption in the ionizing part
of the spectrum, which explains why they are not very different from nodust. Obelisk
is mostly in line with LMC and SMC when comparing escape fractions, having slightly
lower escape fractions than either of those models, but not as much as BARE-GR-S.
This could be due to the similar construction of κD as for σD of LMC and SMC. In
§3.3, it is shown that Obelisk predicts similar values as LMC for the continuum dust
properties, pointing to similarities in the dust content between these models. The sim-
ilarities in the escape fractions support that result. The nodust model predicts the
highest escape fractions by construction, since there is no dust to absorb photons in
this model. Since Obelisk and nodust, as well as LMC and SMC, are all similarly
distributed, the dust content only moderately alters the escape fraction.

Notable is the large discrepancy in distributions between single-direction escape frac-
tions and whole-halo escape fractions. The full halo escape fractions are much higher
than those for single directions. This highlights the directionality that is inherent in
the escape fraction. A single halo may have many directions with a low escape fraction,
but the small number of directions with a high escape fraction leak a lot of photons,
bringing the overall escape fraction of the full halo up. This is similar to the covering
fraction (or ’picket-fence’) approach (e.g. Reddy et al., 2016, Reddy et al., 2022, Gaza-
gnes et al., 2020), which assumes that a galaxy is partially covered in an opaque HI
cover. More evidence for this directionality can be seen from the similarities between



46 CHAPTER 3. RESULTS

Figure 3.8: Angle-averaged escape fraction distribution for each dust model. Left: Ion-
izing escape fraction. Right: Escape fraction around 900 Å. The LMC, SMC, Obelisk,
and nodust values overlap for fesc,900, while BARE-GR-S predicts lower escape fractions
than any of the other models.

Dust model Obelisk LMC SMC BARE-GR-S nodust Total
Nfesc,full 508 483 496 511 524 549
Nfesc,900,full 384 385 385 382 385 549
Nfesc,directional 5297 5022 5166 5290 5338 6648
Nfesc,900,directional 3138 3038 3004 3308 2973 6648

Table 3.3: Number of detected escape fractions (log fesc > −5) per dust model. ”Full”
denotes measurements across the whole halo, and ”directional” along a single line of
sight. The escape fraction around 900 Å features fewer detections than the entire
ionizing spectrum. Since UV absorption is wavelength-dependent, there may be photons
leaking at shorter wavelengths than 900 Å.

Figures 3.8 and 3.10, where the distribution of the maximum escape fraction along the
12 viewing directions for a single halo is shown. This distribution replicates the shape
of the full halo distribution much better than the single-direction distribution. This
suggests that the escape fraction of the full halo is dominated by a small number of
directions with high escape fractions.

One of the main issues with capturing the LyC escape fraction is that it is hard
to measure directly in the EoR due to the absorption of LyC photons by the neutral
continuum. Many studies (e.g. Izotov et al., 2018, Mauerhofer et al., 2021, Katz et al.,
2022a, Choustikov et al., 2023, Flury et al., 2022b) have tried to find a correlation
between the escape fraction and other observables of a galaxy, but no definitive method
has been found so far. This includes looking at correlations between emission lines and
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Figure 3.9: Single-direction escape fraction distribution for each dust model, using 12
directions per halo. Left: Ionizing escape fraction. Right: Escape fraction around
900 Å. This distribution is very different from the angle-averaged distribution, with a
notable peak between −4 < log fesc < −3. BARE-GR-S predicts lower escape fractions
than the other models. At the lower end, the nodust model predicts the highest escape
fractions, with Obelisk, SMC, and LMC lagging behind.

LyC absorption, or for properties of a halo. In Figure 3.11, a few galaxy properties
are selected to observe whether they are correlated with either fesc or fesc,900. As
shown, no clear correlation between any suggested property is found for all dust models.
The distributions also show no clear difference between dust models. Only a slight
positive trend with very large scatter between the escape fraction and the metallicity is
visible, but this is too broad of a scatter to be of any practical use. This evidence only
furthers the trend of the escape fraction being a hard quantity to model from indirect
measurements.

3.4.1 Dual-screen model

For radiation with wavelengths shorter than 911.6 Å, absorption can take place using
hydrogen gas, using helium gas, and using dust. Hydrogen is the dominant absorption
mechanism on these ionizing wavelengths with dust and helium being of less importance.
One model of capturing this behaviour is by splitting the escape fraction into individual
escape fractions for both absorbers:

fesc = fesc,dustfesc,gas. (3.4)

This model uses a dual screen, one of dust, and one of gas. This is a simplification
compared to more realistic models, which have different column densities of gas and
dust, intertwined with each other. A model containing two sources of attenuation has
implicitly been used by e.g. Grazian et al., 2017 and Steidel et al., 2018. To quantify
fesc,gas, the escape fraction using the nodust model is used. This model is absent of
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Figure 3.10: Distribution of the highest single-direction escape fraction of a single halo.
Left: Ionizing escape fraction. Right: Escape fraction around 900 Å. BARE-GR-S
predicts the lowest escape fractions. Notable is the more similar distribution to the
angle-averaged distribution shown in Figure 3.8.

dust, so any absorption should take place via gas. Quantifying fesc,dust is harder. To do
this, a new run of Rascas is done, which has gas removed. This run, coined nogas,
uses the Obelisk dust model. These runs are only done on the ionizing spectrum, as the
absorption by gas is not relevant for the UV continuum. From these new runs, the value
fesc,dust can be quantified using Equation 3.3 using the new spectrum. The fesc found by
multiplying fesc,gas and fesc,dust is compared to that of Obelisk in Figure 3.12. The new
model does not overestimate any escape fraction as provided by Obelisk, but often the
predicted escape fraction is lower than the escape fraction as found by Obelisk. Regions
dense in both dust and gas absorb radiation efficiently for both screens, implying a low
escape fraction for both screens. This is offset by low-density areas with high escape
fractions for both gas and dust. Since a halo is made up of several sources, the escape
fraction through one screen is calculated over all regions of the galaxy, both low density
and high density. For a single halo using Obelisk, the escape fraction of dust and gas
combined for these two regions looks like

fesc,Obelisk =
flow,dustflow,gas + fhigh,dustfhigh,gas

2
, (3.5)

while for the dual-screen model this becomes

fesc,model =
flow,gas + fhigh,gas

2

flow,dust + fhigh,dust
2

=
flow,dustflow,gas + fhigh,dustfhigh,gas + flow,dustfhigh,dust + flow,gasfhigh,gas

4
.

(3.6)

When flow,dustfhigh,dust +flow,gasfhigh,gas < flow,dustflow,gas +fhigh,dustfhigh,gas, the predicted
escape fraction fesc,model < fesc,Obelisk. Obelisk predicts that the gas and dust densities
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Figure 3.11: Comparison between escape fractions of multiple models with galaxy prop-
erties. Top to bottom: total dust mass, mass-weighted mean stellar age, dust mass
fraction, metallicity, and attenuation. There seem to be no strong correlations with
any parameter for any model.
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Figure 3.12: Left: Comparison of escape fractions from Obelisk as compared to dual-
screen model predictions. Right: The same as left, but for fesc,900. The dual-screen
model predicts some values accurately, but typically produces underpredictions.

are correlated, so this effect is not uncommon. The more uniform the escape fractions
are over a halo, the closer the dual-screen model will match the Obelisk value.

The dual-screen value does not overpredict values for Obelisk, as can be seen in
Figure 3.12. Due to the lack of overpredictions, this dual-screen model may be used to
give a lower limit for the real escape fraction as measured from Obelisk.

3.5 Infrared Emission

Dust is a primary driver of UV absorption in the Universe. This absorbed radiation
heats up the dust, and is re-emitted in the infrared. Dust emission is one of the primary
mechanisms in the infrared. Recent studies using ALMA (e.g. Dayal et al., 2022,
Fudamoto et al., 2020, Shapley et al., 2023, Witstok et al., 2023a) targeting infrared
emission at high z have provided observational constraints on dust properties in early
galaxies. In this thesis, the infrared emission of a galaxy is modelled by assuming
thermal equilibrium for dust, that is LIR = Labs, where Labs is the energy absorbed
by dust in the UV per second. This assumes that all IR luminosity is due to dust
emission. Also, since Obelisk (or any other model in this analysis) does not include
dust temperature estimates, no wavelength dependence for infrared emission is taken
into account. LIR is calculated as

LIR = Labs =

∫
Fλ,absdλ. (3.7)
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Fλ,abs is calculated from the photon packets labelled as absorbed by dust. This selec-
tion can be used to quantify the dust absorption per wavelength, to form a ”pseudo-
spectrum” of dust absorption. From this pseudo-spectrum, the total amount of dust
absorption can be calculated. This is done for the full wavelength range on which dust
absorption exists for each halo.

The infrared excess-βUV relation is a commonly used tool to estimate the dust
attenuation. The infrared excess (IRX) is defined as LIR/LUV, commonly implemented
as LIR/(1600ÅFλ(1600Å)) (e.g. Meurer et al., 1999, Fudamoto et al., 2020). This
relation shows little evolution from redshifts 0-4 (e.g. Meurer et al., 1999, Overzier
et al., 2011, Bouwens et al., 2016), but is less well studied at higher redshifts.

The general formula for the IRX-βUV relation is given by (Fudamoto et al., 2020)

IRX = BCUV

(
10

0.4
dAFUV
dβUV

(βUV−β0) − 1

)
. (3.8)

The values for BCUV, dAFUV

dβUV
, and β0 are calibrated on measured galaxies. β0 stands for

the unattenuated UV continuum slope for the entire population. The value BCUV is
a bolometric UV correction factor, and dAFUV

dβUV
is the change of FUV attenuation as a

function of the UV continuum slope.

The IRX-βUV relation for the different models of dust attenuation is shown in Figure
3.13, along with relations found by Meurer et al., 1999, Overzier et al., 2011 (both using
0 < z < 4), and Fudamoto et al., 2020 (using 5 < z < 6). The nodust model is excluded
due to not having any dust absorption, and therefore no IR emission.

To compare the IRX-βUV relation with those found in literature, I perform my own
fit of Equation 3.8 on the measurements. This assumes BCUV = 1.75, like Fudamoto
et al., 2020 and Bouwens et al., 2016. Resulting values for dAFUV

dβUV
and β0 are shown in

Table 3.4.

The steepness of the IRX-βUV relation, or UV reddening slope, is denoted by dAFUV

dβUV
.

Meurer et al., 1999 find a value of 1.99 at low redshift, while Fudamoto et al., 2020 use
a value of 1.1 for SMC-like curves, based on an approach by Reddy et al., 2018. The
values found from the fits show a closer match to the Meurer et al., 1999 value, with
the BARE-GR-S and LMC model laying above this relation. Ironically, the SMC dust
model finds values closer to that of Meurer et al., 1999 than to the SMC-like curves
of Fudamoto et al., 2020. The Obelisk value is more in agreement with that of the
SMC models used by Fudamoto et al., 2020. This may indicate a difference in galaxy
properties of early galaxies. However, values as low as those found by Fudamoto et al.,
2020 of 0.48 ± 0.13 are not reached. This could be due to a lack of data present in
Fudamoto et al., 2020, creating poorly constrained values for the IRX-βUV relation.
Another possibility is the difference in galaxy sample. The sample used in this thesis
includes many low-mass galaxies, which cannot be detected at redshift 6. This may
also introduce a bias in the shape of the IRX-βUV relation. It is also possible that the
simulations may simply systematically overpredict the amount of dust attenuation as
compared to observations. Overall, the shape of the Obelisk curve much more closely
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Figure 3.13: IRX-βUV relation for several dust models. Shown are the measurements
for each dust model, and the relations found by Meurer et al., 1999, Overzier et al.,
2011, and Fudamoto et al., 2020. A curve based on parameters fitted to Equation 3.8
is shown too, along with its 1σ region.
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Dust model Obelisk BARE-GR-S LMC SMC
dAFUV

dβUV
1.27 ± 0.08 2.55 ± 0.14 2.11 ± 0.05 1.75 ± 0.05

β0 −2.71 ± 0.04 −2.63 ± 0.06 −2.33 ± 0.03 −2.45 ± 0.03

Table 3.4: Parameter values from fitting the IRX-βUV relation to measurements in
Obelisk.

matches that of Fudamoto et al., 2020 than the models at 0 < z < 4, creating evidence
of an evolution in the IRX-βUV relation at higher redshifts.

Fudamoto et al., 2020 find no strong constraints on β0, since their data are not
complete enough. Their stacked approach leads to unconstrained fits. Meurer et al.,
1999 find a value of β0 = −2.23 for local galaxies, but this may not represent early
galaxies. Reddy et al., 2018 find a bluer value of β0 = −2.62 at z ≈ 2 from the
BPASS library, which is also used in Obelisk. This bluer value matches values found
here better. Furthermore, the β0 parameter specifies the UV continuum slope without
attenuation. This is calculated in this thesis, in the form of the nodust model. Table
3.1 finds that ⟨βUV⟩ = −2.55 ± 0.25, and all the fitted values for β0 fall within 1σ of
this. The bluer UV continuum slopes lead to a bluer cutoff of the IRX-βUV relation,
which is also recovered in the data. This could be due to differences between young
galaxies and old galaxies.

One thing to note is that, where Fudamoto et al., 2020 find that their values lie below
the Meurer et al., 1999 relation, here I find that many values lie above the Meurer et
al., 1999 relation. The calculation of LIR presented here neglects any absorption of IR
radiation. Other sources besides dust emission of infrared emission are also neglected.
So these systematics can be a reason for the overall higher IRX than expected, which
then leads to mismatches with observed properties. Another issue is the difference in
samples between this research and those observed by Fudamoto et al., 2020, with this
sample containing many more low-mass galaxies.

3.5.1 Wavelength dependence

Modelling of the infrared emission by using thermal equilibrium is commonly done by
assuming all absorption takes place in the UV continuum between the Lyman break
at 911.6 Å and 4000 Å (e.g. Buat and Xu, 1996, Mauerhofer and Dayal, 2023). In
my approach, a wider wavelength range is used that includes the rest-frame FUV and
optical (200-10000 Å). This makes it possible to challenge this assumption of dust
absorption in the continuum.

By integrating the dust absorption pseudo-spectrum on specific wavelength ranges,
it is possible to deduct the wavelength-dependent absorption of UV radiation. This
is done in 3 wavelength bins: [200-911.6 Å) for the ionizing spectrum in the FUV,
[911.6-4000 Å) for the classic approach, and [4000-10000 Å] for the optical. This gives
a fraction of radiation absorbed in each galaxy in each of these wavelength bins. This
analysis does not include the nodust model due to the lack of dust absorption, and
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Figure 3.14: Distributions of absorption fractions of the 3 wavelength bins, for each dust
model. Visible is that Obelisk and BARE-GR-S each have relatively low absorption
in the 4000-10000 Å region, with LMC and SMC predicting nearly full absorption
in this region. BARE-GR-S and Obelisk have higher absorption in the 911.6-4000 Å
region than LMC and SMC, which are similar. Obelisk produces the highest amount
of absorption in the 4000-10000 Å region.

therefore infrared emission, in this model. The distribution between these fractions is
shown in Figure 3.14. As seen, the classic hypothesis is often true, with the [911.6-4000
Å) bin featuring by far the most absorbed energy. However, significant absorption may
also take place in the further continuum, while the absorption in the ionizing region is
also not negligible for the BARE-GR-S and Obelisk dust models. Obelisk shows the
highest fraction of UV absorption in the long-wavelength bin, while overall BARE-GR-
S has the lowest absorption in the classic [911.6-4000 Å) range. The high absorption of
BARE-GR-S in the ionizing bin could be caused by this model having a flat σD curve
at wavelengths shorter than 500 Å, artificially increasing absorption in this region. For
the Obelisk and BARE-GR-S model, the median fraction of absorption in the [911.6-
4000 Å) range is 0.89 and 0.91 respectively, while the other absorption is predominantly
made up by the [4000-10000 Å] bin.

The distribution of absorption may change with galaxy properties, which is illus-
trated in Figure 3.15 for the Obelisk dust model. This shows that older, more evolved
galaxies may have a higher fraction of radiation absorbed in the long wavelength contin-
uum. Particularly the UV continuum slope seems to be strongly associated with these
fractions, with redder slopes having a bigger fraction of absorption taking place in the
4000-10000 Å bin. One possible explanation for this is that for a redder UV continuum
slope, this region has relatively more emission due to the flatter spectrum compared to
the 911.6-4000 Å region. This higher intrinsic emission will also lead to more absorption
in this wavelength region. It can therefore be beneficiary to include the optical region
when modelling the total absorption of such a galaxy. For the ionizing absorption frac-
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tion, there seems to be no clear correlation with these selected galaxy properties. The
escape fraction fails to accurately capture any correlation, since only dust absorption
is taken into account here. Including the gas absorption may give a correlation here,
but the fickle nature of the escape fraction may complicate this analysis.

The wavelength dependence of UV absorption may be broken down even further.
The pseudo-spectra of dust absorption can be directly integrated and normalized to
create a cumulative distribution function (CDF) for each spectrum of dust absorption.
These can be combined to form an overall CDF of the dust absorption per dust model.
These are shown in Figure 3.16 for each dust model. Notable is the spike in absorption
around the Lyman break at 911.6 Å, since at shorter wavelengths gas absorption is the
dominant absorption mechanism. The higher values of BARE-GR-S and Obelisk in the
ionizing sections indicate that there is more absorption in this region for both models.



56 CHAPTER 3. RESULTS

Figure 3.15: Comparison between energy absorption fraction and several galaxy prop-
erties for the Obelisk dust model (total stellar mass, mass-weighted mean stellar age,
metallicity, magnitude at 1500 Å, UV continuum slope as calculated using the power-
law model, and ionizing escape fraction). There seems to be little correlation between
the ionizing section fraction and any of the highlighted properties here, while for wave-
lengths above 4000 Å there are some trends visible with metallicity, stellar mass, stellar
age, and UV continuum slope.
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Figure 3.16: Cumulative distribution function of UV absorption by dust for several dust
models, with 1σ and 3σ boundaries. Note that the 3σ boundary may have sampling
bias effects. BARE-GR-S and Obelisk both feature high dust absorption below 911.6
Å, but all models show a steep increase in absorption at this wavelength due to gas
absorption not taking place at higher wavelengths.
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Chapter 4

Conclusion

In this thesis, I have laid out a method of generating mock spectra from the Obelisk
hydrodynamical simulation using the Rascas code, at z = 6. This is done for 554
haloes in this simulation. Spectra are generated for 5 different models of dust atten-
uation, those being the BARE-GR-S, LMC, SMC, nodust, and the fiducial Obelisk
model. The fiducial model is compared to these models on several observables that are
extracted from the mock spectra.

Key results are:

• The UV continuum slopes are measured for each dust model. These serve as trac-
ers of dust absorption, with flatter slopes featuring more absorption. Measured
UV continuum slopes match up with literature values, besides the nodust model,
which predicts steeper slopes due to the lack of dust present in this model.

• The UV continuum has a major absorption feature in the 2175 Å bump, created
by PAHs. This feature is seen in the mock spectra too for the Obelisk, BARE-
GR-S and LMC dust models. This might influence the measurement of the UV
continuum slope. Assuming a Drude profile for this feature, it is found that the
continuum slope with and without this feature are not statistically significantly
different. The equivalent width of this feature is only weakly correlated with
metallicity, but the correlation is stronger for A1500. Equivalent widths for this
feature of Obelisk most closely match the LMC model.

• The ionizing escape fraction is highly directional. By looking at spectra at differ-
ent positions around a galaxy, it is found that the escape fraction of a full galaxy
is often dominated by single directions with much higher escape fractions, while
for most other directions, the escape fractions are much lower. This corroborates
a model of photons streaming out of a galaxy through specific channels instead
of from the whole halo. There seems to be no clear correlation between the whole
halo escape fraction and any halo property included in this analysis. BARE-GR-S
predicts the lowest escape fractions, possibly due to a flat absorption curve below
500 Å. The Obelisk escape fractions match those found by LMC more.
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• A dual-screen model of calculating the escape fraction is compared to the di-
rect value found from the Obelisk dust model. This model consists of a screen
of gas and a separate screen of dust. This simplifies the geometry. Photons
travel through each individually, in 2 separate runs, and their escape fractions
are combined. The model has good correspondence with the Obelisk values, but
sometimes may underpredict the escape fractions due to the possibility of an ab-
sorption of a photon packet in both runs. This approach therefore can be used
to set a lower boundary on the escape fraction found using Obelisk. If this can
be extended to simpler geometries, it may be a good tool for quick calculations
of the escape fraction.

• UV radiation is absorbed by dust, and re-emitted in the infrared. This creates
2 measures of dust attenuation: IRX and the UV continuum slope. These are
related using the IRX-βUV relation. This relation does not change within redshift
0 < z < 4, but at higher redshifts it may differ. For this galaxy sample, it is
found that the measurements lie higher than the IRX-βUV relation as proposed in
literature. This may be due to imperfect IRX measurements. The found IRX-βUV

fitted to the observed data has a late cutoff due to the many steep UV continuum
slopes, while the steepness of the relation is not consistent per dust model. More
observations in this area are needed.

• UV photon absorption by dust is wavelength-dependent. Most of this absorption
takes place between 911.6-4000 Å. Results show that, while absorption does indeed
primarily take place in this wavelength region, absorption in the optical 4000-
10000 Å range may contribute 10% or more to the overall UV absorption. At
shorter wavelengths, this effect is much smaller due to neutral hydrogen being
a more dominant absorber at these wavelengths. Galaxies with a more evolved,
metal-rich population tend to have more absorption in the 4000-10000 Å range,
with flat UV continuum slopes being the most important indicator for this. To
study the IR properties of these galaxies, this wavelength range is worth including.

In the future, this research can be extended to include a better model of IR emis-
sion, since the current model only gives the total IR luminosity, with no wavelength
dependence. From this, more advanced studies into the dust temperature and dust
distribution can be done. The Drude profile model for studying the UV continuum
slope as shown overpredicts the number of detections, which can be improved. Another
possibility is to repeat this process for different redshifts, to track the evolution of dust
over the history of the universe. Finally, with better observational constraints, new dust
models can be created that may capture new processes such as the redshift evolution of
dust properties. Furthermore, observations with experiments such as ALMA, JWST,
SKA, and HERA will shed more light on the nature of galaxies in the EoR and the
EoR as a whole.
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