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1 Abstract

Photochemistry is a field that investigates chemical reactions that are initiated or facilitated by
light. It plays a crucial role in natural processes like photosynthesis, vision, and the synthesis of
vitamin D through sunlight exposure. When light is absorbed, electrons within a system can be
excited from their ground state to higher energy levels, resulting in the formation of excited states
with distinct chemical and physical properties compared to their initial states. These excited states
are typically unstable and undergo relaxation, returning to a lower energy state through a series of
structural changes and energy dissipation known as “relaxation pathways”. There are two ways
in which this relaxation can occur: through radiative and nonradiative processes. In the radiative
pathway, the excited state emits light and returns to the ground state. On the other hand, in the
nonradiative pathway, the excess energy is dissipated as heat or transferred to neighboring molecules
without the emission of light. Understanding these pathways is important as they determine the
outcome of the reactions. Enhancing the efficiency of relaxation pathways can improve the quantum
yield, which quantifies the conversion of absorbed photons into desired photochemical products. The
relaxation pathways can involve the breaking, formation, and rearrangement of chemical bonds, as
well as electron and energy transfers within the molecule. In this context, theoretical studies play an
important role in providing a comprehensive understanding of these processes and offering valuable
insights into optimizing their efficiency.

In this work, the merocyanine-spiropyran photoreaction was theoretically investigated using
electronic structure methods, specifically Time-Dependent Density Functional Theory and its Spin-
Flip variant. Density Functional Theory was chosen due to its computational efficiency for large
systems with numerous atoms compared to wavefunction-based methods. The Spin-Flip approach
was used to provide a more accurate description of correlation effects, which are crucial for studying
events such as bond breaking, and electronic states crossing regions.

The merocyanine-spiropyran photoreaction is a ring-closing/opening reaction that occurs when
a molecule is exposed to visible light. The aim of this project is to explore the relaxation path-
ways of this reaction through statical calculations. The methodology involved geometry optimiza-
tion of the ground and excited states, calculation of vertical excitation energies, determination of
minimum-energy crossing points, and exploration of potential energy surfaces. These analyses were
performed to investigate the reaction mechanisms, reveal the energy landscape, and provide insights
into potential nonradiative decay pathways. Additionally, the impact of factors such as solvents and
electron-donating/withdrawing effects on the reaction was investigated.

The optimization of ground-state geometries revealed that the closed-ring structure exhibits
greater stability in the gas phase, while the open-ring structure becomes more stable in the pres-
ence of a solvent. The calculations of vertical excitation energies provided insights into the influ-
ence of the solvent on the absorption spectra, with a significant impact on the closed-ring structure
due to its higher aromaticity compared to the open-ring. Additionally, the investigation of the ad-
dition of the electron-withdrawing groups demonstrated noticeable shifts in the absorption spectra,
whereas electron-donating groups had minimal effects. In the gas phase, two minimum-energy
crossing points between the ground and excited singlet states were identified. In the presence of a
solvent, three minimum-energy crossing points were found, suggesting an additional nonradiative
decay pathway.
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2 Introduction

2.1 Photoacids

Photoacids are molecules that exhibit increased acidity upon absorbing light and thus enable
light-stimulated proton transfer processes [1, 2]. Proton transfer is a fundamental process in nature
that plays a crucial role in various chemical and biological processes, such as acid-catalyzed reac-
tions [3-5], pH-sensitive materials [6—8], and the activities of many enzymes [9, 10]. There are two
types of photoacids, i.e., irreversible and reversible.

Irreversible photoacids, also known as photoacid generators (PAGs), were first discovered in the
1970s by Schlessinger [11], who found that Lewis acids (e.g., BF3) generated by the photolysis
of aryldiazonium salts can be used as photoinitiators for cationic polymerization. PAGs dissociate
upon irradiation and irreversibly form strong acids while undergoing a photo-destructive process.
Although some PAGs can have reversible pathways in their mechanisms [12], the majority of them
tend to undergo irreversible reactions. They have been widely investigated for their use in applica-
tions such as photopolithography [13], 3D printing [14] and the construction of microfluidic systems
[15, 16].

Reversible photoacids are more desirable in applications that require precise process modulation,
because their reactions can not only be initiated by light but also stopped or reversed by turning off
the light, allowing complete control over the process. They can be classified into two common types,
i.e. excited-state photoacids and metastable-state photoacids (mPAHs). Excited-state photoacids,
which have been actively studied since the 1970s [17, 18], are molecules that exhibit high acidity at
the photoexcited state [2, 19, 20]. Upon relaxation back to the ground state, the molecule returns to
a low-acidity state, making the process reversible. On the other hand, mPAHs, which were first time
synthesized by Liao and co-workers in 2011 [21], are known for their ability to undergo a reversible
photoreaction to form metastable photo products with high acidity. In simpler words, metastable
refers to a state that has a moderate level of stability compared to unstable conditions, but it is not as
stable as the equilibrium or ground state of the system (Figure 1).

Unstable

Energy

Metastable

‘
Stable

Reaction coordinate

Figure 1: A schematic illustration of the three equilibrium states in a chemical system: stable,
metastable, and unstable.
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Although both excited-state photoacids and mPAHs can relax back to the ground state, the life-
times of the acidic state differ between the two types [22]. In excited-state photoacids, the acidic
state has a lifetime similar to that of the excited state, which is typically on the order of nanosec-
onds or less. In contrast, the mPAH metastable state has a longer lifetime than other excited states,
ranging from seconds to hours. These longer lifetimes of the acidic state in mPAHs allow higher
proton concentrations to be achieved compared to excited-state photoacids. Consequently, mPAHs
have been employed in a broad range of applications. For example, Liao et al. [21] demonstrated
that mPAHs can enable esterification between ethanol and acetic acid under visible light, and the re-
action stops when the irradiation stops as the molecule returns to its low-acidity state in the dark. Xu
and Boyer also utilized mPAHs to initiate ring-opening polymerization of lactones under irradiation,
yielding polyesters with low polydispersities, which enables the synthesis of block copolymers [23].
Van Esch et al. showed that mPAHs can catalyze a reaction between an aldehyde and a hydrazide,
resulting in the formation of a hydrazone gelator [24]. This reaction allowed the spatially controlled
self-assembly of a supramolecular hydrogel using visible light. Klajn’s group reported that mPAHs
can regulate the self-assembly of gold nanoparticles through light [25], while Li’s group demon-
strated a photoswitchable microbial fuel cell based on the pronation of 4-vinylpyridine by mPAH
[26].

2.1.1 Structures and Mechanism of Metastable-State Photoacids

mPAHs are typically designed by linking an electron-accepting moiety and a weakly acidic nu-
cleophilic moiety with a double bond. This conjugated push-pull structure allows them to absorb
and be activated by visible light. Upon exposure to light, the double bond undergoes trans-cis iso-
merization of the double bond, leading to the occurrence of a nucleophilic reaction between the two
moieties. This tandem reaction produces a highly acidic metastable state, which releases a proton. In
the dark, the metastable state relaxes to its original state and takes back the proton. For more detailed
information about the synthesis process, see Ref. [27]. The reverse reaction is also a multi-step pro-
cess and the half-life in the acid state is often concentration dependent. When the concentration is
between 10 and 1073 M, the half-lives of different metastable-state photoacids range from seconds
to hours [27].

N v N N
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Figure 2: Reversible merocyanine (MC) - spiropyran (SP) ring-closing photoreaction proceeding
through trans-to-cis isomerization. The schematics of MC also show the torsional angles o,  and y
that determine the naming convention.

In this study, the focus is on investigating the reversible ring-closing reaction between merocya-
nine (MC) and spiropyran (SP), as depicted in Figure 2. It is well known that these two species
are chemically and spectroscopically distinct [28, 29]. The electron-accepting moiety of MC is a
zwitterionic indolinium and the nucleophilic moiety is a phenol [27]. It can be seen that the central
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carbon in the SP has sp’ hybridization, preventing the coupling of the m-electron systems of the
indoline and benzopyran moieties. During the transformation from the SP to the MC, sp® — sp? re-
hybridization takes place. This results in the planar structure of the MC molecule and the formation
of a conjugated m-electron system.

The molecular structure of MC contains a methine bridge consisting of three conjugated C-C
bonds, and has several potential conformations, which can be distinguished by different cis-(C) and
trans-(T) positions of the substituents relative to the a, B, and y angles, which are defined in Figure
2. The conformers are labeled TTT, CTT, TTC, or CTC (Figure 3).

HO

H H H H

" aYias Lo 8 ® " Y,
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"03S "03S "03S “03S

(a) TTC (b) CTT (c) CTC (d) TTT

Figure 3: Possible conformations of the MC molecule, representing different cis-(C)/trans-(T) con-
formers, referring to the configurations of the central methine bridge.

To investigate the impact of electron-withdrawing, electron-donating, and combined effects, ad-
ditional modifications were made to the existing structures. Incorporating an electron-donating
group (EDG) into the molecule can raise the acidity of the photoacid by increasing the electron
density at the acidic site while adding an electron-withdrawing group (EWG) can decrease the acid-
ity due to a reduction in electron density. If both an EDG and an EWG are added to the molecule
simultaneously, their effects can cancel each other out or produce a net increase or decrease in acid-
ity, depending on their relative positions and strengths. To study the electron-donating effect, the
-OMe group was added (Figure 4 (a)), and for the electron-withdrawing effect, the -NO, (Figure 4
(b)) group was attached to the structures. The open-ring TTC conformer with additional groups is
shown in Figure 4. The same procedure was carried out for the closed-ring SP structure.

NO,

H NO,
" $ ) d
YR A Yo
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(a) TTC+EDG (b) TTC+EWG (c) TTC+EDG+EWG

Figure 4: The open-ring TTC conformer with linked electron-donating group (EDG) (a), electron-
withdrawing group (EWG) (b), and both simultaneously (c).

2.2 Computational Photochemistry

Computational photochemistry is an important tool for studying light-induced reactions. Every
photochemical reaction begins with the absorption of a photon by the system, which promotes it from
the ground to an excited state, inducing an electron transition. The final excited state is determined
by the frequency of the absorbed photon, which induces a transition dipole moment u, given by
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uij = (il YY), (1)

where j11s the dipole moment operator and '¥'; and *¥'; are the initial and final state wave functions,
respectively.

The dipole moment of the transition is closely related to the oscillator strength

2
fij = 30Eijp, 2)
which usually gives an estimate of the probability of an electronic transition occurring.

As can be seen from Equation 2, the transition probability is directly related to the energy differ-
ence, AE;;, and the square of the transition dipole moment between the involved electronic states,
,u%j. This mentioned electronic transition is often depicted as vertical transition process due to the
significant difference between the motion of the electron and the nucleus. Thus, given that the
movement of electrons is much faster than the movement of nuclei, it is expected that the absorption
energy from a photon generates primarily a change in the electronic configuration, thereby preserv-
ing the original nuclear structure during the transition. This is known as the Franck-Condon (FC)
principle [30, 31], which is schematically depicted in Figure 5.

Excited state

Energy

Vertical transition

Ground state

Nuclear displacement

Figure 5: A schematic illustration of the Franck-Condon principle, representing a vertical transition
where the nuclear structure remains unchanged during the electronic transition.

When a molecule is excited, there are multiple ways through which the energy can be dissipated.
These ways are illustrated in the Jablonski diagram (Figure 6). After the promotion of an electron
from the ground state to the excited state, the molecule can release the excess energy through a vibra-
tional relaxation, which involves transitioning to a lower vibrational level within the same electronic
state. Following that, the molecule can undergo fluorescence, a radiative process. During fluores-
cence, the emitted photon has a wavelength longer than the absorbed photon, which is attributed to
the lower energy of the emitted photon. This energy difference is called a Stokes shift [32]. Alterna-
tively, the molecule can undergo intersystem crossing, a non-radiative process involving a transition
between different spin states, typically from the excited singlet state S to an excited triplet state



8 Chapter 2 INTRODUCTION

T;. Another dissipation route is an internal conversion, during which, in contrast to the intersystem
crossing, the molecular spin state remains the same. From the triplet state, the molecule can return
to the ground state Sq through a process called phosphorescence.

Internal

2 conversion
Vibrational
[ lrelaxation
Sl
Intersystem
\.’\ggssmg
Vibrational
. 7\re|axation
I T
Excitation Fluorescence ( 1
(absorption)
SU
3

Figure 6: Jablonski diagram, displaying energy levels (denoted Sy, Si, S», and T) and the possible
transitions between them.

2.2.1 Natural Transition Orbitals

The process of electronic transitions involves the promotion of an electron from a filled molecular
orbital (MO) representing the ground state to an empty MO representing the excited state. However,
in complex systems with multiple MOs, there can be several pairs of filled and empty MOs con-
tributing to the transitions, and these MOs may have similar weights. As a result, straightforward
interpretations of the calculated transitions in terms of MOs become challenging. To simplify the
interpretation, Natural Transition Orbitals (NTOs) analysis can be conducted, which provides a more
intuitive description of the orbitals. In NTO calculations, separate transformations are performed on
the filled and empty sets of orbitals, maximizing the correspondence between the excited “particle”
and the vacant “hole” without altering the transition density, a physically relevant quantity [33].

The rectangular single-particle transition density matrix, denoted as 7, is usually obtained through
an excited-state calculation. It has dimensions of O x V, where O and V represent the number of
filled and empty MOs, respectively. This matrix couples the ground state with the excited state. The
NTOs are defined by the transformations O and V, obtained by singular value decomposition (SVD)
of the matrix T [33],

UTV' = A, (3)

where U and V are unitary matrices, and A is a diagonal matrix with at most O non-zero elements.
Matrix U transforms the canonical filled MOs into a set of NTOs representing the “hole” orbital left
by the excited electron, while V transforms the canonical MOs into a set of NTOs representing the
excited electron. The “hole” NTOs are eigenvectors of the O X O matrix TT", and the “particle”
NTOs are eigenvectors of the V x V matrix T7T. These “hole” and “particle” NTOs come in pairs,
and their relative importance in describing the excitation is determined by the diagonal elements
of A, which represent the excitation amplitudes in the NTO basis. Through the SVD in Equation



Chapter 2 INTRODUCTION 9

3, any excited state can be represented using at most O excitation amplitudes and corresponding
hole/particle NTO pairs. It is worth noting that this discussion applies when V > O, which is typi-
cally the case. Although it is possible for V < O, this situation is not implemented in the Q-Chem
software used for this project [34].

The SVD generalizes the concept of matrix diagonalization to rectangular matrices, minimizing
the number of non-zero outer products required for an exact representation of 7. Therefore, the
NTOs provide accurate particle/hole picture of an excited state. The detachment density is obtained
by summing the squares of the “hole” NTOs, while the attachment density is precisely the sum of the
squares of the “particle” NTOs. Unlike the attachment/detachment densities, NTOs preserve phase
information, which can be valuable in characterizing the diabatic nature (e.g., Tn* or nt*) of excited
states in complex systems [34].

2.2.2 Potential Energy Surface

A potential energy surface (PES) is a fundamental concept in computational chemistry. It de-
scribes the electronic energy of a molecule as a function of its nuclear coordinates. For a molecule
containing N atoms, the PES can be represented by a function involving 3N-6 coordinates for non-
linear molecules or 3N-5 coordinates for linear molecules. Figure 7 illustrates an example of a PES
for a diatomic molecule. In this case, the PES is one-dimensional (3N-5=1) and depends solely
on the distance between the two nuclei. When the nuclei are close to each other, the dominant
force is repulsion, resulting in high energy. At an intermediate distance, the electrons and nuclei
arrange themselves in a way that achieves stability by balancing attractive and repulsive effects.
This balanced state is known as the equilibrium state of the system and it represents the most stable
configuration of the molecule. As the interatomic distance increases beyond the equilibrium point,
attractive forces become dominant, leading to a gradual increase in energy. This continues until a
point where the energy curve flattens out at large inter-atomic distances, known as the dissociation
limit. At this point, the molecule is no longer bound and exists as two separate atoms.

By exploring the PESs of relevant electronic states, it is possible to gain a deeper understanding
of the reaction pathway that describes the transformation from ground-state reactants to photoprod-
ucts.

PESs are obtained within the Born-Oppenheimer (BO) approximation [35]. This approximation
treats electronic and nuclear motions separately based on the fact that nuclei are much heavier than
electrons and therefore move slower. Under this approximation, the electrons are considered to move
in the field of fixed nuclei. Therefore, the electronic Schrodinger equation,

HellPel = Eel\Pela (4)

is solved for each specific arrangement of the nuclei, leading to the electronic wave function

Yo =Ya({ri};{Ra}), &)

that depends explicitly on the electronic coordinates r;, and parametrically on the nuclear coor-
dinates R4. The electronic Hamiltonian in atomic units' is given by
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where Viz is the Laplacian operator that involves the differentiation with respect to the coordinates
of i-th electron; Zy4 is the atomic number of the nucleus A; ri4 = |r; — R4 is the distance between the
i-th electron and A-th nucleus; r;; = |r; — r}| is the distance between the i-th and j-th electron. The
total energy for fixed nuclei must also include a term for constant nuclear repulsion, so it is given by

ZsZ
Eror = ez+2 Z A2 (7)

—1B>A "AB
where R4p = |rs — rp| is the distance between the A-th and B-th nuclei.
éo

Nuclear-nuclear
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Figure 7: Potential energy surface of a diatomic molecule.

The analysis of a single PES alone is already challenging, as it requires identifying multiple min-
ima and transition states to comprehend the underlying chemical reaction. The situation becomes
more complicated when more than one PES is involved in the analysis of the reaction. In photo-
chemical reactions, the involvement of different excited states requires a careful description of these
states, similar to the treatment of the ground state. Transitions from electronically excited states
to the ground state play a key role in understanding the reaction mechanism. The regions where
electronic surfaces touch or cross each other, which are called conical intersections, are particularly
important, as they represent energetically degenerate points on the PES. In photochemical reactions,
these points are the most probable regions from which the system can undergo internal conversion
or intersystem crossing to decay into another electronic state.

"Hartree atomic units (a.u.) are a system of natural units commonly used in theoretical chemistry. They simplify cal-
culations by expressing quantities in dimensionless form and remain unaffected by variations in fundamental constants
over time, ensuring consistent results.
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2.2.3 Conical Intersections

Many photochemical reactions are believed to proceed through so-called conical intersections
(CIs). In the field of quantum chemistry, CIs refer to the set of molecular geometry points where the
potential energy surfaces of two or more states become degenerate [36], providing efficient relax-
ation pathways (see Figure 8). In these regions, the BO approximation breaks down and the coupling
between electronic and nuclear motion becomes important, allowing non-adiabatic processes to take
place [37]. This is because the electronic wave function can no longer be uniquely assigned to a
single potential energy surface, leading to mixing or coupling of electronic states. As a result, the
assumption of independent electronic and nuclear motions becomes invalid.

For a two-state crossing, the intersection comprises a ’seam’ space with N-2 dimensions, where
N is the number of internal (vibrational) degrees of freedom [34]. Radiationless transitions between
the two electronic states are likely to occur in the vicinity of the conical seam. The first step in
exploring non-adiabatic processes often involves investigating the geometries and energies of the
lowest-energy point within the seam space, known as the minimum-energy crossing point (MECP).

The two-dimensional branching space between electronic states I and J is represented by a pair
of vectors (Figure 9) that are usually denoted g and h [38], defined as

g" = Vr(E/(R) —E;(R)) ()
and

R = (W VR|¥)). )

Energy

Reactant Product

Reaction coordinate

Figure 8: A schematic illustration of a conical intersection, depicting the crossing of two poten-
tial energy surfaces. Upon excitation (red line) and passage through the conical intersection, the
molecule can proceed to the product state (blue line) or return to the original state (green line).
Adapted from [39].
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Although g% can be obtained analytically for any electronic structure method that has analytic
excited-state gradients, the implementations of the non-adiabatic coupling vector A"/ are not com-
monly available. As a result, various algorithms have been developed to optimize MECPs without
requiring the calculation of 4//. One such algorithm, proposed by Levine et al. [40], is a penalty-
constrained approach that minimizes an objective function to locate the MECP. The function is
formulated as

(Ei(R) — Es(R))?

Fo(R) (E(R)—Es(R)) +

S(E/(R)+Ey(R)) +o0 (10)

where o is a fixed parameter to avoid singularities and ¢ is a Lagrange multiplier for a penalty func-
tion that aims to minimize the energy gap. The function Fg is optimized iteratively for increasingly
large values of the parameter G.

2 dimensional
o branching space

h

N-2 dimensional
/intersection space

Figure 9: A schematic representation of a CI between the two PESs, where the potential energy has
the form of a double cone in the degeneracy region. The vectors g and h correspond to the gradient
difference vector and non-adiabatic coupling vector, respectively. Adapted from [41].
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3 Theoretical Methods

3.1 Density Functional Theory

Density Functional Theory (DFT) is one of the most dominant computational methods for molec-
ular electronic structure calculations. The basic idea behind this technique is that the electron system
can be described in terms of the electron density p instead of dealing with individual electron wave-
functions. For a given system

/p(r) —N.. (11)

which means that integration over the total density p at a particular point r gives the number of
electrons N,.

DFT is based on two theorems [42]. The first is the Hohenberg-Kohn existence theorem, which
states that the energy of the system in an external potential V(r) can be uniquely represented as the
functional? Fuk|p] of the electron density p, and this energy is defined as

E[p) = T[p) + Evelp] + Eeelp) = [ p(r)V (r)dr+ Fuk o), (12)
where

Fuk([p] = T[p] + Eee[p]- (13)

T[p] is the kinetic energy, E,.[p] is the potential energy between nuclei and electrons, E.[p] is
the the potential energy between electrons. Although the Hohenberg-Kohn theorems guarantee the
existence and uniqueness of a functional, they do not provide guidance on how to find it.

The second theorem is the Hohenberg-Kohn variational theorem, which states that for a trial
density function p’(r), the energy functional E[p’] can not be less than the true ground-state energy
of the molecule.

The direct approach, i.e., when the necessary equations contain only the electron density, also
called “orbital-free” DFT, is not very accurate in practice, because there is no known form for the
interacting kinetic energy in terms of electron density. Kohn and Sham proposed an alternative
approach in order to overcome this problem, in which the kinetic energy is computed exactly for
a noninteracting reference system [43]. Within the Kohn-Sham (KS) formalism, the ground state
electronic energy can be written as

Exs[p] = Ts[p] + Ene[p] +J[p] + Exc[p], (14)

where T[p] is the kinetic energy functional of a non-interacting electronic system expressed in terms
of the Kohn—Sham orbitals ¢;, J[p] is the Coulomb self-interaction of the electron density, and Exc|p]

2A functional is a type of function that operates on or takes another function as its input. In other words, it is a
function whose arguments are functions themselves.
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is the exchange-correlation energy. Kohn-Sham orbitals ¢; are usually found by solving SCF equa-
tions

1o ) P(r) _
(—EV +V(r +/d - ’+ch() i)q)(r)—O, (15)
N
p(r) =Y 10:(r), (16)
i=1
and
_ BE[p(r)]
ch_—Sp(r) ; (17)

where €; are the Kohn—Sham energies of a fictitious system.

The various energy components in Equation 14 can be written as

Ty[p] = Z<¢,| - —V2\¢l> (18)

ZAp
=3 R a9

_Lrreel) .,
ol=5/ [ o (20)

Exclp] = (Ts[p] = T[p]) + (Eee[p] — J[P])- (21)

and

All these components can be computed exactly except for the exchange-correlation part, Exc|[p]
(Equation 21). Since this exchange-correlation energy functional is unknown, various approximate
functionals are used, such as local density approximation (LDA) [43], general gradient approxima-
tion (GGA) [44], hybrid functionals, etc.

3.2 Time-Dependent Density Functional Theory and Spin-Flip Approach

Time-dependent density functional theory (TDDFT) extends the basic ideas of ground-state DFT
to the treatment of electronically excited states. It describes excited states as a linear ground state
density response and is currently one of the best-known and widely used approaches for calculat-
ing excited state properties of molecular systems such as excited state geometry, vertical excitation
energies, oscillator strengths, etc [45].
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The formal foundation of TDDFT is the Runge—Gross theorem [46] — the time-dependent analog
of the Hohenberg—Kohn theorem [42]. The theorem states that for a many-body system evolving
from a given initial wave function, there exists a one-to-one mapping between the potential in which
the system evolves and the density of the system, meaning that all observables can be calculated
with the knowledge of the one-body density.

Using Runge-Gross theorem time-dependent Kohn-Sham (TDKS) equations can be defined. It is
assumed that a time-dependent non-interacting reference system with external one-particle potential
Vs(rt) exists, the electron density pg(r¢) of which is equal to the exact electron density p(7¢) of the
interacting system. The non-interacting system is then represented by a single Slater determinant
®(r,1) consisting of the one-electron orbitals ¢;(r,¢) and its density is given by

N

p(rt) =ps(rnt) =Y [0:i(r1)]. (22)

i=1

The single-electron orbitals are then given as the solution of the time-dependent Schrédinger
equation

i%q’i(r,t) - <_%V?+Vs(ﬂt>) 0i(r1). @y

Linear-response (LR) theory can be employed to obtain information on the excited states of a
system [45]. This is applicable when the perturbation induced by the TD field is small enough not
to alter the ground state of the system significantly. Within LR-TDDFT, the eigenvalue problem for

excited states is given by
A B X 1 0 X
B* A* Y 0 -1 Y

where the matrices A and B involve derivatives of the ground-state Fock matrix F* with respect to the
ground-state density matrix P, and

oF;
Ao, jpe’ = (€ac — €ic)8i8apdoo’ + 5, (25)
oP jbo'
dFius
Biuo. by = —22. (26)
iac, jbo ) ijc’

The term 0Fj,s/ anbG/ in A and the entire matrix B has the form of a coupling matrix that modifies
the zeroth-order excitation energies, €,5 — €ig-

The solution of Equation 24, for the /-th excited state, consists of an excitation energy ®; which is
the difference between the energy of the excited state E7 and the ground state Ey, along with vectors
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x! and y! that contain excitation amplitudes and de-excitation amplitudes, respectively. It is worth
noting that de-excitation amplitudes are usually ~ 100 times smaller than excitation amplitudes
and may be neglected, resulting in the Tamm-Dancoff approximation (TDA). By applying TDA to
Equation 24, one can obtain

AX = oX. 27)

Equation 27 involves matrix elements that include a contribution from the exchange-correlation
kernel f,., which is given by the functional derivative of the xc energy.

In conventional TDDFT implementations, only the spin-conserving blocks of the response matrix
X, i.e., oo and B3, are allowed to be non-zero, meaning that the number of o and [ electrons remains
unchanged upon excitation. In contrast, the Spin-Flip (SF) approach focuses on the af3 blocks,
resulting in a net change of o and [ electrons upon excitation [47].

Despite the fact that TDDFT has proven to be a highly efficient method for studying excited
states, it may not accurately describe Rydberg states, diffuse valence states, or bond-breaking pro-
cess [48]. A combination of the SF approach with TDDFT (SF-TDDFT), which was developed by
Y. Shao, M. Head-Gordon, and A. Krylov [47], can be a powerful tool to overcome this problem
and provide a better description of correlation effects. SE-TDDFT offers several advantages over
regular TDDFT, especially in describing conical intersection regions involving the ground state, due
to the inclusion of additional double excitation characters in the excited states (see Figure 10). The
underlying concept of SF-TDDFT involves using a reference state with a different multiplicity than
the target states of interest. For instance, a triplet reference state can be employed to simulate singlet
photochemistry or a quartet reference for the doublet Hj radical [49]. In other words, one can use
a high-spin (M;=S) reference state whose total spin S is one unit larger than the state of interest,
whose spin quantum number is § — 1. The change in multiplicity is achieved by introducing single
excitations along with a single o — 3 spin flip, allowing the target multiplicity states to appear in
the excitation manifold and be described in a variational manner relative to each other. For example,
in a two-electron two-orbital model starting from an open-shell triplet reference (Figure 10), the
SF approach leads to two closed-shell configurations (double excitation and ground state) and two
open-shell configurations that can be coupled with singlet and triplet configurations [50].

Figure 10: Spin-flip excitations from an open-shell triplet reference. This is a two-electron two-
orbital model, producing two closed-shell configurations, corresponding to the ground state (blue
box) and double excitation (red box), as well as two open-shell configurations (orange boxes).
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4 Results

4.1 Ground-State Geometry Optimization

In order to determine the most energetically favorable configuration of the molecule, the ground-
state geometries were optimized using the ®B97X-D/cc-pVDZ (correlation-consistent polarized va-
lence double-zeta) level of theory (see Figure 11). The choice of the ®B97X-D functional was
motivated by its ability to accurately capture both short-range and long-range interactions [51]. All
calculations were performed using the Q-Chem software [52]. To validate the optimized geometries,
subsequent frequency calculations were conducted at the same level of theory. These calculations
confirmed that the obtained geometries correspond to minima on the potential energy surface, as no
imaginary frequencies were found.

(d CTT (e) SP

Figure 11: Optimized ground-state geometries in the gas phase calculated at the DFT @B97X-D/cc-
pVDZ level of theory. (a)-(d) open-ring conformers, (€) closed-ring structure.

Table 1 provides important geometric parameters that vary among the analyzed molecules, shed-
ding light on their structural differences. The configurations of the open-ring merocyanine con-
formers (MCs) are characterized by the combination of cis-(C) and trans-(T) arrangements labeled
by the torsion angles (o, B, and y). These angles, as well as C1-O1 distance, which defines the
ring-closing/opening reaction, are illustrated in Figure 12.

Figure 12: Label convention for atoms based on the changing geometric parameters of the molecules
under study. Specifically, the C1-O1 distance and the torsion angles a, § and 7, corresponding to
N1-C1-C2-C3, C1-C2-C3-C4 and C2-C3-C4-C5 atoms, respectively
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Within the group of MCs, it is observed that the TTT isomer exhibits the longest C1-O1 distance
of 4.93 A, whereas the CTT conformer has the shortest distance of 4.13 A between these atoms. In
the closed-ring SP, the C1 and O1 atoms are connected by a single bond with a length of 1.45 A,
which is consistent with the typical carbon-oxygen bond length in organic compounds.

Table 1: C1-O1 distances (in A), and the torsion angles o, B and 7y (in degrees) for the obtained
geometries of the ground state in the gas phase.

Structure C1-O1 o B Y
TTC 4.45 17395 1784  -1.52
TTT 4.93 -178.5 -176.6 -163.29
CTC 4.13 2496 1789 6.69
CTT 476  26.83 -178.1 -174.04
SP 1.45 -103.74 -2.1 -7.01

The dihedral angle o in the TTC and TTT conformers is trans, meaning it has a value close to
180°. On the other hand, in the CTT and CTC conformers, it is cis, with values around 25°. The
dihedral angle [ represents the torsional rotation around the C2-C3 bond. In all MCs, this angle is
trans, indicating a value closer to 180°. In contrast, the SP molecule exhibits a cis conformation for
this angle, with a value close to 0°. The dihedral angle 7y represents the torsional rotation around
the C3-C4 bond. In the TTT and CTT conformers, this angle is trans, and in the CTC and TTC
conformers - cis, with values tending towards 0°.
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Figure 13: Energies (in eV) relative to ground state energy of a closed-ring (SP) structure in the gas
phase calculated at the DFT wB97X-D/cc-pVDZ.

Figure 13 illustrates the energetic differences among the analyzed molecules. It can be seen
that the closed-ring SP structure is more stable than the open-ring MC structures. Among the MC
conformers, the TTC form is the most stable, whereas the other conformers are less stable by a value
ranging from 0.07 to 0.32 eV.
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It is well-known that MC conformers that have a cis 3 torsion angle are very unstable [53, 54],
which is also shown in Figure 14. For this reason, the geometrical properties of the mentioned
conformers are presented in Table 2, but not discussed in details.
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Figure 14: Energies (in eV) relative to the ground-state energy of the closed-ring (SP) structure in
the gas phase calculated at the DFT ®B97X-D/cc-PVDZ. The diagram includes the results obtained
for the unstable cis MC structures.

Table 2: C1-O1 distances (in A), and the torsion angles o, B and y (in degrees) for the obtained
geometries of the unstable cis MC conformers in the gas phase.

Structure C1-O1 o B Y

TCT 5.2 774 89 -172.8
TCC 272 1285 -3.77 -36.1
CCT 469 -109 69 -1342
CCC 3.39 57 57 63.6

4.1.1 Solvent Effects on Stability

The presence of a solvent can lead to a change in bond lengths or a different torsional behavior
compared to gas phase. To investigate this effect, all structures were optimized in methanol and
water, which are both polar. The same level of theory as for gas-phase calculations was used. To treat
the solvent, the Polarizable Continuum Model (PCM) was applied [55, 56]. It is an implicit solvent
model, which represents the solvent as a continuous medium with a variable dielectric constant that
reflects the local polarity of the solvent, rather than explicitly simulating individual molecules (see
Figure 15). The parameters defining the solvents used in the study are listed in Table 3. The optical
dielectric constant, denoted as €, typically corresponds to the square of the refractive index (n?). In
the Q-Chem software, the default value for the optical dielectric constant is 1.78, which corresponds
to the optical dielectric constant of water at a temperature of 25°C.
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Table 3: Dielectric constant € and optical dielectric constant €,,, determining solvents in the PCM
model.

Solvent € Eopt
Water 78.39 1.78
Methanol 32.613 1.766

Figure 15: Schematic representation of a molecule in a PCM solvent, which is a homogeneous
polarizable medium with no explicit solvent molecules, described by its dielectric constant.

The calculated geometric parameters are presented in Table 4. It can be seen that the structural
difference of the molecules under study is negligible when comparing the two solvents. However,
there is a difference in these parameters when compared to gas-phase results, which were shown in
Table 1. For instance, the C1-O1 distance of the TTC structure, which is the most stable among
all MC conformers, was reduced from 4.45 A in the gas phase to 4.36 A in a solvent. Among
the MCs, the shortest C1-O1 distance still corresponds to the CTC conformer, as observed in the
gas phase. However, in the CTT conformer, this distance increases by 0.22 A in the presence of
a solvent, resulting in the longest distance among the MC conformers. On the other hand, the
structural parameters of the closed-ring SP molecule show negligible changes when exposed to a
solvent environment. This is because the SP structure is closed, restricting significant movement or
conformational changes.

Table 4: C1-O1 distances (in A), and the torsion angles @, B and ¥ (in degrees) for the obtained
geometries of the ground state in solvent.

Structure C1-01 o B Y

Water Methanol Water Methanol Water Methanol Water Methanol
TTC 4.36 4.36 173.27 173.26  179.2 179 -6.05 -5.94
TTT 4.96 4.96 -179.11  -179.11  -179 -179 -178.57  -178.75
CTC 4.16 4.15 24.4 24.13 178.3 178.2 2.59 2.96
CTT 4.98 4.97 30.19 30.06 178.8 178.9 -154.81 -155.08

Sp 1.45 1.45 -104.47  -104.28 -1.2 -1.2 -7.39 -7.45
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Figure 16: Energies (in eV) relative to ground state energy of a TTC open-ring conformer in water.
Calculations were performed in water (blue color) and methanol (red color) at the DFT ®wB97X-
D/cc-pVDZ.

Energetic differences between the studied structures are illustrated in Figure 16. Overall, all the
structures are slightly more stable in water compared to methanol. This observation aligns with the
difference in dielectric constants (€) between the two solvents, where the value is more than two
times higher than that of methanol (see Table 3). This discrepancy in dielectric constants reflects
the higher polarity of water and its enhanced capability to stabilize charges. Additionally, it can be
seen that in the presence of a solvent, SP becomes less stable than MCs, which was the opposite
in the gas phase (Figure 13). To explain this change, Table 5 shows the impact of solvent on the
stability of the closed and the most stable open (TTC) structures, and it indicates that methanol and
water have a stabilizing effect on both. However, the TTC is notably more affected compared to
the SP. The possible explanation is that the SP has a more compact and less polar structure due
to the intramolecular interactions that form the spirocycle. This compactness and reduced polarity
may result in weaker solute-solvent interactions and, consequently, a lower stabilization. On the
other hand, the TTC structure is more polar and possesses a larger surface area. This increased
polarity and the extended surface provide more opportunities for solvent molecules to interact with
the structure, resulting in higher stabilization compared to the SP.

Table 5: Effect of solvent on the stability of the open-ring TTC and closed-ring SP structures.

Energy, eV
Structure
Gas Methanol Water
TTC 0 -1.59 -1.63
SP 0 -0.85 -0.87

As the TTC is the most stable open-ring conformer both in the gas phase and in a solvent, further
calculations were not performed for other conformers.
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4.2 Vertical Excitation Energies

To analyze the process of absorption, a calculation of vertical excitation energies was per-
formed, which refers to the energy difference between electronic states. It was done using SF-
TDDFT/B5050LYP with the cc-pVDZ basis set at the equilibrium geometries of the ground state.
In the previous calculations, a spin-flip time-dependent approach was not employed as the focus
was solely on ground state properties. However, when studying excited states, a time-dependent
approach becomes essential as it specifically targets electronic transitions and accurately captures
their behavior. The choice of BSO505LYP as the functional was based on its composition as a GGA
functional (50% Hartree-Fock exchange + 5% Slater exchange + 42% Becke exchange + 100% LYP
correlation [47]).

Table 6: Vertical excitation energies (in eV and nm) and oscillator strenghths (f) for the singlet
excited states of the open-ring (TTC) structure computed using SF-TDDFT B5050LYP/cc-pVDZ in
the gas phase, methanol and water.

Gas Methanol Water
E, eV (nm) f E, eV (nm) f E, eV (nm) f
S1 2.84(437) 038 | 3.17(391) 1.08| 3.14(395) 1.04
S2 324 (383) 099 | 3.46358) 0.13 | 3.47@357) 0.18
S3 3.84(323) 0.01 | 3.86(321) 0.07 | 3.79(327) 0.003
S4 3.90@318) 0.05 | 391@317) 021 | 3.92316) 0.25
S5 4.40(282) 0.003 | 4.93(251) 0.03 | 493 (251) 0.06
S6 4.67 (265) 0.006 | 5.04 (246) 0.08 | 5.05(246) 0.05
S7 4.80(258) 0.001 | 5.23(237) 0.03 | 5.21(238) 0.03
S8 4.86 (255) 0.004 | 5.36(231) 0.001 | 5.28(235) 0.001
S9 491 (253) 0.05| 5.38(230) 0.01 | 5.37(231) 0.007
S10 5.03(245) 0.02 | 5.44(228) 0.001 | 5.39(230) 0.01

State

Table 6 collects vertical excitation energies for the open-ring TTC conformer, including 10 sin-
glet roots in the calculations. In the gas phase, two significant absorption bands are registered at
437 nm (2.84 eV) and 383 nm (3.24 eV), corresponding to the two lowest singlet excited states, with
oscillator strengths of 0.38 and 0.99, respectively. In methanol, there are three bands at 391 nm (3.17
eV), 358 nm (3.46 eV), and 317 nm (3.91 eV), that have oscillator strengths of 1.08, 0.13, and 0.21,
respectively. The bands in water are similar to those in methanol, although with slight quantitative
differences.
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Table 7: Vertical excitation energies (in eV and nm) and oscillator strenghths (f) for the singlet
excited states of the closed-ring (SP) structure computed using SF-TDDFT B5050LYP/cc-pVDZ in
the gas phase, methanol and water.

Gas Methanol Water
E, eV (nm) f E, eV (nm) f E, eV (nm) f
S1 4.04 (307) 0.08 | 3.63(342) 0.78 | 3.59(345) 0.78
S2 447 277) 0.10 | 4.33(286) 0.05| 4.32(287) 0.05
S3 4.73(262) 0.59 | 4.69 (264) 0.06 | 4.70 (264) 0.07
S4 5.62(221) 0.11 | 493 (251) 0.16 | 4.90 (253) 0.16
S5 5.78 (215) 039 | 5.08 (244) 0.02 | 5.04 (246) 0.03
S6 5.89 (210) 0.33 | 5.16(240) 0.03 | 5.13(242) 0.02
S7 6.19 (200) 0.007 | 5.26 (235) 0.41 | 5.24(237) 0.41
S8 6.42 (193) 0.006 | 5.62 (221) 0.03 | 5.58 (222) 0.04
S9 6.50 (191) 0.007 | 5.83(213) 0.01 | 5.83(213) 0.01
S10 6.53 (190) 0.008 | 6.05(205) 0.08 | 6.03 (205) 0.07

State

The vertical excitation energies obtained using the equilibrium geometry of a closed-ring SP are
presented in Table 7. Gas-phase calculations show a band at 262 nm (4.73 eV) which has the largest
oscillator strength of 0.59. In addition, two other bands were found at 215 nm (5.78 eV) and 210 nm
(5.89 eV) with a significant oscillator strength, as well as two less intense bands at 277 nm (4.47 eV)
and 221 nm (5 .62 eV). For both solvents, two intense bands are observed at approximately 342-345
nm and 235-237 nm, the former having an oscillator strength of 0.78 and the latter 0.41. All the
mentioned bands of the SP occur in the near UV region (<400 nm), because the conjugation of the
two T-electron indoline and benzopyran systems are constrained, making the SP molecule colorless.

Following the calculation of vertical excitation energies, the absorption spectra (Figure 17)
were simulated by convolution with a Gaussian line shape of 0.42 eV full width at half-maximum
(FWHM). The open-ring TTC conformer has two bands with different intensities around 3.2 eV and
5.5 eV. The closed-ring SP has two intense bands at around 4.7 eV and 5.9 eV, corresponding to
the T — w* transition in the benzopyran part and indoline part of the molecule, respectively [57].
In addition, it can be seen that the TTC is less affected by the solvent, whereas the SP undergoes
a notable shift upon its addition. This can be explained by the fact that the closed-ring form is
more aromatic due to a complete conjugated ring with a delocalized -electron system, whereas the
open-ring form is less aromatic. This difference in aromaticity affects the electronic transitions and
absorption spectra of SP and MC, as well as their sensitivity to the environments. Another reason
for such a significant shift in the SP could be the solvent’s ability to stabilize the triplet state of the
molecule. This stabilization occurs because the solvent molecules interact with the unpaired electron
in the triplet state, leading to a change in the excited state’s energy. As a result, the vertical excitation
energies obtained from SF-TDDFT in a solvent can differ significantly from those obtained in the
gas phase, where the solvent is not present.



24 Chapter 4 RESULTS

1.0 M\ So—=S1 — Gas 109 — Gas o052

—— Methanol —— Methanol
— Water | — Water

o e o
ES o @
L | .

Absorption energy, (a.u.)

o
¥

Absorption energy, (a.u.)

o
[N]
.

I
o
s

0.0 1

Energy, eV Energy, eV

(a) (b)

Figure 17: Simulated absorption spectra of open-ring TTC (a) and closed-ring SP (b) structures in
the gas, methanol and water obtained at SF-TDDFT B5050LYP/cc-pVDZ level of theory. Spectra
were normalized and convoluted with 0.42 eV FWHM.
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Figure 18: Comparison of absorption spectra of the open-ring TTC in methanol. The calculated
spectrum was performed at the TDDFT B5050LYP/cc-pVDZ level of the theory, normalized and
convoluted with 0.42 eV FWHM. The experimental spectrum was obtained by researchers from the
Zernike Institute for Advanced Materials at the University of Groningen and was normalized.

To compare the calculated and experimental results, Figure 18 presents the spectra of the open-
ring TTC. The experimental spectrum was obtained by researchers from the Zernike Institute for
Advanced Materials at the University of Groningen, with measurements conducted in methanol. It
can be observed that in the calculated spectra, the main peak is blue-shifted by approximately 0.6 eV
compared to the experimental value. Additionally, the calculated intensity of this peak is higher than
the measured one. These deviations are considered acceptable within the accuracy range of TDDFT
method and taking into account that the PCM model was used, not explicit methanol molecules.
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4.2.1 Electron-Donating and Withdrawing Effects

The investigation of electron-donating and electron-withdrawing effects on the absorption spec-
tra was carried out by calculating and comparing vertical excitation energies for both TTC and SP
structures with and without additional groups, as was illustrated in Figure 4. These calculations were
performed using the SF-TDDFT B5050LYP/cc-pVDZ level of theory.

When an electron-donating group (EDG) was added, its presence had minimal impact on the
spectra for both structures. The vertical excitation energies remained relatively unchanged, suggest-
ing that the electron-donating group did not strongly influence the electronic transitions within the
molecules. On the other hand, the presence of an electron-withdrawing group (EWG) had a sig-
nificant effect on the spectra. In the case of TTC, the two main peaks experienced a red shift of
approximately 0.2 eV (see Figure 19 (a)). Additionally, the intensity of the second peak was notice-
ably increased. However, the relative intensity between the two peaks remained unaltered, indicating
that the overall distribution of electronic transitions within the molecule was preserved. For the SP
isomer, the influence of the electron-withdrawing group was more pronounced (Figure 19 (b)). Both
peaks in the absorption spectrum exhibited a larger red shift of approximately 1 eV compared to
the original SP structure. Moreover, the relative intensity between the two peaks also underwent a
change, suggesting a modification in the distribution of electronic transitions. This can be explained
by the fact that SP is an aromatic system with a stable m-electron cloud, which contributes to its
overall stability. However, when an EWG is introduced, it destabilizes the aromatic system by with-
drawing electrons from the this cloud. As a result of electron deficiency in the aromatic system,
the SP isomer becomes less stable. Due to the reduced stability, less energy is required to excite
the electrons in the 7 electron cloud to higher energy levels. This leads to a shift in the absorption
spectrum towards lower energies (longer wavelengths) in the spectra.
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Figure 19: Simulated absorption spectra of the open-ring TTC (a) and closed-ring SP (b) structures
in methanol with the addition of electron-donating and withdrawing groups, obtained at SF-TDDFT
B5050LYP/cc-pVDZ level of theory. Spectra were normalized and convoluted with 0.42 eV FWHM.

4.2.2 Natural Transition Orbitals Analysis

To identify the nature of the transitions obtained in the previous section, NTOs were calculated at
the TDDFT B5050LYP/cc-pVDZ level of theory for open-ring TTC and closed-ring SP structures.
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Electron Electron

Figure 20: NTOs of the open-ring TTC structure corresponding to the So — S; transition in the gas
(a) and methanol (b) calculated at the TDDFT B5050LY P/cc-pVDZ level of theory (cutoff value of
0.04).

Electron Electron
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Figure 21: NTOs of the open-ring TTC structure corresponding to the Sy — S» transition in the gas
(a) and methanol (b) calculated at the TDDFT B5050LYP/cc-pVDZ level of theory (cutoff value of
0.04).
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NTOs for the So — S and Sy — §> transitions in the open-ring TTC are presented in Figures 20
and 21, respectively. In the Sy — S; transition, it is observed that solvation predominantly affects
the hole orbitals, while the particle orbitals maintain their overall characteristics. Hole orbitals
in methanol exhibit a higher delocalization within the benzene ring of the indole moiety of the
molecule, while in the gas phase, the highest electron density corresponds to the phenol ring of the
nucleophilic moiety. The electron orbitals are concentrated in the nitrogen of the indole and in the
region where the nucleophilic moiety and electron-accepting moiety are connected, having almost
no difference between the gas phase and methanol. For both the Sy — S; and So — S» transitions,
the hole and electron excitations have a Tn* character.

Figure 22 and Figure 23 show the hole/electron orbitals of the closed-ring SP structure corre-
sponding to the Sp — S; and Sp — S, transitions, respectively. It can be seen that, in contrast to
the open-ring TTC, the distribution of hole orbitals in SP does not exhibit a difference between gas
phase and solvent environments. Orbitals localized mostly in the phenol ring of the indole, while
in the benzopyran part, there is almost no electronic density present. The electron orbitals show
notable differences between the gas phase and solvent. In particular, for the So — S transition, they
exhibit additional spreading in the propylamide substituent region when the molecule is solvated,
whereas in the gas phase electronic density is mostly concentrated in the benzopyran. In the case of
the So — S» transition in the gas phase, the electron orbitals are absent in the benzopyran part and
are mainly located in the part of the propylamide substituent.

Electron Electron

(a) (b)

Figure 22: NTOs of the closed-ring SP structure corresponding to the Sy — S; transition in the gas
(a) and methanol (b) calculated at the TDDFT B5050LYP/cc-pVDZ level of theory (cutoff value of
0.04).
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Electron Electron

Figure 23: NTOs of the closed-ring SP structure corresponding to the Sy — S transition in the gas
(a) and methanol (b) calculated at the TDDFT B5050LYP/cc-pVDZ level of theory (cutoff value of
0.04).
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Figure 24: NTOs of an open-ring TTC structure (a) with the addition of an electron-donating group
(b) and electron-withdrawing group (c), corresponding to the So — S transition in methanol. Cal-
culations were performed at the TDDFT B5050LYP/cc-pVDZ level of theory (cutoff value of 0.05).

In the open-ring TTC system, the addition of EDG or EWG does not cause significant changes
in the orbitals, as shown in Figure 24. The hole orbitals exhibit © character and are delocalized
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over the phenol ring and nitrogen of the indole, and the double bond between the nucleophilic and
electrophilic parts. Some electron density is also observed in the nucleophilic phenol ring. Con-
versely, the electron orbitals display a higher degree of localization and have ©* character. The
electron-donating/accepting groups themselves do not have electron density in both hole and elec-
tron orbitals.

In the closed-ring SP system, the distribution of hole orbitals remains consistent regardless of
the added groups, indicating that the removal of an electron from the system does not significantly
affect the spatial arrangement of these orbitals (Figure 25). However, the distribution of particle
orbitals, corresponding to the added electron, undergoes noticeable changes. When analyzing the
initial structure and the structure with an EDG, the particle orbitals are found to be spread across the
propylamide substituent of the indole. Conversely, the addition of an EWG concentrates the orbitals
within the -NO, moiety, which is the withdrawing group itself. Electron-withdrawing groups tend
to attract or withdraw electrons from the surrounding system due to their electron-accepting nature.
As a result, the additional electron becomes confined to the region where the EWG is present. The
contrasting distribution of particle orbitals between the structure with an EDG and the structure with
an EWG ultimately leads to significant differences in their respective spectra.
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Figure 25: NTOs of a closed-ring SP structure (a) with the addition of an electron-donating group
(b) and electron-withdrawing group (c), corresponding to the So — S transition in methanol. Cal-
culations were performed at the TDDFT B5050LYP/cc-pVDZ level of theory (cutoff value of 0.05).

4.3 Excited-State Geometry Optimization

In addition to the calculation of vertical excitation energies based on the Frank-Condon principle,
it is crucial to examine the geometric relaxation that occurs on the excited state. Therefore, the
next step involved performing excited-state optimizations using the SF-TDDFT/B5050LY P method.
Excited states with the highest oscillator strengths (so-called “bright states) have been optimized
(see section 4.2)

After performing the excited-state geometry optimization of the open-ring TTC in the gas phase,
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an interesting observation is made: the hydrogen atom from the phenol ring migrates to the SO3
group, leading to the formation of a deprotonated open-ring geometry (Figure 26 (a)). This phe-
nomenon can be attributed to the absence of a surrounding solvent, which typically plays a stabi-
lizing role for charged species. Without a solvent, the attraction of proton to the strong electron
acceptor, the SO3 group, becomes more pronounced, resulting in the migration. In contrast, in a
solvent environment, the charged species would be stabilized, and the deprotonation process would
be hindered or slowed down (see Figure 28 (a)).

(b)

Figure 26: Optimized geometries with SF-TDDFT B5050LYP/cc-pVDZ of Sinin TTC (a) and Sipmin
SP (b) in the gas phase.

Furthermore, in the gas phase, there is a notable contrast when comparing the S, of the closed-
ring SP (Figure 26 (b)) with its ground-state geometry (refer to Figure 11 (e)). Specifically, the
propylamide substituent of the indole undergoes rotation, which can be understood by referring
to the previous calculations of NTOs (see Figure 22 (b)), where electron orbitals are located in
the propylamide segment. The higher electron density in this region in the excited state induces
structural changes, leading to the observed rotation. To refer to this changing part of the molecule,
additional labeling was introduced for the C6-C7-N2-C8 torsion angle ¢ (Figure 27).

Figure 27: Label convention for atoms based on the changing geometric parameters of the molecules
under study. Specifically, the C6-C7-N2-C8 torsion angle ¢

Table 8 collects the energies and geometric parameters obtained for the optimized excited-state
geometries Symiy in the gas phase, as well as Sy and S; states. Only the B angle, which is the only
trans angle in all open-ring conformers, is presented here. The open-ring TTC and closed-ring SP
converged to different minima, with energies of 3.01 eV and 3.65 eV, respectively. The reported
energies are relative to the most stable structure in the gas phase, which is the S state of SP. In the
S1min geometry of TTC, the C1-O1 distance was observed to decrease by 0.2 A, whereas in Simip SP,
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it only reduced by 0.03 A. This can be explained by the presence of a bond between the C1 and O1
atoms in the SP, which restricts their movement, preventing significant changes in the bond length,
while the absence of such a constraint in TTC allows for greater flexibility. The same reasoning
applies to the B angle, which undergoes a significant change only in an open structure. Instead, in
the closed-ring SP, the propylamide substituent rotated, changing the ¢ angle.

Table 8: Energies (in eV) relative to the Sg energy of the closed-ring SP and corresponding C1-O1
distances (in A), C1-C2-C3-C4 torsion angle § and C6-C7-N2-C8 torsion angle ¢ calculated at the
SE-TDDFT B5050LYP/cc-pVDZ in the gas phase.

State Energy, eV C1-0O1 B 0
So TTC 0.44 4.45 -176.6  -179.8
S| TTC 3.68 445  -176.6  -179.8
Simin TTC 3.01 425 -157.95 180
So SP 0 1.45 -2.09  -179.24
S; SP 4.73 1.45 -2.09  -179.24
S1min SP 3.65 1.42 -1.8 114.2

Figure 28 shows the geometries and Table 9 provides the parameters obtained for the excited-
state optimized structures in methanol. The geometry of TTC remained nearly unchanged, in con-
trast to gas-phase results, suggesting the influence of solvent stabilization effects. As a result, the
C1-O1 distance in TTC only experienced a slight reduction of 0.05 A. On the other hand, the SP
molecule exhibited more pronounced changes in its geometry. The ¢ angle, which describes the
rotation of the propylamide substituent, underwent a substantial change of approximately 75°. This
alteration can be attributed to the solvent molecules interacting with the aromatic SP molecule and
inducing structural modifications. Additionally, the C1-O1 distance in SP was slightly shortened by
0.03 A, indicating a minor adjustment in the bond length.

Table 9: Energies (in eV) relative to the Sy energy of the open-ring TTC and corresponding C1-O1
distances (in A), C1-C2-C3-C4 torsion angle 3 and C6-C7-N2-C8 torsion angle ¢ calculated at the
SE-TDDFT B5050LYP/cc-pVDZ in methanol.

State Energy, eV C1-O1 B ()
So TTC 0 435 179.08 179.43
S| TTC 3.17 435 179.08 179.43
S1imin TTC 2.68 430 17778 179.92
So SP 0.68 1.45 -1.2 -179.34
S SP 4.31 1.45 -1.2 -179.3

S1min SP 3.27 1.42 -1.2 -103.76
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(a) (b)

Figure 28: Optimized geometries with SE-TDDFT B5S050LYP/cc-pVDZ of Sinin TTC (a) and Sipin
SP (b) in methanol.

4.4 Minimum-Energy Crossing Points

The minimum energy crossing points (MECP) between S /Sy were located at the SF-TDDFT
B5050LYP level of theory with the cc-pVDZ basis set using the penalty function method. As the
environment can change the mechanism of the photochemical reaction, calculations were performed
both in the gas phase and in a solvent.

Table 10: Energies (in eV) of MECPs relative to the Soi, energy of the closed-ring SP, corre-
sponding C1-O1 distances (in A), C1-C2-C3-C4 torsion angle p and C6-C7-N2-C8 torsion angle ¢
calculated at the SF-TDDFT B5050LYP/cc-pVDZ in the gas phase.

MECP Energy,eV CI1-O1 B ()
Cls, /s, 3.5 393  -173.47 179.98
Clls, s, 2.8 291 379 179.37

In the gas phase, two distinct MECPs were identified for the molecules under investigation.
These MECPs represent regions where the electronic potential energy surfaces of the excited and
ground states intersect. They are denoted as Cly, /5, and CI's, /s,- Table 10 provides an overview of
the relative energies of the MECPs with respect to the energy of the closed-ring SP, along with their
geometric parameters. Clg, /5,1s located near the open-ring geometry, whereas Cr'y, /s, represented a
structure between the closed and open forms, with a C1-O1 distance of 2.91 A. Notably, Clg, /s, has
higher energy by approximately 0.6 eV. Regarding the search for the MECP close to the closed-ring
geometry in the gas, it did not yield a satisfactory result as the structure was distorted. This outcome
could be attributed to the complexity of the potential energy surface in that region. It is possible that
the optimization algorithm encountered challenges in finding a suitable pathway for the crossing of
the excited and ground state surfaces while maintaining the integrity of the molecule’s structure in
the gas phase.

In addition to the MECPs observed in the gas phase, the investigation of surfaces in methanol
revealed a MECP, denoted as CI', /so» Which exhibited successful convergence. Unlike the one in
the gas phase, which was mentioned before, it demonstrated stable behavior during the optimization
process, which can be attributed to the presence of the solvent environment. CI”g, /s, Was found to
be located along a reaction coordinate that corresponds to the ¢ torsion angle, rather than the C1-O1
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bond-breaking coordinate, as the latter did not change. Table 11 lists the relevant parameters associ-
ated with each crossing point found in methanol. Notably, CI”g, /s, has the highest energy, whereas
the crossing point CI', /s, located between the two structures has the lowest energy, suggesting a
more favorable transition pathway between the excited and ground state regions.

Table 11: Energies (in eV) of MECPs relative to the Sy, energy of the open-ring TTC, corre-
sponding C1-O1 distances (in A), C1-C2-C3-C4 torsion angle B and C6-C7-N2-C8 torsion angle ¢
calculated at the SF-TDDFT B5050LY P/cc-pVDZ in methanol.

MECP  Energy,eV Cl1-0O1 B ()
Cls, /s, 3.17 402 167.6 -179.9
Clls, s, 311 141 08 -101.6
Cl's, /s, 3.98 291  -3.81 149.45

4.5 Potential Energy Surface

To provide insights into the energetic requirements of the ring-opening reaction, the relaxed PES
scan along the C1-O1 coordinates using SF-TDDFT/B5050LYP level of theory was carried out for

the of the lowest singlet states (Sg and S;) (Figure 29). The calculations were performed in both gas
phase in methanol.
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Figure 29: Relaxed PES scan along the C1-O1 bond distance for the Sp and S; states calculated at
the SE-TDDFT/B5050LYP level of theory in the gas phase.

In the ground state Sy, a significant barrier of approximately 37 kcal/mol (1.6 eV) during the ring-
opening process was observed. This barrier occurs at a C1-O1 bond distance of 3.85 A, signifying a
substantial energy requirement for breaking the C1-O1, highlighting the stability of the closed-ring
structure in the gas phase. On the other hand, the ring-closing transformation requires overcoming of
the activation energy about 0.6 eV. The plateau between two barriers corresponds to the metastable
state. This observation suggests that the system reaches a relatively stable intermediate state during
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the transition between the open and closed-ring configurations. In the lowest singlet excited state
(S1), a barrier closer to the closed-ring geometry was found. Specifically, this barrier arises at a
C1-0O1 bond distance of 1.75 A. The presence of this barrier suggests that the lowest singlet excited
state possesses a different energy landscape compared to the ground state.

Schematic representation of the PES in gas phase together with MECPs is shown in Figure 30.
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Figure 30: Schematic representation of PES in the gas phase, showing the energy landscape along
the C1-O1 bond distance. The MECPs were located at the SF-TDDFT B5050LYP/cc-pVDZ level
of theory, indicating the points of intersection between the excited state S; and the ground state Sy
of the system.

After considering the PES scans and analyzing all calculated stationary points in methanol, the
scheme for the relaxation pathways was made and illustrated in Figure 31.
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Figure 31: Schematic two-dimensional PES in methanol along the C1-O1 bond distance and C6-

C7-N2-C8 torsion angle ¢. Stationary points and vertical excitation energies were calculated at the
SF-TDDFT B5050LYP/cc-pVDZ level of theory.
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Upon photoexcitation of the closed-ring SP to the FC region (4.31 eV), a barrier is observed
in the first excited state (S;) along the photoisomerization coordinate C1-O1 toward the CI”, /So>
which makes this CI less accessible. This barrier indicates that the system is likely to evolve in a
different direction, specifically towards the CI'g, /s, point along the ¢ reaction coordinate, enabling
the possibility of a transformation towards the open-ring form. Notably, this CI (3.11 eV) exhibits
lower energy compared to other conical intersections present in the system. If the barrier along
the C1-O1 coordinate is overcome, the structure can access the metastable state by passing through
CI', /s, to reach the ground state. From there, it can either revert to the closed-ring form or continue
its progression towards the open-ring structure.

Furthermore, when the open-ring TTC structure is vertically excited to the FC region (3.17 eV),
it undergoes relaxation to the Sy,,;, TTC point (2.67 eV), which is a relatively stable structure within
the excited state. This stationary point exhibits lower energy compared to the nearby Clg, /5, (3.17
eV). The existence of this MECP once again suggests that the system can transition to the ground
state and reach a metastable state, from which it can either convert to the closed-ring form or return
to the initial open form.

As the surfaces in methanol involve two important reaction coordinates, it can be challenging
to visualize it in a comprehensive manner. To provide a clearer representation, a two-dimensional
PES was created and shown in Figure 32. This schematic PES serves as a visual aid to illustrate the
relative positions of the identified MECPs and provide a simplified depiction of the energy landscape.
However, it is important to note that the actual PES is multidimensional and incorporates various
degrees of freedom and interactions.
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Figure 32: Schematic representation of the two-dimensional PES in methanol, showing the energy
landscape along the C1-O1 bond distance and C6-C7-N2-C8 torsion angle ¢. The MECPs were
located at the SF-TDDFT B5050LYP/cc-pVDZ level of theory, indicating the points of intersection
between the excited state S and the ground state Sq of the system.
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5 Conclusion

This project focused on the merocyanine-spiropyran photoreaction, which is a reversible ring-
closing/opening reaction induced by visible light. The study employed electronic structure methods
to explore the relaxation pathways of the reaction. The results shed light on the stability and energy
landscapes of the closed-ring and open-ring structures in different states and environments.

The optimization of ground-state geometries revealed that the closed-ring structure is more stable
in the gas phase, whereas the open-ring structure becomes more stable in the presence of a polar
solvent. The influence of the solvent was further investigated by the calculations of vertical excitation
energies, which showed the solvent’s impact on the absorption spectra, particularly affecting the
closed-ring structure due to its higher aromaticity. To simplify the interpretation of the transitions
and identify their nature, a Natural Transition Orbitals analysis was performed.

Furthermore, the impact of electron-donating and electron-withdrawing groups on the absorp-
tion spectra was investigated. While electron-donating groups had minimal effects, the presence of
electron-withdrawing groups led to noticeable shifts and alterations in the spectra, indicating their
significant influence on the electronic transitions, particularly in the aromatic closed-ring structure.

Additionally, the determination of crossing points between the ground and first singlet excited
states, alongside potential energy surface scans, provided insight into possible reaction mechanisms
and predicted favored decay channels. The discovery of conical intersections offered insights into
the energetics and geometry of molecules during potential nonradiative decay processes. These
intersections indicate that the molecule can access a metastable state in which the system can per-
sist for a relatively long time. This long-term stability of the acid state is a key characteristic of
metastable-state photoacids.

Although the interpretation of the potential energy surfaces provided a qualitative description
of the process, it lacked kinetic information, such as quantum yield and lifetime. Considering that
nonadiabatic processes govern most excited processes, a potential continuation for this project could
involve dynamic calculations to provide a more comprehensive understanding of the reaction dy-
namics. Additionally, for the solvent effect, an explicit model can be considered, incorporating indi-
vidual solvent molecules explicitly in the system. This differs from implicit solvent models, such as
PCM used in this work, where the solvent is treated as a continuous dielectric medium. By employ-
ing individual solvent molecules, a more detailed description of the solute-solvent interactions, e.g.,
hydrogen bonds between polar groups of spiropyran and solvent, can be achieved.
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