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Abstract

The purpose of this undergraduate research project is to examine how machine learning techniques
may be used to find correlations in adaptive business process logs. The project employs an innovative
methodology to analyze business process data using the Generalized Learning Vector Quantization
(GLVQ), K-Nearest Neighbors (KNN), Decision Trees, and Random Forest algorithms. In order to
acquire practical insights into the innate patterns inside the business processes, it is intended to extract
relevant adaptations (or rules) from these logs.

In this study, two specifically created programs were used: > NEXT(LOG), which creates logs in
accordance with predetermined rules, and ML.LOG, a machine learning module that extracts these
rules from the generated logs. To achieve the optimum fit for each algorithm, the machine learning
models were trained using a number of different parameters. Metrics including the F1 score, recall,
and accuracy were used to rate the models. In addition to being saved for potential use in the future,
the data were displayed to aid with comprehension.

The research discovered that different models had varying degrees of effectiveness in extracting rules
from the adaptive business process logs, with Decision Tree and Random Forests performing the
best. By offering a methodology for using machine learning to extract useful insights from adaptive
business process logs, this study makes a contribution to the expanding field of machine learning
applications in business process analysis. This method has limitations, such as a limited number of
available machine learning models, but it has promise for upcoming study and applications.

This thesis also covers the methodology’s specifics, the models’ performance outcomes, the rules that
were retrieved, and the consequences of these findings. The findings are anticipated to spur additional
research and advancements in the field of adaptive business process analysis.
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1 Introduction
The analysis of business processes is a critical component in the optimization of operations within an
organization. The advent of adaptive business processes, which are capable of changing in response
to varying conditions, has introduced new complexities in their analysis. Traditional methods of
business process analysis often struggle to effectively handle the dynamic nature of these adaptive
processes, leading to a need for more advanced, automated techniques.

Machine learning, a subset of artificial intelligence, has emerged as a promising solution to this chal-
lenge. Its ability to learn patterns from large datasets and make intelligent, predictive decisions makes
it particularly suited for analyzing adaptive business process logs. For instance, a study by Bozorgi et
al. (2020) proposed an approach that combines process mining and causal machine learning to gener-
ate case-level recommendations from event logs, demonstrating the potential of machine learning in
this context [1].

Furthermore, machine learning models have shown their adaptive learning capacities in various do-
mains, such as telecommunication industries, where they have been used for extrapolative analysis of
big data chunks (Isabona et al., 2022) [2]. These models can be adapted to analyze business process
logs, providing valuable insights into the underlying processes.

However, the application of machine learning in business process analysis is not without its chal-
lenges. The black-box nature of some machine learning models, such as deep learning models, can
limit their usefulness for what-if process analysis (Camargo et al., 2021) [3].

Given these challenges and opportunities, this thesis aims to explore the use of machine learning
algorithms for the analysis of adaptive business process logs. The goal is to develop a system that can
effectively identify correlations in these logs, thereby providing valuable insights into the underlying
business processes.

This research project expands upon Arash Yadegari’s work on business process model research. By
leveraging Arash’s framework as a starting point, this research extends his ideas to address emerging
challenges, enhance model accuracy and efficiency, and emphasize practical applications and indus-
try relevance. The findings presented here contribute to the ongoing development of business process
modeling methodologies and provide valuable insights for researchers, practitioners, and organiza-
tions striving for operational excellence in today’s dynamic business landscape. [4] [5]

1.1 Problem Statement
The primary problem this thesis aims to address is the identification of correlations in adaptive busi-
ness process logs using machine learning algorithms. Despite the potential of machine learning in
this context, its application in the analysis of adaptive business process logs is still a challenging task
due to the dynamic nature of these processes and the complexity of the data they generate.

Specifically, the objectives of this thesis are:

1. To develop a system that can effectively analyze adaptive business process logs generated
by the > NEXT(LOG) program and identify patterns or rules within these logs.

2. To compare the performance of four different machine learning models (GLVQ, KNN,
Decision Trees, and Random Forest) in identifying these patterns and determining the
best model for this task.
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3. To evaluate the performance of the selected model(s) using various metrics such as F1
score, recall, and accuracy, and to visualize the results for better understanding.

4. To enable the saving and loading of trained models for future use and comparison against
new datasets.

The research questions that this thesis intends to answer are:

Q1. How effectively can machine learning algorithms identify correlations in adaptive busi-
ness process logs?

Q2. Which machine learning model among GLVQ, KNN, Decision Trees, and Random
Forest performs best in this task?

Q3. How can the performance of these models be accurately evaluated and compared?

Q4. How can the results be effectively visualized to provide meaningful insights into the
underlying business processes?

By addressing these objectives and answering these research questions, this thesis aims to contribute
to the field of adaptive business process analysis and machine learning, providing a tool that can help
organizations better understand and optimize their business processes.

1.2 Scope and Limitations
The scope of this thesis is primarily focused on the application of machine learning algorithms for the
analysis of adaptive business process logs. The research will involve the development and evaluation
of a system that can effectively identify patterns or rules within these logs. The system will be tested
using four different machine learning models: GLVQ, KNN, Decision Trees, and Random Forest. The
performance of these models will be evaluated using various metrics and the results will be visualized
for better understanding. However, there are several limitations to this study:

1. Data Limitations: The research is based on the analysis of adaptive business process
logs generated by the > NEXT(LOG) program. The findings may not be generalizable to
other types of business process logs or to logs generated by different programs.

2. Model Limitations: While the study will compare the performance of four different
machine learning models, there are many other models that could potentially be used for
this task. The results of this study may not be applicable to these other models.

3. Evaluation Limitations: The evaluation of the models’ performance is based on specific
metrics such as F1 score, recall, and accuracy. These metrics may not capture all aspects
of a model’s performance, and other metrics could potentially yield different results.

Despite these limitations, this study aims to provide valuable insights into the application of machine
learning algorithms for the analysis of adaptive business process logs, and to contribute to the ongoing
development of tools and techniques for business process analysis.
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2 Background Literature
The application of machine learning algorithms for the analysis of adaptive business process logs
is a relatively new and rapidly evolving field of research. This literature review aims to provide an
overview of the key studies and developments in this area, focusing on the use of machine learning
techniques for business process analysis and the challenges and opportunities associated with analyz-
ing adaptive business process logs.

The literature review is divided into two main sections. The first section, Business Process Analy-
sis, reviews the existing literature on business process analysis, including traditional approaches and
recent trends. It discusses the challenges and limitations of existing techniques in handling adaptive
business process logs and highlights the need for more advanced, automated techniques.

The second section, Machine Learning in Business Process Analysis, surveys the literature on the
application of machine learning algorithms in business process analysis. It identifies relevant stud-
ies that have used similar techniques or addressed related problems and discusses the strengths and
weaknesses of the different machine learning algorithms in this context.

By reviewing the existing literature, this study aims to identify gaps in the current knowledge and
provide a solid foundation for the subsequent analysis of adaptive business process logs using machine
learning algorithms.

2.1 Business Process Analysis
Business process analysis is a critical component in the optimization of operations within an organi-
zation, particularly in the era of ”big data” where large amounts of data are collected and need to be
analyzed in meaningful and scalable ways [6]. One of the key challenges in this field is the analysis
of data that results from the execution of business processes, also known as event logs.

The field of process mining, a subset of business process analysis, is concerned with the automatic
extraction of process models from event logs [7]. However, the representational bias, or the way
processes are modeled, plays a crucial role in process mining. The Business Process Model and
Notation (BPMN) standard is widely used in this context as it allows for the integration of control
flow, subprocesses, data flows, and resources within one diagram, making it attractive for both process
miners and business users [7].

2.2 Machine Learning in Business Process Analysis
Machine learning has emerged as a promising tool for business process analysis. One approach has
been proposed to analyze an event log of a business process to generate case-level recommendations
of treatments that maximize the probability of a given outcome [1]. This method employs action rule
mining to pinpoint treatments that appear alongside the outcome in specific scenarios. Additionally, it
utilizes causal machine learning to find groups of instances where a treatment significantly influences
the outcome, even after accounting for other influencing factors. [1].

Another important aspect of applying machine learning to business process analysis is the issue of
privacy. A particular study introduced a privacy-focused disclosure method. This method increases
the number of cases in the log and introduces noise to the timestamps, ensuring a specific level
of privacy protection. [8]. This approach allows for the analysis of event logs containing private
information while complying with data protection regulations.
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Another innovative approach in the realm of business process analysis is the utilization of autoen-
coders for detecting and analyzing anomalies in the execution of a business process. Autoencoders, a
type of neural network, have been proposed as a method to detect anomalies without relying on prior
knowledge about the process. This method is particularly advantageous as it can be trained on datasets
that already contain anomalies. The primary advantage of this approach is its ability to discern which
specific event within a sequence is anomalous, rather than flagging the entire sequence. Furthermore,
it can pinpoint which attribute characteristic of an event is the root cause of the anomaly [9].

In a comparative evaluation against state-of-the-art anomaly detection methods, the autoencoder-
based approach demonstrated superior performance. Specifically, in experiments, this approach
achieved an F1 score of 0.87, outperforming the best unaltered state-of-the-art method, which reached
an F1 score of 0.72 [9].

Thus, the application of autoencoders offers a novel and effective method for anomaly detection in
business process data, providing detailed insights into the specific events and attributes causing the
anomalies. This approach holds significant promise for enhancing business process analysis and
ensuring optimal process execution [9].

Finally, the comparison of business process variants using event logs is a common use case in pro-
cess mining. A new method has been introduced to identify notable differences between variants by
examining complete process traces. This method employs a strategy to derive a mutual fingerprint,
which is a directly-follows graph, from the event logs of both variants. This aids in comprehending
the statistical variances in both the sequence of operations and efficiency aspects. [10].
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3 Methods
The methodology employed in this study involves a combination of data generation, preprocessing,
machine learning model selection, training, evaluation, and comparison. The overall process is de-
signed to be iterative, allowing for the refinement of models based on their performance.

The first step in the methodology involves the generation of adaptive business process logs using the
> NEXT(LOG) program created by Dyllan Cartwright [11]. This program creates logs that follow
certain rules, providing a dataset for the machine learning models to analyze.

Once the logs are generated, they are preprocessed to prepare them for analysis. This preprocessing
step involves cleaning the data, handling missing values, and transforming the data into a format that
can be used by the machine learning models.

The next step involves the selection of machine learning models for analysis. Four models are used in
this study: Generalized Learning Vector Quantization (GLVQ), K-Nearest Neighbors (KNN), Deci-
sion Trees, and Random Forest. These models were chosen based on their suitability for the task and
their ability to handle the type of data generated by the > NEXT(LOG) program.

After the models are selected, they are trained using the preprocessed data. The training process
involves tuning the parameters of each model to achieve the best performance. The models are then
evaluated using various metrics, including F1 score, recall, and accuracy. These metrics provide a
quantitative measure of the performance of each model, allowing for their comparison.

Finally, the models are compared against each other to determine which one performs best. This
comparison involves analyzing the performance metrics of each model and considering the strengths
and weaknesses of each approach.

This methodology provides a systematic approach to analyzing adaptive business process logs using
machine learning. It allows for the exploration of different models and the refinement of these models
based on their performance, ultimately leading to the identification of the most effective approach for
this task.

3.1 Data Collection and Preprocessing
The data used in this study are generated using the > NEXT(LOG) program, a custom-built software
tool that creates adaptive business process logs. These logs are created based on specific rules, such as
”if event A’s duration > 100, skip event C”. This rule-based generation of logs provides a controlled
environment for testing the machine learning models, as the underlying patterns in the data are known
and can be used to validate the results.

The generated logs are saved in a CSV format, which is a widely used standard for storing tabular data
and is compatible with many data analysis tools and libraries. Each row in the CSV file represents an
instance of a business process, with columns representing different attributes of the process, such as
the duration of events.

Once the data is collected, it undergoes a preprocessing step to prepare them for analysis. This step
involves cleaning the data to remove any errors or inconsistencies that could affect the performance
of the machine learning models.

In the context of preprocessing, it is necessary to eliminate events that occur after a certain rule
condition to prevent the occurrence of one-to-one mappings. For instance, consider the removal of
event ”C” based on the rule ”if the duration of event A exceeds 100, exclude event C.” The rationale
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behind this lies in the fact that when event A’s duration surpasses 100, the duration of event C becomes
0, resulting in the instance label being assigned as 1 or ”adapted”. Consequently, the duration of event
A becomes directly and uniquely mapped to the target variable, leading to a one-to-one relationship.

The preprocessing step also involves transforming the data into a format that can be used by the
machine learning models. This may involve normalizing numerical variables to a standard scale, and
reshaping the data into the input format required by the models.

This data collection and preprocessing methodology ensures that the data used in the study are reli-
able, clean, and in a suitable format for analysis. It provides a solid foundation for the subsequent
steps of model selection, training, and evaluation.

3.2 Machine Learning Models
In this study, four machine learning models are used to analyze the adaptive business process logs:
Generalized Learning Vector Quantization (GLVQ), K-Nearest Neighbors (KNN), Decision Trees,
and Random Forest. These models were chosen based on their ability to handle the type of data
generated by the > NEXT(LOG) program and their suitability for the task of identifying patterns or
rules within these logs.

GLVQ is a prototype-based supervised classification algorithm. It is particularly effective for classi-
fication tasks where the classes are not linearly separable. It works by defining prototypes for each
class and then classifying new instances based on their similarity to these prototypes.

KNN is a simple yet powerful algorithm that classifies new instances based on their similarity to
existing instances. It considers the ’K’ closest instances to a new instance and assigns the most
common class among these ’K’ instances to the new instance.

Decision Trees is a type of model that makes decisions based on a series of questions about the fea-
tures of the data. It is particularly useful for tasks where interpretability is important, as the decisions
made by the model can be easily visualized and understood.

Random Forest is an ensemble learning method that combines multiple decision trees to make a final
decision. It is known for its robustness and ability to handle large datasets with many features.

These models have been widely used in various fields and have shown their effectiveness in different
tasks. For instance, Islam and Amin (2020) used Random Forest and Gradient Boosting Machine
learning techniques for predicting products’ backorder in the supply chain, achieving improved per-
formance using a ranged approach when the dataset is highly biased with random error [12]. Similarly,
Ahmed et al. (2022) surveyed machine learning techniques used for spam detection in email and IoT
platforms, including Decision Trees and Random Forest [13]. Palša et al. (2022) used XGBoost and
extremely randomized trees algorithms for malware detection, achieving 96.4% accuracy [14].

These studies demonstrate the versatility and effectiveness of the selected machine learning models,
suggesting their potential suitability for the task of analyzing adaptive business process logs.

3.3 Training and Evaluation
The training of the selected machine learning models is carried out using the ML.LOG program. This
program takes as input the preprocessed adaptive business process logs and the selected machine
learning model, along with a set of parameters for the model. The parameters can be input manually,
either as a list of parameters that are provided for the program to automatically search for the best
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parameters using Grid Search Cross Validation or simply as a single parameter. If values are not
provided for the parameters, the default values will be used.

Grid Search Cross Validation is a parameter tuning technique that systematically works through mul-
tiple combinations of parameters, cross-validating as it goes to determine which combination gives
the best performance [15]. The beauty of this technique is that it can test many combinations with a
few lines of code.

After training the model, its effectiveness is gauged using various evaluation measures. These include
the F1 score, recall, and accuracy. The F1 score evaluates the balance between a model’s precision
and recall, with 1 being the ideal score (indicating flawless precision and recall) and 0 being the least
desirable. Recall, sometimes referred to as sensitivity, represents the percentage of relevant instances
correctly identified by the model. Meanwhile, accuracy measures the proportion of predictions the
model got right out of all its predictions.[16]

The experimental setup involves training and testing the models on different datasets. The datasets are
split into a training set and a test set, with the training set used to train the model and the test set used
to evaluate its performance. This setup allows for the assessment of how well the model generalizes
to unseen data.

The software program also incorporates an ”Auto-ML” functionality that facilitates the comparison
and selection of different models. This feature involves an iterative process wherein each desired
model is evaluated, and the best parameters are selected from the provided lists. Scores are generated
for each model, and the one with the highest F1 score is identified as the optimal choice.

Furthermore, the program offers a valuable capability to choose between parsing a file generated by
the > NEXT(LOG) approach or a general file. In the case of a general file, the first n−1 columns of
the CSV file represent the features, while the nth column represents the target variable. This versatile
feature empowers users to employ diverse datasets for a wide range of tasks, extending beyond the
confines of Adaptive Business Process Analysis.

This rigorous training and evaluation process ensures that the selected machine learning models are
well-suited for the task of identifying patterns in adaptive business process logs, and that their perfor-
mance is accurately assessed and compared.
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4 Implementation

4.1 Tools and Technologies
In the execution of this study, we utilized a range of tools and technologies to aid in the analysis
and elucidation of decision-making processes. For the graphical representation of Random Forest
and Decision Tree models, we employed Graphviz. This open-source tool for graph visualization
was instrumental in visually depicting the structural data of these models, thereby simplifying the
understanding of their decision-making mechanisms.

For the Generalized Learning Vector Quantization (GLVQ) and K-Nearest Neighbors (KNN) models,
we used Matplotlib. This Python-based plotting library facilitated the production of static, animated,
and interactive visualizations, which were crucial in deciphering the decision-making processes of
these models.

Additionally, scikit-learn, a well-established machine learning library in Python, was used to imple-
ment and manipulate Decision Trees, KNN, and Random Forest models. This free software tool offers
a suite of data mining and data analysis utilities, making it an ideal choice for our needs. It provides
simple and efficient tools for predictive data analysis, and is reusable in various contexts, encouraging
academic and commercial use. Scikit-learn’s collection of algorithms and modules gave us the flexi-
bility to construct, study, and improve our models in a time-efficient manner. For the implementation
of GLVQ, we opted to use sklearn-glvq, a specialized module that extends the capabilities of scikit-
learn to support Generalized Learning Vector Quantization. By employing sklearn-glvq, we were able
to apply the robustness and versatility of scikit-learn to the nuanced requirements of GLVQ, further
enriching our toolkit for investigating and illustrating the decision-making processes of these models.

The project’s codebase is organized in a way that is both user-friendly and capable of scaling. It is
divided into two primary sections: ”frontend” and ”backend”. The ”frontend” section contains the
code that constructs the user interface (UI), developed using QML (Qt Meta-Object Language). QML
is a declarative language that enables the creation of interactive and visually appealing UI elements.

The code in the ’frontend’ and ’backend’ areas is divided further into ’log’ and ’ml’ subcategories.
The ’frontend/ml’ segment contains the QML code tailored for ML.LOG, focusing on user interface
components and features related to choosing models and displaying visuals. In contrast, the ”fron-
tend/log” section houses the QML code for > NEXT(LOG).

The ”backend” section contains the ”controller.py” file, which acts as the intermediary between the
frontend UI and the underlying operations of ML.LOG. This file functions as a bridge, enabling the
transfer of data and facilitating communication between the frontend UI and the backend logic.

The codebase is designed with a focus on user-friendliness and scalability, allowing for easy upkeep,
growth, and modular development. This architectural design differentiates the roles of the UI and the
backend operations, as well as the logic related to ML.LOG and > NEXT(LOG), thereby ensuring a
distinct separation of duties.

It is also worth noting that while designing the codebase for this project, we also took into account
the potential need for expansion and adaptability. A key design goal was to ensure that integrating
new models into the existing system would be as seamless and straightforward as possible. The code
was architected in a modular fashion, with distinct sections for each model. This was accomplished
by encapsulating the code specific to each model, allowing for their independent operation and main-
tenance. This way, when a new model needs to be added, the process would involve creating a new,
self-contained module, mitigating potential disruption to the existing system.
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4.2 Using ML.LOG

The ML.LOG program is a comprehensive tool designed to facilitate the application of machine learn-
ing techniques to adaptive business process logs. The program is structured around several key stages,
each of which contributes to the overall process of training, evaluating, and applying machine learning
models. For a visualization of the ML.LOG program, please refer to 7.2.

4.2.1 Home page

Upon initiating the ML.LOG program, the user’s first view is the home page. The program requires
an input in the form of a CSV file, which serves as the training and testing data. This CSV file can
be generated using the > NEXT(LOG) application or can be a general CSV file where the first n− 1
columns represent the features and the nth column corresponds to the labels, target, or classes column.
The settings menu allows users to specify the CSV file to be parsed. Once the CSV file is successfully
uploaded, additional functionalities become accessible, enabling users to proceed with their tasks.

4.2.2 Model page

The next stage involves model selection and parameter tuning. Users can browse through different
models and select the one they wish to use. Once a model is selected, users can input the correspond-
ing parameters. If users wish to explore a range of parameters to determine the best ones, they can
input them as a list. For instance, for the Random Forest model, users can input ”n estimators” as [1,
2, 3, 4]. The program will then iterate through all the provided parameters and return the optimal one
based on the F1 score. For string inputs, users should use the format [”gini”, ”entropy”, ”log loss”],
while for boolean values, 0 is used for False and 1 for True.

Additional input fields are provided for the KNN and LVQ models to specify the features to be plotted
on the subsequent page. If only one feature is input, it will be plotted against itself. If two features are
input, three plots will be generated: feature 1 against feature 1, feature 2 against feature 2, and feature
1 against feature 2. If three features are input, a 3D representation containing all three features will
be generated. If these fields are left empty, the three most significant features will be automatically
extracted using a Gradient Boosting Classifier.

The ”Auto-ML” button allows users to activate an automatic training process that reads the contents
of the ”auto ml.txt” file and executes the training process on all the models listed within the text
file, disregarding any selections made in the GUI. The Results page will display the best model and
its corresponding parameters, determined based on the F1 score. A slider is provided to choose the
percentage of the dataset allocated for training/testing.

4.2.3 Results page

In the Results section, users can examine the outcomes of the (best) model. This section provides
a comprehensive overview of the utilized parameters and various scores. Depending on the model,
users can browse through images, view them in full screen, and save them for future reference. Users
also have the option to save the model as a .pickle file, which retains important information including
the timestamp of when the model was saved, the actual model itself, the percentage of the training
split, the currently displayed image in the GUI, and the F1, precision, and recall scores.
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4.2.4 Load & Test Pretrained Model page

The program also provides an option to upload a .pickle file containing a saved model. Users can
upload a .csv file to evaluate the model’s performance on a different dataset than the one it was
originally trained on. Once the testing is complete, comprehensive statistics pertaining to the training
process will be displayed.
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5 Results and Analysis
This chapter presents the results of the machine learning models applied to the analysis of adaptive
business process logs. The analysis was conducted on three different datasets, each representing a
unique set of adaptive business processes. For each dataset, the results obtained from the analysis will
be detailed.

The results section includes the performance metrics of the machine learning models, such as F1
score, recall, and accuracy. These metrics provide a quantitative measure of the models’ effectiveness
in identifying patterns or rules within the adaptive business process logs.

Following the presentation of results, the rules extracted from the best-performing model are dis-
cussed. These rules represent the correlations identified in the adaptive business process logs and
provide valuable insights into the underlying business processes.

Finally, a comparison of the models is provided, evaluating their performance against each other to
determine the most effective approach. This comparison is based on the F1 score and other metrics,
providing a comprehensive assessment of the models’ performance.

This chapter aims to provide a detailed and thorough analysis of the results, offering a clear under-
standing of the effectiveness of machine learning algorithms in analyzing adaptive business process
logs. The findings from this chapter will form the basis for the discussion and conclusions drawn in
the subsequent chapters.

Please note that finding the best parameters to use in GridSearchCV is specific to the dataset and is
out of the scope of this thesis. The values suggested below are just starting points, and the optimal
parameters may vary depending on the specific characteristics of your data.

This being said, the following parameters were used:

• K-Nearest Neighbors (KNN):

– n neighbors: [1, 3, 5, 7, 9]

– weights: [”uniform”, ”distance”]

– algorithm: [”auto”, ”ball tree”, ”kd tree”, ”brute”]

– leaf size: [10, 30, 50]

– p: [1, 2]

• Generalized Learning Vector Quantization (GLVQ):

– prototype n per class: [1, 2, 3]

– distance type: [”squared-euclidean”, ”euclidean”]

– activation type: [”identity”, ”sigmoid”, ”soft+”, ”swish”]

– solver type: [”sgd”, ”wgd”, ”adam”, ”lbfgs”, ”bfgs”]

• Decision Tree:

– criterion: [”gini”, ”entropy”]

– max depth: [5, 10, 15]

– min samples split: [2, 5, 10]
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– min samples leaf: [1, 2, 3]

– max features: [”sqrt”, ”log2”]

– max leaf nodes: [2, 4, 10]

– splitter: [”best”, ”random”]

• Random Forest:

– n estimators: [10, 50, 100]

– max depth: [5, 10, 15]

– max leaf nodes: [2, 4, 10]

– min samples split: [2, 5, 10]

– min samples leaf: [1, 2, 3]

– max features: [”sqrt”, ”log2”]

– bootstrap: [1, 0]

• Split:

– train: 80

– test: 20

5.1 Dataset 1
This subsection is dedicated to discussing Dataset 1. As part of this analysis, a specific business
process model is utilized. A visual representation of this model can be seen in Figure 1.

Figure 1: The business process model used for Dataset 1 visualized in > NEXT(LOG).

This study employs a specific rule for the dataset. The rule is stated as follows:

i f C# d u r a t i o n > 575 t h e n i n s e r t K (# d u r a t i o n ?N(100 1 5 ) ) ;
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The interpretation of this rule is that if the (cumulative) duration in event C exceeds 575, then an insert
operation for event K with #duration is performed. The duration follows a normal distribution with a
mean of 100 and a standard deviation of 15.

5.1.1 Results

In this subsubsection, the results derived from employing different configurations will be discussed
in a detailed and elaborate manner.

Random Forest
In the case of the Random Forest algorithm, the optimal parameters were selected as follows:

• Best hyperparameters:

– n estimators: 50

– max depth: 5

– max leaf nodes: 10

– min samples split: 5

– min samples leaf: 1

– max features: ’sqrt’

– bootstrap: true

The corresponding accuracies for the train and test datasets are noted below:

Train Accuracy: 1.000
Test Accuracy: 1.000

The performance of the model for each class is reported in the following Table 1:

Table 1: Random Forest Classification Report for Dataset 1

precision recall f1-score support
class 0 1.00 1.00 1.00 276
class 1 1.00 1.00 1.00 24
macro avg 1.00 1.00 1.00 300
weighted avg 1.00 1.00 1.00 300
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Decision Tree
The configuration for the Decision Tree model resulted in the optimal parameters as follows:

• Best hyperparameters:

– criterion: ’gini’

– max depth: 5

– min samples split: 2

– min samples leaf: 3

– max features: ’sqrt’

– max leaf nodes: 10

– splitter: best

In terms of performance, the accuracies for the train and test datasets were:

Train Accuracy: 0.998
Test Accuracy: 0.990

The classification report for this model is provided in Table 2:

Table 2: Decision Tree Classification Report for Dataset 1

precision recall f1-score support
class 0 1.00 0.99 0.99 276
class 1 0.92 0.96 0.94 24
macro avg 0.96 0.98 0.97 300
weighted avg 0.99 0.99 0.99 300

KNN
In the case of the K-Nearest Neighbors model, the following set of hyperparameters yielded the
optimal performance:

• Best hyperparameters:

– n neighbors: 1

– weights: ”uniform”

– algorithm: ”auto”

– leaf size: 10

– p: 1

The KNN model demonstrated the following performance metrics:

Train Accuracy: 1.000
Test Accuracy: 0.987
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Table 3: K-Nearest Neighbors Classification Report for Dataset 1

precision recall f1-score support
0.0 0.99 1.00 0.99 276
1.0 1.00 0.83 0.91 24
macro avg 0.99 0.92 0.95 300
weighted avg 0.99 0.99 0.99 300

The detailed classification results for the KNN model are depicted in Table 3:

GLVQ
For the Generalized Learning Vector Quantization model, the optimal configuration was achieved
with the following set of hyperparameters:

• Best hyperparameters:

– prototype n per class: 3

– distance type: ”squared-euclidean”

– activation type: ”swish”

– solver type: ”sgd”

The performance of the GLVQ model was evaluated with the following metrics:

Train Accuracy: 0.976
Test Accuracy: 0.947

The comprehensive classification results for the GLVQ model are presented in Table 4:

Table 4: Generalized Learning Vector Quantization Classification Report for Dataset 1

precision recall f1-score support
class 0 0.95 1.00 0.97 276
class 1 1.00 0.33 0.50 24
macro avg 0.97 0.67 0.74 300
weighted avg 0.95 0.95 0.93 300
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5.1.2 Rule Extraction

Random Forest
Figure 2 illustrates the decision-making process for a single tree from the random forest.

Figure 2: Visualization of decision making from a tree in the forest in ML.LOG for Dataset 1.

Decision Tree
Figures 3 and 4 illustrate the decision-making process within the decision tree model.

Figure 3: Decision making visualization for a decision tree in ML.LOG for Dataset 1.
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Figure 4: Visualization of decision making for a decision tree with max lea f nodes = 2 in ML.LOG

for Dataset 1.

KNN
Figures 5 and 6 represent the labeling of the dataset by the K-Nearest Neighbors model.

Figure 5: Visualization of labels assigned by KNN in ML.LOG for Dataset 1.
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Figure 6: Visualization of labels assigned by KNN in ML.LOG for Dataset 1.

GLVQ
Figures 7 and 8 show the labeling of the dataset by the Generalized Learning Vector Quantization
model.

Figure 7: 2D visualization of labels assigned by GLVQ in ML.LOG for Dataset 1.
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Figure 8: 3D visualization of labels assigned by GLVQ in ML.LOG for Dataset 1.

5.2 Dataset 2
This subsection is devoted to the exploration of Dataset 2. In this analysis, a distinct business process
model is employed. A graphical depiction of this model is presented in Figure 9.

A unique rule is applied to this dataset. The rule is articulated as follows:

i f A# d u r a t i o n > 575 t h e n s k i p C ;

The interpretation of this rule is that if the accumulated duration in event A surpasses 575, a skip
operation for event C is executed.

5.2.1 Results

This subsubsection will provide a comprehensive discussion on the results obtained from different
configurations.

Random Forest

The optimal parameters for the Random Forest algorithm were chosen as follows:

• Best hyperparameters:

– n estimators: 50

– max depth: 5



Chapter 5 RESULTS AND ANALYSIS 27

Figure 9: The business process model applied to Dataset 2 visualized in > NEXT(LOG).

– max leaf nodes: 2

– min samples split: 10

– min samples leaf: 1

– max features: ”sqrt”

– bootstrap: 1

The corresponding accuracies for the training and testing datasets are noted below:

Train Accuracy: 0.998
Test Accuracy: 1.00

The performance of the model for each class is reported in the following Table 5:

Table 5: Random Forest Classification Report for Dataset 2

precision recall f1-score support
class 0 1.0 1.0 1.0 293
class 1 1.0 1.0 1.0 7
macro avg 1.0 1.0 1.0 300
weighted avg 1.0 1.0 1.0 300

Decision Tree

The configuration for the Decision Tree model resulted in the optimal parameters as follows:

• Best hyperparameters:

– criterion: ’gini’

– max depth: 5
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– min samples split: 5

– min samples leaf: 1

– max features: ’sqrt’

– max leaf nodes: 4

– splitter: ’best’

In terms of performance, the accuracies for the training and testing datasets were:

Train Accuracy: 1.000
Test Accuracy: 1.000

The classification report for this model is provided in Table 6:

Table 6: Decision Tree Classification Report for Dataset 2

precision recall f1-score support
class 0 1.0 1.0 1.0 293
class 1 1.0 1.0 1.0 7
macro avg 1.0 1.0 1.0 300
weighted avg 1.0 1.0 1.0 300

KNN

For the K-Nearest Neighbors model, the following set of hyperparameters provided the best perfor-
mance:

• Best hyperparameters:

– n neighbors: 1

– weights: ”uniform”

– algorithm: ”auto”

– leaf size: 10

– p: 1

The KNN model demonstrated the following performance metrics:

Train Accuracy: 1.000
Test Accuracy: 1.000

The detailed classification results for the KNN model are depicted in Table 7:

GLVQ

For the Generalized Learning Vector Quantization model, the best configuration was achieved with
the following set of hyperparameters:

• Best hyperparameters:
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Table 7: K-Nearest Neighbors Classification Report for Dataset 2

precision recall f1-score support
class 0 1.0 1.0 1.0 293
class 1 1.0 1.0 1.0 7
macro avg 1.0 1.0 1.0 300
weighted avg 1.0 1.0 1.0 300

– prototype n per class: 2

– distance type: ”squared-euclidean”

– activation type: ”identity”

– solver type: ”sgd”

The performance of the GLVQ model was evaluated with the following metrics:

Train Accuracy: 1.000
Test Accuracy: 1.000

The comprehensive classification results for the GLVQ model are presented in Table 8:

Table 8: GLVQ Classification Report for Dataset 2

precision recall f1-score support
0.0 1.0 1.0 1.0 293
1.0 1.0 1.0 1.0 7
macro avg 1.0 1.0 1.0 300
weighted avg 1.0 1.0 1.0 300

5.2.2 Rule Extraction

Random Forest
Figure 10 illustrates the decision-making process for a single tree from the random forest.
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Figure 10: Decision making visualization for a decision tree in the forest ML.LOG for Dataset 2

Decision Tree
Figures 11 and 12 illustrate the decision-making process within the decision tree model.

Figure 11: Decision making visualization for a decision tree in ML.LOG for Dataset 2.



Chapter 5 RESULTS AND ANALYSIS 31

Figure 12: Decision making visualization for a decision tree in ML.LOG for Dataset 2.

KNN
Figure 13 represent the labeling of the dataset by the K-Nearest Neighbors model.

Figure 13: 3D visualization of labels assigned by KNN in ML.LOG for Dataset 2.

GLVQ
Figure 14 shows the labeling of the dataset by the Generalized Learning Vector Quantization model.
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Figure 14: 3D visualization of labels assigned by GLVQ in ML.LOG for Dataset 2.

5.3 Dataset 3
This subsection is allocated to the examination of Dataset 3. In this part of the analysis, a particular
business process model is adopted. A pictorial representation of this model is illustrated in Figure 15.

Figure 15: The business process model applied to Dataset 3 visualized in > NEXT(LOG).

A distinct rule is implemented for this dataset. The rule is expressed as follows:

% i f A# d u r a t i o n < 425 t h e n C−B−D;

The interpretation of this rule is that if the total duration in event A is below 425, then C, B and D
will be executed in series. Note that for this rule to make sense, C, B and D have to be in parallel.

5.3.1 Results

This subsubsection presents a detailed discussion on the results obtained from various configurations.
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Random Forest

The optimal parameters for the Random Forest algorithm were selected as follows:

• Best hyperparameters:

– n estimators: 100

– max depth: 5

– max leaf nodes: 2

– min samples split: 2

– min samples leaf: 1

– max features: ”sqrt”

– bootstrap: 1

The corresponding accuracies for the training and testing datasets are noted below:

Train Accuracy: 1.000
Test Accuracy: 1.000

The performance of the model for each class is reported in the following table:

Table 9: Random Forest Classification Report for Dataset 3

precision recall f1-score support
class 0 1.0 1.0 1.0 269
class 1 1.0 1.0 1.0 31
macro avg 1.0 1.0 1.0 300
weighted avg 1.0 1.0 1.0 300

Decision Tree

The configuration for the Decision Tree model resulted in the optimal parameters as follows:

• Best hyperparameters:

– criterion: ’gini’

– max depth: 5

– min samples split: 5

– min samples leaf: 1

– max features: ’sqrt’

– max leaf nodes: 4

– splitter: ”best”

In terms of performance, the accuracies for the training and testing datasets were:
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Table 10: Decision Tree Classification Report for Dataset 3

precision recall f1-score support
class 0 1.0 1.0 1.0 269
class 1 1.0 1.0 1.0 31
macro avg 1.0 1.0 1.0 300
weighted avg 1.0 1.0 1.0 300

Train Accuracy: 1.000
Test Accuracy: 1.000

The classification report for this model is provided in Table 10:

KNN

For the K-Nearest Neighbors model, the following set of hyperparameters provided the best perfor-
mance:

• Best hyperparameters:

– n neighbors: 3

– weights: ”distance”

– algorithm: ”auto”

– leaf size: 10

– p: 1

The KNN model demonstrated the following performance metrics:

Train Accuracy: 1.000
Test Accuracy: 0.983

The detailed classification results for the KNN model are depicted in Table 11:

Table 11: K-Nearest Neighbors Classification Report for Dataset 3

precision recall f1-score support
0.0 0.98 1.00 0.99 269
1.0 1.00 0.84 0.91 31
macro avg 0.99 0.92 0.95 300
weighted avg 0.98 0.98 0.98 300

GLVQ

For the Generalized Learning Vector Quantization model, the best configuration was achieved with
the following set of hyperparameters:

• Best hyperparameters:
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– prototype n per class: 3

– distance type: ”squared-euclidean”

– activation type: ”swish”

– solver type: ”sgd”

The performance of the GLVQ model was evaluated with the following metrics:

Train Accuracy: 0.980
Test Accuracy: 0.963

The comprehensive classification results for the GLVQ model are presented in Table 12:

Table 12: GLVQ Classification Report for Dataset 3

precision recall f1-score support
0.0 0.96 1.00 0.98 269
1.0 1.00 0.65 0.78 31
macro avg 0.98 0.82 0.88 300
weighted avg 0.96 0.96 0.96 300

5.3.2 Rule Extraction

Random Forest
Figure 16 illustrates the decision-making process for a single tree from the random forest.

Figure 16: Decision making visualization for a decision tree in the forest ML.LOG
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Decision Tree
Figure 17 illustrates the decision-making process within the decision tree model.

Figure 17: Decision making visualization for a decision tree in ML.LOG.

KNN
Figure 18 represent the labeling of the dataset by the K-Nearest Neighbors model.

Figure 18: 3D visualization of labels assigned by KNN in ML.LOG.

GLVQ
Figure 19 shows the labeling of the dataset by the Generalized Learning Vector Quantization model.
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Figure 19: 3D visualization of labels assigned by GLVQ in ML.LOG.

5.4 Model Comparison
In this section, we delve deeper into the comparison of the machine learning models applied to the
three datasets. The models’ performance is evaluated based on key metrics such as F1 score, recall,
and accuracy, which provide a quantitative measure of their effectiveness.

The Random Forest algorithm, with varying hyperparameters, demonstrated optimal performance
across the datasets. For the first dataset, the model achieved perfect accuracy with hyperparameters
such as n estimators: 50, max depth: 5, max leaf nodes: 10, min samples split: 5, min samples leaf:
1, max features: ’sqrt’, and bootstrap: true. This indicates a perfect fit of the model to the data,
suggesting that the Random Forest algorithm was able to capture the underlying patterns in the data
effectively.

In contrast, for the third dataset, the optimal parameters for the Random Forest algorithm were slightly
different, with n estimators: 100, max depth: 5, max leaf nodes: 2, min samples split: 2, min samples
leaf: 1, max features: ’sqrt’, bootstrap: 1. This variation in optimal hyperparameters across datasets
highlights the adaptability of the Random Forest algorithm to different data characteristics. It suggests
that the algorithm can adjust its complexity based on the structure of the data, which is a desirable
property in machine learning models.

Despite these differences in hyperparameters, the Random Forest algorithm consistently demonstrated
high performance across all datasets. This underscores its robustness and versatility in analyzing
adaptive business process logs, making it a reliable choice for this type of analysis.

However, it’s important to note that while the Random Forest algorithm performed well in these
instances, it may not always be the best choice for every dataset or problem. Other machine learning
models could potentially yield better results depending on the specific characteristics of the data and
the problem at hand. Therefore, it’s crucial to consider a variety of models when conducting machine
learning analysis.

Future work should consider exploring other machine learning models and evaluation metrics to pro-
vide a more comprehensive comparison and understanding of their performance in the context of
adaptive business process log analysis. This could include models like Support Vector Machines, or
Neural Networks, each of which has its own strengths and may perform differently on these datasets.
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Additionally, other evaluation metrics such as precision, ROC AUC, or log loss could be considered
to provide different perspectives on model performance.
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6 Discussion

The analysis of adaptive business process logs using machine learning models has yielded significant
insights. The application of four different models, namely GLVQ, KNN, Decision Trees, and Random
Forest, has allowed for a comprehensive exploration of the data. The performance of these models
was evaluated using various metrics, including F1 score, recall, and accuracy, providing a quantitative
measure of their effectiveness.

6.1 Interpretation of Results

The results obtained from the analysis of the adaptive business process logs were detailed and varied
across the different models. For instance, the Random Forest algorithm demonstrated optimal perfor-
mance with hyperparameters such as n estimators: 50, max depth: 5, max leaf nodes: 10, min samples
split: 5, min samples leaf: 1, max features: ’sqrt’, and bootstrap: true. The corresponding accuracies
for the train and test datasets were both 1.000, indicating a perfect fit of the model to the data.

Upon careful analysis of Figure 16, it becomes apparent that the ”extracted” rule is indeed correct,
aligning well with the expected behavior. Likewise, Figure 17 illustrates another precise extracted
rule. However, it is important to highlight that during this process, additional trees with a greater
number of nodes were discovered 3. While these trees also exhibited (almost) perfect accuracy, the
extra nodes lacked significance and instead represented random correlations that were identified.

Extrapolating rules from KNN is a challenging task; however, ML.LOG provides the capability to
visualize the labels assigned by KNN. Upon examining 18, it is observed that KNN recognizes the
importance of C#duration, revealing an invisible yet distinct boundary at approximately 575. Con-
sequently, this enables us to ”extract” the presence of a rule associated with this Key Performance
Indicator (KPI) and the corresponding threshold value.

Similar to KNN, GLVQ exhibits a comparable pattern, as demonstrated in 19. Despite this being a
relatively simple setup and dataset, it is noteworthy that all techniques showcased remarkably high
accuracy.

In the context of the feature plotting for KNN and LVQ, it is worth mentioning that the features to
be shown in the plots were not selected manually. Instead, these features were automatically chosen
through the application of a Gradient Boosting Classifier. The process resulted in the identification of
the determining feature for the labels in both Dataset 1 and Dataset 3. However, in the case of Dataset
2, different features were selected.

This is due to the fact that a nearly 1:1 relationship was observed between the ”End@duration” and
the rule itself. This correlation arises due to the design of the dataset, where the duration of each
event was generated following a normal distribution with a mean of 500 and a standard deviation of
50. Consequently, the majority of instances will demonstrate a total duration of approximately 1000
in the absence of event C being skipped. If event C is skipped, the total duration tends towards 575,
though it may extend up to around 700, which is equivalent to four standard deviations above the
mean. This can also be seen in the case of the Random Forest model, specifically Figure 10.

This results in a high degree of accuracy, suggesting a causal relationship originating from the rule, as
opposed to the rule itself being the principal determinant. This insight necessitates further exploration
to more accurately distinguish between correlation and causation in the observed relationship.
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6.2 Contributions and Limitations
This study contributes to the field of adaptive business process analysis and machine learning by
providing a tool that can help organizations better understand and optimize their business processes.
The research has demonstrated the potential of machine learning models in identifying patterns or
rules within adaptive business process logs, thereby providing valuable insights into the underlying
business processes.

However, there are several limitations to this study. The research is based on the analysis of adaptive
business process logs generated by the > NEXT(LOG)program, and the findings may not be gener-
alizable to other types of business process logs or to logs generated by different programs. While
the study compared the performance of four different machine learning models, there are many other
models that could potentially be used for this task. The results of this study may not be applicable to
these other models. The evaluation of the models’ performance is based on specific metrics such as
F1 score, recall, and accuracy. These metrics may not capture all aspects of a model’s performance,
and other metrics could potentially yield different results.
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7 Conclusion

7.1 Summary of the Research

The research conducted in this study aimed to explore the potential of machine learning techniques in
identifying correlations within adaptive business process logs. The study employed a novel method-
ology, utilizing algorithms such as Generalized Learning Vector Quantization (GLVQ), K-Nearest
Neighbors (KNN), Decision Trees, and Random Forests to analyze the data. The results were eval-
uated based on performance metrics such as F1 score, recall, and accuracy, providing a quantitative
measure of the effectiveness of the models 5.

The analysis was conducted on three distinct datasets, each representing a unique set of adaptive
business processes. The rules extracted from the best-performing model provided valuable insights
into the underlying business processes, revealing correlations within the adaptive business process
logs 5.

In conclusion, the research presented in this study has demonstrated the potential of machine learning
techniques in the analysis of adaptive business process logs. Despite the limitations, the findings are
anticipated to spur additional research and advancements in the field of adaptive business process
analysis. Future work should consider the limitations identified in this study and explore the use of
other machine learning models and evaluation metrics.

7.2 Auxiliary Information

Division of Tasks

I was the only student who was formally responsible for this project, so there were no division
of tasks. Although, do note, Dyllan and I shared code/ideas throughout, and eventually combined
> NEXT(LOG) and ML.LOG into one program.

Deliverables

• The final BSc thesis.

• Software source code (and/or a compiled program).

• Final presentation.

All will be emailed to Arash, but nonetheless, can also be found here.

Grading

• Scientific quality of research and technical contribution: 40%.

• Project management and interpersonal skills: 20%.

• Final presentation: 20%.

• Report/Thesis: 20%.

https://drive.google.com/drive/folders/1fIE7GMAhD8kVXamJtTQIEpRqCuC5IiOz?usp=sharing
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Appendices

The purpose of this section is to offer a more visual look at the ML.LOG program.

Figure 20: Home Page
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Figure 21: Select Model Page

Figure 22: Results Page
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Figure 23: Load & Test Model Page

Figure 24: Info Page
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Figure 25: Settings Page
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