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Abstract

This thesis explores the unique properties of the classical Kepler problem, including
Bertrand’s theorem [Ber73], the connection between Kepler and harmonic oscillator poten-
tials [Boh11], and the existence of an additional conserved quantity — the Laplace-Runge-
Lenz (LRL) vector. The role of symmetries in this context is explored. Then a comprehen-
sive proof of Moser’s construction [Mos70], establishing the correspondence between non-
constant geodesics on an n-dimensional sphere and Kepler orbits with negative energies in
n-dimensions, is presented. This construction demonstrates that the Kepler problem has a
larger symmetry group compared to an arbitrary central potential. The relativistic correc-
tions to two-body problems, which generically induce perihelion precession, are then inves-
tigated. Notably, a specific relativistic system involving an extremal test particle near an
oppositely charged extremal Einstein-Maxwell-dilaton black hole does not exhibit perihelion
precession [Nee+23]. However, this phenomenon is limited to a specific value of the dilaton
coupling constant, specifically a =

√
3. A generalized theorem based on this construction is

established, followed by an examination of cases where a ̸=
√
3. It was shown that away from

a =
√
3, the test-particle orbits correspond to the orbits of a perturbed Kepler problem.
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Chapter 1

Introduction

The Kepler problem, which involves the motion of two nonrelativistic bodies in a gravitational
field, is one of the most thoroughly investigated problems of classical mechanics. In this classical
scenario, it is well-known that the orbits are conic sections. However, there are also less known
facts about this problem which we will examine in this thesis. For example, Bertrand’s Theorem
[Ber73] states that the Kepler 1/r potential and the harmonic oscillator r2 potential are the only
ones whose bounded orbits are closed. In fact, in two dimensions, these two potentials can be
regarded as describing the same problem — this connection goes via Bohlin transformations
[Boh11]. The Kepler potential also has an additional conserved quantity — the Laplace-Runge-
Lenz (LRL) vector — which other central potentials do not have. It encodes information about
the eccentricity and orientation of the orbits. Noether’s Theorem then suggests that the Ke-
pler potential should have an additional symmetry as compared to generic central potentials
whose symmetry group is SO(3) — the group of rotations in three dimensions. However, this
additional symmetry is not obvious from just looking at the potential. For this reason, it is
often referred to as a hidden symmetry. There is a fascinating connection between the Kepler
orbits with negative energy and a higher-dimensional geometric model [Mos70], which unveils
this hidden symmetry. Namely, this construction reduces the negative energy Kepler orbits in
n-dimensions to the free motion (geodesic motion) on an n-dimensional sphere. Hence it fol-
lows that the symmetry group for negative energy orbits — the set of operations which carry
negative energy solutions to the problem to other such solutions — of the n-dimensional Kepler
problem is SO(n + 1), the group of rotations in (n + 1)-dimensional space. In particular, in
three dimensions this symmetry group is SO(4), which is larger than the symmetry group of a
generic central potential.

After closely examining the classical Kepler problem we will analyze the relativistic correc-
tions to two specific two-body problems. We will show that those induce perihelion precession.
Remarkably, a recent paper [Nee+23] shows that there are relativistic systems whose bounded
orbits nevertheless are elliptical and hence the perihelion doesn’t process. Concretely, it was
shown that, for a specific value of a coupling constant (a =

√
3), the orbits of an extremal test

particle in the background of oppositely charged extremal Einstein-Maxwell-dilaton black hole
correspond to classical Kepler orbits. The research objective of this thesis is to investigate what
happens when a ̸=

√
3.

This thesis is structured as follows. In chapter 2 and chapter 3, we will study the distinct
properties of the Kepler potential. We will see that some of them are consequences of the large
symmetry group of the Kepler problem. We will display this symmetry in chapter 5 where, fol-
lowing [Mos70], we provide a comprehensive proof that nonconstant geodesics on Sn corresponds
to Kepler orbits with negative energies. However, this construction uses significant mathemat-
ical machinery such as differential and symplectic geometry — we will introduce the necessary
prerequisites in chapter 4. After displaying the remarkable properties of the classical Kepler
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Chapter 1

problem, we will give a physical intermezzo on relativistic corrections in chapter 6. These will
serve as a prelude to the final chapter in which we present a result from [Nee+23]. In the last
section, we attempt to extend the existing result.

This is a Physics-Mathematics double bachelor thesis. Purposefully, the topic of this thesis
lies at the intersection of these two subjects. Nevertheless, one can regard chapters 2, 3, 6 and
7 to belong to the physics part of the thesis while chapters 2, 3, 4, 5 and 7 to belong to the
mathematics part.
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Chapter 2

The Classical Kepler Problem and
Its Conserved Quantities

In this chapter, we will give a Newtonian treatment of the Kepler Problem in three dimensions,
i.e. the problem of finding the trajectories of two gravitationally interacting bodies. More
mathematically, we want to solve

m1ẍ1 = − Gm1m2

∥x1 − x2∥3
(x1 − x2)

m2ẍ2 = − Gm1m2

∥x1 − x2∥3
(x2 − x1)

for x1(t),x2(t) ∈ R3. Up to a point our argument works for any force generated by a central
potential V (∥x1 − x2∥) — a potential that only depends on the separation of particles. We
will make this explicit by first treating this more general case and only when necessary we will
specify that V = − Gm1m2

∥x1−x2∥ . Our treatment is based on the ones given in [Ton13], [Ser23b] and

[Bae08].

2.1 Two Body Problem in a Central Potential

The general two-body problem in a shared central potential is to find the trajectories
x1(t),x2(t) ∈ R3 obeying

m1ẍ1 = −∂V (∥x1 − x2∥)
∂x1

m2ẍ2 = −∂V (∥x1 − x2∥)
∂x2

.

We can simplify this problem by decomposing the motion into the motion of the centre of mass
and the motion of a particle in a stationary potential. First, the center of mass is given by

xCoM =
1

M
(m1x1 +m2x2),

where M = m1 + m2 is the total mass. To recover the x1,x2 from xCoM we need another
quantity that is independent of xCoM . A reasonable choice is x := x1 − x2. Let’s also define
r := ∥x∥. Now, the center of mass is stationary as

ẍCoM =
1

M
(m1ẍ1 +m2ẍ2) = − 1

M

(
∂V (r)

∂x1
+
∂V (r)

∂x2

)
= 0,

while the separation vector x satisfies

ẍ = ẍ1 − ẍ2 = − 1

m1

∂V (r)

∂x1
+

1

m2

∂V (r)

∂x2
= −m2 +m1

m1m2

∂V (r)

∂x
.
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Both equations follow from

∂V (r)

∂x1
=
∂V (r)

∂r

∂r

∂x1
=
∂V (r)

∂r

x1 − x2

r
=
∂V (r)

∂r

∂r

∂x
=
∂V (r)

∂x

and

∂V (r)

∂x2
=
∂V (r)

∂r

∂r

∂x2
=
∂V (r)

∂r

x2 − x1

r
= −∂V (r)

∂x
.

By solving the two equations

ẍCoM = 0

m1m2

m1 +m2
ẍ = −∂V (r)

∂x
,

we can solve the original problem since

x1 = xCoM +
m2

M
x and x2 = xCoM − m1

M
x.

The solution to ẍCoM = 0 is straightforward to find, no ”twists” or ”turns” needed. Thus, we
effectively reduced our six-dimensional problem to a three-dimensional one — finding x. A key
observation at this point is thatM ẋCoM is the total momentum of our system. What allowed us
to reduce the complexity of our problem is precisely the conservation of momentum. This ele-
mentary result already shows why it is important to study conserved quantities of a given system.

Moving forward, let us examine

µẍ = −∂V (r)

∂x
= −∂V (r)

∂r
x̂, (2.1)

where we introduced the reduced mass µ = m1m2/(m1 + m2) and the unit vector x̂ = x/r.
The above equation tells us that we can forget the definition of x and treat it as the position
of a particle of mass µ moving in a central potential. This is still a non-trivial equation but
fortunately, conservation laws again come to our rescue. Namely, the angular momentum L =
µx× ẋ is conserved since

L̇ = µ ẋ× ẋ︸ ︷︷ ︸
=0

+µx× ẍ = −µx× ∂V (r)

∂r
x̂ = 0.

By the properties of cross product, both x and ẋ are perpendicular to L ∝ x× ẋ. Constancy of
L then implies that x and ẋ lie in a plane perpendicular to L. Picking a coordinate system with
z-axis along L allows us to treat x as a two-dimensional vector in the xy-plane. In particular,
we can represent it in polar coordinates as

x =

r cos θr sin θ
0

 .
Differentiation rules together with equation (2.1) give us that r and θ obey

µ(r̈ cos(θ)− 2ṙθ̇ sin(θ)− rθ̈ sin(θ)− rθ̇2 cos(θ)) = −∂V (r)

∂r
cos(θ)

µ(r̈ sin(θ) + 2ṙθ̇ cos(θ) + rθ̈ cos(θ)− rθ̇2 sin(θ)) = −∂V (r)

∂r
sin(θ)

(2.2)
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Multiplying the first equation by sin(θ) and the second by cos(θ) gives

µ(r̈ cos(θ) sin(θ)− 2ṙθ̇ sin2(θ)− rθ̈ sin2(θ)− rθ̇2 sin(θ) cos(θ)) = −∂V (r)

∂r
cos(θ) sin(θ)

µ(r̈ sin(θ) cos(θ) + 2ṙθ̇ cos2(θ) + rθ̈ cos2(θ)− rθ̇2 sin(θ) cos(θ)) = −∂V (r)

∂r
sin(θ) cos(θ).

Subtracting the first from the second yields

0 = 2µṙθ̇ + µθ̈ =
1

r

d

dt
(µr2θ̇).

The conserved quantity ℓ := µr2θ̇ is nothing but the magnitude of angular momentum

L = µx× ẋ = µ

r cos(θ)r sin(θ)
0

×

ṙ cos(θ)− rθ̇ sin(θ)

ṙ sin(θ) + rθ̇ cos(θ)
0

 = µr2θ̇

00
1

 .
Multiplying the first equation in (2.2) by cos(θ) and the second by sin(θ) and adding the results
gives

µr̈ − µrθ̇2 = −∂V (r)

∂r
. (2.3)

A moment of reflection reveals that to go from a 3D to a 2D problem we only used the direction
of L. This suggests that we can squeeze more out of the conservation of angular momentum.
Indeed, substituting θ̇ = ℓ/µr2 into equation (2.3) gives

µr̈ =
ℓ2

µr3
− ∂V (r)

∂r
= − ∂

∂r

(
V (r) +

ℓ2

2µr2

)
Therefore conservation of the magnitude of L further reduces our problem to the motion of a
one-dimensional particle in the effective potential

Veff(r) := V (r) +
ℓ2

2µr2
.

2.2 The Kepler Problem

To make further progress, we specialize to the Kepler potential

V (r) = −µk
r

with k = G(m1 +m2). Therefore our problem is to find solutions to

r̈ =
ℓ2

µ2r3
− k

r2
.

Let us pursue the generally good idea to first identify the stationary solutions. Using the ansatz
ṙstat = 0 and ℓ = r2statθ̇stat gives us that

rstat =
ℓ2

µ2k
θ̇stat =

k2µ4

ℓ3

is the only stationary solution. This is clearly a circle traversed with constant speed. Another
simple solution of interest is when ℓ = 0 which in 3D Cartesian coordinates corresponds to x
and ẋ being parallel. Qualitatively, we see that this is a collision orbit with the angle θ being
constant and r rapidly decreasing to 0.
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To tackle the general case with ℓ ̸= 0, we use the remarkable fact that in the case of the
inverse square law, there exists another conserved vector quantity. It is the Laplace-Runge-Lenz
(LRL) vector defined by

A = µẋ× L− µ2k

∥x∥
x.

To check that it is conserved we take its time derivative

Ȧ = µ2ẍ× (x× ẋ) + µẋ× L̇− µ2k

∥x∥
ẋ+

µ2k

(x · ẋ)
∥x∥3x.

We can simplify this expression by using the vector identity a× (b× c) = (c · a)b− (b · a)c and
that L is conserved. This yields

Ȧ = µ2(ẍ · ẋ)x− µ2(ẍ · x)ẋ− µ2k

∥x∥
ẋ+

µ2k(x · ẋ)
∥x∥3

x.

Finally, using the equation of motion (2.1) we get

Ȧ = − kµ2

∥x∥3
(x · ẋ)x+

kµ2

∥x∥3
(x · x)ẋ− kµ2

∥x∥
ẋ+

kµ2(x · ẋ)
∥x∥3

x = 0

thus A is conserved. Before we leverage the conservation of A to solve the Kepler problem, we
will compute the norm of A. It is

∥A∥2 = µ2∥ẋ× L∥2 + k2µ4

∥x∥2
∥x∥2 − 2kµ3

∥x∥
x · (ẋ× L)

= µ2((ẋ× L)× ẋ) · L+ k2µ4 − 2kµ3

∥x∥
L · (x× ẋ)

= µ2∥ẋ∥2ℓ2 + k2µ4 − 2kµ2

∥x∥
ℓ2

= 2µℓ2

(
µ∥ẋ∥2

2
− kµ

∥x∥

)
+ k2µ4

= 2µℓ2E + k2µ4,

where E is the total energy of our particle. Accidentally, we can deduce from the conservation of
A and L and the above expression that the total energy E is also a conserved quantity — albeit
not independent of A and L. Moreover, all of the components of A and L are not independent
either since

A · L = µ(ẋ× L) · L− kµ2

∥x∥
x · L = 0.

Thus A lies in the plane orthogonal to L and we have 5 independent conserved quantities.

Now recall that when we transformed to polar coordinates we didn’t specify the direction
of the x-axis. We can use this freedom to postulate that A points in the positive x-direction.
With this choice, we have that

A · x = ∥A∥r cos(θ) and A · x = m(ẋ× L) · x− kµ2∥x∥.

Combining the two equations and permuting the triple product yields

∥A∥r cos(θ) = ℓ2 − kµ2r.
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Therefore r as a function θ is

r(θ) =

ℓ
kµ2

∥A∥
kµ2 cos(θ) + 1

, (2.4)

which we recognize as an equation for a conic section with eccentricity

e =
∥A∥
kµ2

. (2.5)

Note that when we specified the x-axis we implicitly assumed that A ̸= 0. However, we see that
the solution r(θ) is still valid in this case and reduces to the previously found circular stationary
solution so all is well. It is possible to find an explicit time parametrization of all solutions
but we will not pursue this. We already derived Kepler’s first law — the shapes of orbits
— from Newtonian mechanics. Finally, we can use our results (2.4), (2.5) to give a physical
interpretation of the LRL vector. Namely, observe that the perihelion of the orbit occurs when
θ = 0. Since in the chosen coordinates θ measures the angle from the LRL vector, the LRL
vector points towards the perihelion. Moreover, its magnitude determines the eccentricity of the
orbit. Therefore, the conservation of the LRL vector means that the perihelion does not precess
and the eccentricity of the orbit remains constant. A pictorial representation of these facts can
be seen in Figure 2.1.

Figure 2.1: The vectors µẋ, L, and A at three positions in an elliptical orbit. The Laplace-
Runge-Lenz vector A always points in the direction of x-axis with a magnitude kµ2e where e is
the eccentricity of the orbit. The image was adapted from [GSP14].

Let’s reflect on what we did in the previous paragraphs. We started with a two-body problem
for an arbitrary central potential. We then used the conservation of angular momentum to show
that the motion is constrained to a plane and can be regarded as the motion of a one-dimensional
particle in an effective potential. At this point, we specified the potential to be the gravitational
one which enjoys an additional conserved quantity — the LRL vector. The conservation of the
LRL vector allowed us to quickly derive the shape of the orbits. In the next section, we will see
that the Kepler potential is the only one for which an LRL-type vector is conserved.
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2.3 Another Look at the Laplace-Runge-Lenz Vector

Recall that we defined the LRL vector by

A = µẋ× L− µ2k

r
x.

We can rewrite this expression and make it more amendable to a generalization. Namely, observe
that

A = µẋ× L+ µV (r)x.

This definition can immediately be applied to any central potential V (r). Let us check for which
potentials this LRL-type vector is conserved. Supposing that Ȧ = 0 for all trajectories, we get

0 = µẍ× L+ µẋ× L̇+ µV (r)ẋ+ µ
∂V (r)

∂r

(x · ẋ)
r

x = −∂V (r)

∂r

x

r
× L+ µV (r)ẋ+ µ

∂V (r)

∂r

(x · ẋ)
r

x,

where we used that for central potentials, L is conserved. Using the definition of L and cross
product properties, we further get

0 = −µ∂V (r)

∂r

x

r
× (x× ẋ) + µV (r)ẋ+ µ

∂V (r)

∂r

(x · ẋ)
r

x

= −µ∂V (r)

∂r

1

r
((x · ẋ)x− (x · x)ẋ) + µV (r)ẋ+ µ

∂V (r)

∂r

(x · ẋ)
r

x

= µ

(
r
∂V (r)

∂r
+ V (r)

)
ẋ.

Since this must hold for trajectories and in particular for all initial conditions, we must have
that

r
∂V (r)

∂r
+ V (r) = 0 ⇒ ∂V (r)

∂r
= −1

r
V (r).

The unique solution to this differential equation is V (r) = −k
r for any k ∈ R. Therefore we see

that Kepler potential is the unique central potential for which the LRL-type vector is conserved!
The fact that Kepler potential has this additional conserved quantity is closely related to the
fact that its symmetry group is SO(4) — rotations in 4D — as opposed to the smaller symmetry
group SO(3) —rotations in 3D—of a generic central potential. In the next section, we will show
how conservation laws can be derived from symmetries. This will prepare the stage for our
analysis of the symmetry group of the Kepler problem that will explain its additional conserved
quantity.

2.4 Symmetries and Conservation Laws of Central Potentials

It was a great achievement of 20th-century physics to bring to light the intimate connection be-
tween symmetries and conservation laws. This was accomplished with the celebrated Noether’s
theorem which (roughly) states that for any continuous symmetry of the Lagrangian of a sys-
tem, there is a corresponding quantity conserved in time. In what follows we will give arguments
based on Newtonian mechanics to display this general phenomenon in a few special cases.

First, we need to clarify what we mean by a symmetry of a physical system. To do this, let us
first examine what statements like ”circles have rotational symmetry” mean and then generalize
this notion. We say that a circle has rotational symmetry because if I show you a circle and ask
you to close your eyes, then after opening your eyes you cannot tell if I rotated the circle or kept
it fixed. Thus a symmetry of an object is a transformation that keeps all of its essential features
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intact. Analogously, imagine that you are closed in an elevator in deep space. If I move the
elevator to some other location while you are asleep then after you wake up you cannot tell if it
was moved. In other words, the outcomes of all the experiments you can do in your elevator will
be the same regardless of whether I move the elevator or not. Since the evolution of physical
systems and hence outcomes of experiments are described by differential equations, we say that
a transformation of a physical system is its symmetry if it carries solutions to the underlying
equations to other solutions. With this definition, we will examine a specific class of symmetries
— the Newtonian continuous symmetries.

Consider a general Newtonian system of n-particles moving in an arbitrary shared potential
V (x1, ...,xn). The equations of motion are then

miẍi = −∂V (x1, ...,xn)

∂xi
(2.6)

for i = 1, .., n, where xi ∈ R3 indicates the position of i-th particle. By a family of Newtonian
continuous symmetries of such a system, we mean a family of symmetries Tα : R3 → R3 indexed
by α ∈ R such that for all xi ∈ R3 and α ∈ R the following properties are satisfied

1. T0 = idR3

2. V (Tα(x1), ..., Tα(xn)) = V (x1, ...,xn).

In this section, we will abbreviate Newtonian continuous symmetries to symmetries. We will
also say that a system is invariant under some transformations if those transformations are
symmetries of this system. Equipped with this definition let us examine some examples of the
connection between symmetries and conservation laws.

Translation symmetry Fix v ∈ R3 and suppose Tα(xi) = xi + αv is a symmetry. It follows
that

V (x1, ...,xn) = V (x1 + αv, ...,xn + αv)

for all xi ∈ R3 and α ∈ R. Taking the partial derivative with respect to α of both sides and
evaluating at 0 gives

∂

∂α

∣∣∣∣
α=0

V (x1 + αv, ...,xn + αv) =
∂

∂α

∣∣∣∣
α=0

V (x1, ...,xn) = 0

and so

0 =
∂

∂α

∣∣∣∣
α=0

V (x1 + αv, ...,xn + αv) =

n∑
i=1

∂V (x1, ...,xn)

∂xi
· ∂(xi + αv)

∂α

∣∣∣∣
s=0

= v ·
n∑

i=1

∂V (x1, ...,xn)

∂xi
.

The above computation shows that the component of the total momentum along v is conserved
since

d

dt
(v ·P) = v · d

dt

n∑
i

pi = v ·
n∑
i

ṗi = −v ·
n∑
i

∂V (x1, ...,xn)

∂xi
= 0.

Note that if a system has translation symmetry along three linearly independent axes then the
total momentum P is conserved.

11
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Rotational symmetry For the second example, suppose that Tθ(xi) = R(θ)xi is a symmetry
where

R(θ) :=

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1


is rotation around z-axis by angle θ. We follow the same strategy as before. First we observe
that

V (x1, ...,xn) = V (R(θ)x1, ..., R(θ)xn)

implies that

∂

∂θ

∣∣∣∣
θ=0

V (R(θ)x1, ..., R(θ)xn) =
∂

∂θ

∣∣∣∣
θ=0

V (x1, ...,xn) = 0.

Applying the chain rule to compute the partial derivative then gives

0 =
∂

∂θ

∣∣∣∣
θ=0

V (R(θ)x1, ..., R(θ)xn) =
n∑

i=1

∂V (x1, ...,xn)

∂xi
· ∂R(θ)xi

∂θ

∣∣∣∣
θ=0

. (2.7)

The coordinate representation of ∂R(θ)xi

∂θ

∣∣
θ=0

is

∂R(θ)xi

∂θ

∣∣∣∣
θ=0

=
∂

∂θ

∣∣∣∣
θ=0

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

xi1xi2
xi3

 =
∂

∂θ

∣∣∣∣
θ=0

cos(θ)xi1 − sin(θ)xi2
cos(θ)xi2 + sin(θ)xi1

0

 =

−xi2xi1
0

 .
Applying this to equation (2.7) yields

n∑
i=1

(
xi1

∂V (x1, ..., xn, t)

∂xi2
− xi2

∂V (x1, ..., xn, t)

∂xi1

)
= 0.

This equation implies that the z component of the total angular momentum is conserved as

d

dt
(L · ẑ) = d

dt

n∑
i=1

mi(xi1ẋi2 − xi2ẋi1) =

n∑
i=1

mi(xi1ẍi2 − xi2ẍi1) = −
n∑

i=1

(
xi1

∂V

∂xi2
− xi2

∂V

∂xi1

)
= 0.

For a rotation around an arbitrary axis n̂ we can first orient our coordinate system so that n̂
points in the positive z-axis and then use the above argument to conclude that L ·n̂ is conserved.
Similarly to momentum, if a system is rotationally invariant for three linearly independent ro-
tation axes we can conclude that the total angular momentum L is conserved.

After these general considerations let us apply them to our initial problem of finding the
trajectories of two particles in a shared potential V (∥x1 − x2∥). In this case, Newton’s equa-
tions are invariant under both translation by a constant vector and rotations by a fixed angle.
Thus, these transformations are symmetries in the general sense. Moreover, the separation vec-
tor x1 − x2 is invariant under all space translations, therefore our system enjoys conservation
of total momentum. Finally, because V only depends on the length of the separation vector
it is invariant under rotations about any axis. Therefore the total angular momentum of our
two-body system is conserved. More generally, the same argument shows that in a n-particle
system whose shared potential only depends on the separation of particles the total momentum
and total angular momentum are conserved.

In this section, we investigated a particular class of symmetries — those that preserve the
potential energy — and their connection with conservation laws. The conservation of the LRL
vector for the Kepler potential suggests that this system has more symmetry than a generic
central potential. However, it is not a symmetry of the kind we investigated in this section. For
this reason, this symmetry of the Kepler problem is often referred to as a hidden symmetry. In
chapter 5, we will show a particularly elegant approach that brings it to light.
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Chapter 3

Exploring the Distinctive Attributes
of the Kepler Potential

This chapter will display some of the features that make the Kepler potential unique. Namely,
we will discuss Bertrand’s, Bohlin’s and Henon’s Theorems. This will motivate our study in the
subsequent chapter that shows that the symmetry group of the Kepler potential is larger than
that of an arbitrary central potential which will explain the existence of an additional conserved
quantity — the LRL vector. This larger symmetry group also explain the degeneracy of energy
levels of hydrogen which we also hint at.

3.1 Bertrand’s and Henon’s Theorems

It was already Newton who showed in his seminal Principia [New87] that there are two central
power-law potentials with the property that all their bounded orbits are closed. These are the
familiar 1/r Kepler potential and the r2 harmonic oscillator potential. It was not until 1873 that
Joseph Bertrand proved what we now call Bertrand’s Theorem [Ber73] which states that these
are the only central power-law potentials with this property. The strategy used by Bertrand to
prove this statement was first to note that any central potential admits a circular orbit. Namely,
when the centripetal force exactly matches the central force. He then proceeded by analyzing
the perturbations of these solutions and derived the necessary and sufficient conditions for the
perturbed solutions to also close. This is the main idea of the proof. A rigorous proof does
not bring much more physical insight so we refer the interested reader to see [LMS23] for more
details. The significance of Bertrand’s Theorem is that it implies that the Kepler potential is
unique in that it is the simplest reasonable gravitational potential. It is the simplest because
it is a power-law potential. It is the only reasonable among those because Bertrand’s Theorem
gives us that only it and the r2 potential have all their bounded orbits close, but the r2 potential
does not decay at infinity leaving us with 1/r Kepler potential.

Another consequence of Bertrand’s Theorem is that for Kepler and harmonic potentials, the
perihelion of orbits does not precess. There are results that quantify the amount of precession for
arbitrary power-law central potentials. For example, a special case of Henon’s Theorem [Hén77]
— proved only in 1977 — relates the change in the perihelion angle, the change in the period
at constant energy to angular momentum, energy and the exponent of the potential. While we
will not concern ourselves with the details of this theorem — see [DJ22] for an exposition —
we want to observe that Henon’s Theorem is a relatively recent result which makes Bertrand’s
Theorem more quantitative. Both Bertrand’s and Henon’s Theorem hint at the fact that there
is some connection between Kepler and harmonic potentials. In the next section, we will see
that in a sense the harmonic oscillator orbits are square roots of Kepler orbits.

13
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3.2 Bohlin Transformations and Dual Forces

It is a great surprise that the motion of a body in a gravitational field is closely related to the
motion of a bob on a spring. It was Newton who first noticed the duality between those two
forces. He also observed that similar relationships hold for other pairs of power-law forces. The
duality between Kepler and harmonic potential was later rediscovered by Bohlin [Boh11], while
Arnold in [Arn90] generalized the proof to other power-laws which were then called dual forces.
Our exposition of these ideas is based on [HJ00; Sag12].

We have shown in chapter 2 that for any central potential, the angular momentum is con-
served. Consequently, we can restrict the motion to a plane. The ”trick” in the aforementioned
theorems is to interpret planar motion as happening in the complex plane. Let us see this trick
in action by first displaying (and defining) the duality between the harmonic oscillator and Ke-
pler potentials — the generalization will then follow readily. To avoid case distinction in the
theorem, we use the convention that in the collision orbits in the Kepler problem the moving
body bounces off the singularity at the origin. Thus the collision trajectory is a half-line. With
this convention, we have the following theorem:

Theorem. (Bohlin Theorem) Suppose w : I → C follows Hooke’s law, i.e.

d2w

dt2
= − k

m
w.

Then the transformed trajectory z(τ) = w(t(τ))2 follows the inverse square law

d2z

dτ2
= −4Ew

m

z

|z|3
,

with Ew = m
2 |w

′(0)|2 + k
2 |w(0)|

2 and the parameters t, τ being implicitly related by

dτ(t)

dt
= |w(t)|2.

Before diving into a proof let us give the motivation behind the specified parametrization of
w(t)2. This reparametrization is necessary because while merely squaring an orbit of a harmonic
oscillator does give a trajectory of the right shape, we also need to ensure that angular momentum
is conserved. Since the motion is planar we only need to look at the z-component of L. Writing
a complex number z ∈ C as z = x + iy, we have that x = (z + z̄)/2 and y = (z − z̄)/2i. This
allows us to write

Lz = m(xẏ − yẋ) =
m

4i
((z + z̄)(ż − ˙̄z)− (z − z̄)(ż + ˙̄z)) =

m

2i
(żz̄ − z ˙̄z) .

Therefore imposing the conservation of Lz for both w(t) and z(τ), and applying the chain rule
gives us

const. =

(
dw
dt w̄ − w dw̄

dt

)(
dz
dτ z̄ − z dz̄

dτ

) =

(
dw
dt w̄ − w dw̄

dt

)(
2w dw

dτ w̄
2 − 2w2w̄ dw̄

dτ

) =
dτ

dt

1

2ww̄

(
dw
dt w̄ − w dw̄

dt

)(
dw
dt w̄ − w dw̄

dt

) .
Therefore dτ

dt ∝ ∥w∥2. The converse also holds, i.e. dτ
dt = k|w|2 ensures that angular momentum

is conserved. In the theorem, k = 1 was chosen. Now, the proof of the theorem boils down to
applying the chain rule.
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Proof.

d2z

dτ2
=

dt

dτ

d

dt

(
dz

dt

dt

dτ

)
=

1

ww̄

d

dt

(
dw2

dt

1

|w(t(τ))|2

)
=

1

ww̄

d

dt

(
2w(t(τ))

dw(t(τ))

dt

1

w(t(τ))w̄(t(τ))

)
=

2

ww̄

d

dt

(
dw(t(τ))

dt

w̄(t(τ))

)

=
2

ww̄2

d2w(t(τ))

dt2
− 2

ww̄3

dw(t(τ))

dt

dw̄(t(τ))

dt

= − 2k

mw̄2
− 2

ww̄3

dw(t(τ))

dt

dw̄(t(τ))

dt

= − 4

m|w|2

(
m

2w̄2

dw

dt

dw

dt
+
k

2

w

w̄

)
= − 4w2

m|w|6

(
m

2

∣∣∣∣dwdt
∣∣∣∣2 + k

2
|w|2

)
.

The term in parentheses is just the energy of the harmonic oscillator and hence is a constant
and equal to its initial value. Therefore we conclude that

d2z

dτ2
= −4Ew

m

z

|z|3
.

Moreover, it can be shown that with our convention for singular orbits, all solutions to Kepler
problem can be reached from harmonic oscillator solutions in this way. So there is a one-to-one
correspondence of solutions to these problems. Now, the Kepler problem is nonlinear so it is
much harder to solve than the harmonic oscillator. Thus one can use this theorem together with
the properties of w 7→ w2 map to give a simple proof that the orbits of the Kepler problem are
conic sections. Details of these computations can be found in [Sag12; HJ00].

We have shown in chapter 2 that the Kepler problem has an additional conserved quantity
— the LRL vector. The duality between Kepler and the harmonic oscillator suggests there
exists a dual conserved quantity for the harmonic oscillator. This is indeed true, the classical
harmonic oscillator has an additional conserved quantity known as the Fradkin-Jauch-Hill (FJH)
tensor. One can derive the LRL vector by starting from FJH tensor and transforming it using
the w 7→ w2 map — for details see [Sag12]. Finally, as we already mentioned, Bohlin’s theorem
holds for more general pairs of dual forces.

Theorem. (Arnold) Suppose w : I → C solves

d2w

dt2
= −C w

|w|1−a
.

Then the transformed trajectory z(τ) = w(t(τ))β solves

d2z

dτ2
= −C̄ z

|z|1−A
,

where a,A and β satisfy

(a+ 3)(A+ 3) = 4 and β =
a+ 3

2
,
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while the parameters t, τ being implicitly related by

dτ(t)

dt
= |w(t)|2(β−1).

The strategy of the proof is the same as in the particular case. In the next section, we will
collect all the threads and argue about the importance and depth of the Kepler problem.

3.3 The Significance of the Kepler Potential: A Summary

In chapter 2, we have shown that the Kepler potential has an additional conserved quantity
that allows us to quickly derive the shape of orbits. We followed this by giving a brief overview
of the relation between conserved quantities and symmetries. This relation suggests that the
conservation of the LRL vector is a consequence of an additional symmetry of Kepler potential1.
In chapter 5 we will show that the Kepler potential does indeed have additional symmetries.
In this chapter, we have shown that apart from the conservation of the LRL vector, the Kepler
potential has other remarkable properties. Bertrand’s and Henon’s Theorems show that it is the
only reasonable power-law gravitational potential. These theorems also show that it is closely
related to the harmonic oscillator potential. This connection is explained by Bohlin’s Theorem.

All these results show that there is something deep and special about the Kepler potential
and its close cousin harmonic oscillator potential. To support this statement, let us quote a
remark from [Kot11]:

”The two major theories of theoretical physics, general relativity and quantum field theory, are
based, respectively, on geometrization of the 1/r2 gravity law (which appears in the weak field
limit of GR) and quantization of a collection of harmonic oscillators described by Hooke’s law.”

This insightful observation gives us further motivation for studying the symmetries and different
perturbations of the Kepler problem. We will concern ourselves with this in the subsequent
chapters.

1In fact, the same manifests itself in quantum mechanics. Namely, after resolving some ordering issues one
can promote the LRL vector to an operator and show that it commutes with Hamiltonian. One can use this fact
to explain the ”accidental” additional degeneracy of the hydrogen atom spectrum — for details see [Jon98]
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Mathematical Preliminaries

In this chapter, we give a brief overview — mostly without proofs — of the mathematical tools
used in the subsequent chapters. In the first section, we introduce manifolds and how to do
calculus on them. The main references for this section are [Ser23a; Tu10]. However, for our
purpose, a mere manifold is too little. We need to add additional structure to it. In the sec-
ond section, we will introduce metrics and connections. Metrics allow us to talk about lengths
and angles of vectors, while a connection is needed to define geodesics. These two independent
concepts interplay nicely to give rise to a unique connection on a manifold with a metric —
the Riemannian (or Levi-Civita) connection. This section is based on [Tu17]. The subsequent
section introduces a selection of tools from symplectic geometry which is a study of manifolds
with a special two-form. Metrics or connections are not needed in this setting. For more de-
tails, the reader is referred to [Sil01; Ser23b]. In the final section, we will show that symplectic
geometry is a particularly elegant framework for doing classical mechanics, as shown in [Ser23b].

Let us indicate what all these tools are going to be used for. In the next chapter, we will show
that the non-constant geodesics on Sn equipped with the Riemannian connection are in one-to-
one correspondence with solutions of negative energy to the Kepler problem on a particularly
simple symplectic manifold T ∗Rn. By doing so we will show that the symmetry group of negative
energy n-dimensional Kepler orbits is the group of rotations in n+ 1 dimensions.

4.1 Analysis on Manifolds

In this section, we will introduce the concept and properties of manifolds, tangent vectors,
tangent spaces, vector fields and differential forms. We will provide the reader with rigorous
definitions of those. However, we will present them in an informal manner that, hopefully,
highlights the intuition behind these objects. For more details (and proofs) the reader is referred
to [Ser23a; Tu10].

4.1.1 Smooth Manifolds and Tangent Vectors

Let us start with the notion of a topological manifold which is a special kind of topological
space. Topological manifolds allow us to restrict the untamed category of topological space
to something more well-behaved which has some of the nice properties that the space which
surrounds us has — or at least, the properties that we assume the space around us has. The
first of those properties is Hausdorffness. The formal definition is that a topological space X
is Hausdorff if for any distinct points p, q ∈ X there exists open neighbourhoods of p and q
which are disjoint. What this intuitively means is that no matter how closely you zoom in,
you can always distinguish between two points of your space1. The second property is that
topological manifolds look just like Euclidean space if you zoom in close enough — thus the

1This conforms to our classical intuition. However, quantum-mechanically this claim is rather dubious.
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Earth is a topological manifold because, from a human perspective, it looks flat. More formally,
a topological space X is locally Euclidean of dimension n if for any point p ∈ X there exists i)
an open neighbourhood U of p and ii) a homeomorphism ϕ : U → V where V ⊂ Rn is open. The
pair (U, ϕ) is called a chart about p. The final property that is (usually) required of topological
manifolds is second-countability. A topological space X is called second-countable if it admits
a countable basis for its topology. This is a rather technical condition which guarantees the
existence of a partition of unity which is a tool that allows us to piece together locally defined
objects into a global one. Thus we define topological manifolds as follows.

Definition 4.1. A topological manifold of dimension n is a Hausdorff, second-countable
topological space which is locally Euclidean of dimension n.

Since topological manifolds look locally like Euclidean spaces, one might hope that this
already allows us to define differentiability on manifolds. However, to make this definition
consistent we must postulate further requirements. This results in the notion of a smooth
manifold.

Definition 4.2. A smooth manifold is a topological manifold equipped with a maximal atlas.

Where an atlas for a locally Euclidean topological space X is a compatible collection of
charts {(Uα, ϕα)} such that {Uα} cover X. An atlas is called maximal if it contains all charts
that are compatible with all its charts. While a collection of charts {(Uα, ϕα)} on a locally
Euclidean topological space X is compatible if for any α and β

ϕα ◦ ϕ−1
β : ϕβ(Uα ∩ Uβ) → ϕα(Uα ∩ Uβ)

is smooth as a function of Euclidean spaces. Intuitively, what this all means is that a smooth
manifold is a space with a physical atlas full of charts (maps). This atlas has the property that
if you draw a smooth path on one page of the atlas and this page overlaps with another page,
then your path will also be smooth when drawn on the other page.

Example. The prototype of a smooth manifold is Rn equipped with a maximal atlas2 containing
the chart (Rn, idRn).

In what follows, we will only concern ourselves with smooth manifolds and call them simply
manifolds. Moreover, spaces denoted by M,N,P or S are always going to be manifolds. With
this let us formalize the notion of smoothness.

Definition 4.3. Let M and N be manifolds and f : M → Rn, g : Rm → N,h : M → N
functions. Then we say that

1. f is smooth if f ◦ ϕ−1 is smooth for any chart ϕ on M

2. g is smooth if ϕ ◦ g is smooth for any chart ψ on N

3. h is smooth if ψ ◦ g ◦ ϕ−1 is smooth for any charts ψ, ϕ on N and M , respectively.

4. h is a diffeomorphism if h is smooth and it has a smooth inverse.

The space of all smooth functions f :M → R on a manifold M is denoted by C∞(M).

This definition has all the nice properties that one would expect of smooth maps, such as
that smooth maps are closed under composition. Now, the above definition enables us to talk
about smooth curves c : I = (a, b) →M on a smooth manifold. However, it is not immediately
clear how a tangent vector to a curve could be generalized to this setting. The key insight comes

2In fact, one can show that this maximal atlas is unique.
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from closely examining the Euclidean case. Namely, if γ : (a, b) → Rn is a smooth curve and
f : Rn → R is smooth real-valued function, we have that

d

dt
f(c(t)) = γ′(t) · (∇f) = (γ′(t) · ∇)f.

Thus the tangent vector γ′(t) can be thought of as a directional derivative acting on functions.
Using this analogy we can define tangent vectors on smooth manifolds.

Definition 4.4. For any smooth curve c : (a, b) → M we define its tangent vector c′(t) at
c(t) ∈M to be a derivative operator defined by

c′(t)f =
d(f ◦ c)

dt

∣∣∣∣
t

for any smooth function f :M → R. We denote by TpM the vector space of all tangent vectors
at p ∈M .

One might worry that the space TpM of all directional derivatives at a point p of an arbitrary
manifold is intractable. Fortunately, we have the following result.

Theorem 4.1. Let M be an n-dimensional manifold and ϕ : U → V a chart around p ∈ M .
For i = 1, ..., n, define the tangent vectors ∂i|p at p by

∂i|pf :=
∂(f ◦ ϕ−1)

∂xi

∣∣∣∣
ϕ(p)

.

Then {∂i|p} forms a basis for TpM . Consequently, the dimension of TpM coincides with the
dimension of M . Denoting the components of ϕ by (x1, ..., xn), we will sometimes use ∂

∂xi := ∂i.

Having defined tangent vectors, let us proceed and define the derivative of a map
F : M → N . Recall, from multivariable analysis that the (total) derivative of a map f :
Rm → Rn is represented by its Jacobian matrix. Thus at each point x ∈ Rm, the derivative
of f is just a matrix, i.e. a linear map on vectors. This suggests to define the derivative of
F : M → N at a point p ∈ M to be some linear map on tangent vectors to curves through p.
In other words, given a tangent vector c′(t) on M we want to use F to define a tangent vector
on N . Since tangent vectors on N originate from curves on N , a natural choice is to consider
the curve F ◦ c and its tangent vectors. These considerations give a clear motivation for the
following definition.

Definition 4.5. The differential dFp of a smooth map F : M → N at p ∈ M is the linear
map

dFp : TpM → TF (p)N,

defined by

(dFpXp)(h) := (F ◦ c)′(0)h = Xp(h ◦ F )

for h ∈ C∞(N) and c′(0) = Xp ∈ TpM with c(t) : I = (a, b) →M a curve.

Smooth manifolds give rise to such a rigid structure that this somewhat unusual but natural
definition still enjoys the usual properties of derivatives such as the chain rule. Moreover, when
we consider Rn,Rm as manifolds our definition coincides with the familiar Jacobian matrix.

Theorem 4.2. The differential satisfies the chain rule, i.e.

d(G ◦ F )p = dGF (p) ◦ dFp,

where F :M → N,G : N → P are smooth.

Theorem 4.3. By making the canonical identification of TpRn with Rn, the coordinate repre-
sentation of the differential of a smooth map F : Rm → Rn coincides with its Jacobian matrix.

19



Chapter 4

4.1.2 Submanifolds

The goal of this section is to develop theory that will allow us to quickly identify subsets P of
Rn as manifolds and determine the smoothness of maps f : P → Rn, g : Rn → P by looking at
the corresponding extensions f̂ : Rp → Rn, ĝ : Rn → Rp. The notion that we are looking for is
that of a regular submanifold.

Definition 4.6. Let N be an n-dimensional manifold and P ⊂M . We say that P is a regular
submanifold of dimension k (or codimension n − k) if for every p ∈ P there exists a chart
(U, ϕ) on M around p such that

U ∩ P = ϕ−1({x ∈ ϕ(U) | xk+1 = ... = xn = 0}).

Such a chart is called an adapted chart relative to P and we denote by ϕP := πk ◦ ϕ|P the
restriction of ϕ to P ∩ U composed with the Euclidean projection to the first k coordinates.

Theorem 4.4. Equipping a regular submanifold P of dimension k with the subspace topology
and atlas {(U ∩ P, ϕP )} makes it into a manifold of dimension k.

Note that our definition concerns subsets of a general manifold M — not necessarily Rn.
Informally, a regular submanifold is just a manifold that sits in a larger manifold and has a
nice position there so that its manifold structure is induced by the ambient manifold. These
manifolds sitting inside larger manifolds have the properties that we sought.

Theorem 4.5. Let f : M → N be smooth and P be a regular submanifold of M . Then the
restriction f |P : P → N is smooth.

Theorem 4.6. Let f :M → N be smooth and suppose f(M) ⊂ S. If S is a regular submanifold
of N then the induced map f̃ :M → S is smooth.

In particular, ifM = Rm, N = Rn the smoothness of f is easily determined and so the above
theorems give us a shortcut for checking the smoothness of f̃ and fP . To complete the goal
that we set for this section, we only need a way of showing that a subset of Rn is its regular
submanifold. This is achieved with the following definition and the regular level set theorem.

Definition 4.7. Let F :M → N be smooth. We call c ∈ N a regular value of F if c /∈ F (M)
or for all p ∈ F−1(c) the differential dFp is surjective. If c ∈ N is a regular value we call F−1(c)
a regular level set.

Theorem 4.7. (Regular level set theorem) Let F : M → N be a smooth map and dimM =
m,dimN = n. Then a nonempty regular level set P = g−1(c) is a regular submanifold of M of
codimension n.

With these general tools, we can specialize to M = Rn, N = R and get the following useful
corollary.

Corollary 4.8. Suppose g : Rn → R is smooth and for any p ∈ g−1(c) there exists i ∈ {1, ..., n}
such that ∂g

∂xi

∣∣
p
̸= 0. Then P = g−1(c) is a regular submanifold of Rn of codimension 1.

Proof. This follows from the regular level set theorem by recalling that the differential of a map
between Euclidean spaces is just its Jacobian matrix, see Theorem 4.3.

Example. Let us use the above corollary to show that the n-dimensional unit sphere Sn is a
regular submanifold of Rn+1. To this end, define g : Rn+1 → R by g(x) = ∥x∥2 − 1 and observe
that Sn = g−1(0). Thus for any p ∈ Sn we have that g(p) = 0. Moreover since

∂g

∂xi

∣∣∣∣
p

= 2pi

there must exists i ∈ {1, ..., n} such that ∂g
∂xi

∣∣
p
̸= 0, otherwise p = 0 and so p /∈ Sn. Thus, our

corollary is applicable and hence we conclude that Sn is a regular submanifold of Rn+1. We will
use this fact in chapter 5.
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4.1.3 Vector Fields

We already saw that to each point p of a manifold M we can attach the vector space TpM of
tangent vectors. Thus a vector field on a manifold should be a map that assigns to each point
of a manifold a single tangent vector in the corresponding tangent space. To formalize this idea
we introduce the tangent bundle of a manifold.

Definition 4.8. Let M be a manifold, the set

TM :=
⊔
p∈M

TpM

together with the map π : TM →M defined by π(Xp) = p for Xp ∈ TpM is called the tangent
bundle of M . The smooth structure on M naturally makes TM into a manifold so that π is
smooth.

Intuitively, TM is just the collection of all tangent spaces of a manifold glued in such a way
that the origins of those vector spaces form our original manifold M . Using TM the notion of
a vector field is defined as follows.

Definition 4.9. A vector field X onM is a smooth map X :M → TM such that π◦X = idM .
The space of all vector fields on a manifold is denoted by X(M) and for X ∈ X(M) the vector
at a point p is denoted by Xp := X(p).

Now, recall that tangent vectors act on functions as directional derivatives. Thus for Xp ∈
TpM and f :M → R a smooth function, Xpf is a number. This suggest that we can act with a
vector field X on a function f to produce another function Xf defined by

(Xf)(p) = Xpf.

In fact, we can uniquely specify a vector field by knowing how it acts on all functions. This
property allows us to define a product of two vector fields.

Definition 4.10. A Lie bracket of vector fields X,Y ∈ X(M) is the vector field [X,Y ] defined
pointwise by

[X,Y ]pf := Xp(Y f)− Yp(Xf)

for f ∈ C∞(M).

One can check that so-defined [X,Y ]p is indeed a tangent vector. Sometimes we will also
look at vector fields that are not defined over the whole manifold. Formally, these are defined
as follows.

Definition 4.11. A local vector field V of TM over U is defined as a map V : U → TM
such that π ◦ V = idU , where U ⊂M is open.

Example. The primary example of a local vector field is ∂i : U → TM defined by

∂i(p) := ∂i|p,

where U is the domain of a chart.

We see from this the above example, that ∂1, ..., ∂n can be used to express vector fields in
local coordinates. This phenomenon is captured in the next definition.

Definition 4.12. A local frame over U for the tangent bundle π : TM → M is a set of local
vector fields s1, ..., sm over U such that for all p ∈ U , the set {s1(p), ..., sk(p)} is a basis for TpM .
A global frame is a local frame with U =M .
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Example. Thus on a chart domain U a vector field X can be expressed as

Xp =
n∑

i=1

Xi(p)∂i|p

for some smooth functions Xi.

Now, let us go back to the definition of a tangent vector. If we treat t as an independent
variable, what kind of object is c′(t)? It is not a local vector field since in general c([a, b]) is not
open in M . This motivates us to give the last definition regarding vector fields.

Definition 4.13. Let c : (a, b) →M be a curve. A vector field along c(t) is a map

V : (a, b) →
⊔

t∈(a,b)

Tc(t)M

such that V (t) ∈ Tc(t)M and for any f ∈ C∞M the function V (t)f : (a, b) → R is smooth. The
space of vector fields along a curve c(t) is denoted by Γ(TM |c(t)).

With this definition, it is clear that c′(t) is a vector field along c(t) since c′(t)f = d
dt

∣∣
t
f(c(t))

is smooth as a derivative of the composition of smooth functions.

4.1.4 Differential Forms

In this section, we introduce the dual objects to tangent vectors, i.e. one-forms. A map that
assigns to each point of a manifold a one-form will be called a differential one-form (often
abbreviated to just a one-form). Despite the close relation between one-forms and vector fields,
it turns out that the former have a much richer algebraic structure. We will see a glimpse of
this. Unfortunately, the rich algebraic properties of differential forms come at the price of an
obscured geometric intuition. As a result, this section will be more abstract than the former
more geometric ones.

First, recall from linear algebra that the dual vector space V ∗ of the vector space V is the
vector space of all the linear maps f : V → R. It has the same dimension as V and given a
basis e1, ..., en for V the linear maps f1, ..., fn defined by f j(ei) = δji form the dual basis for V ∗.
Carrying out this construction with V = TpM gives the following.

Definition 4.14. The cotangent space at a point p ∈ M is defined to be T ∗
pM := (TpM)∗,

its elements are called one-forms at p. The basis for T ∗
pM dual to ∂1|p, ..., ∂m|p is denoted by

dx1p, ..., dx
n
p .

Thus a one-form at p is a linear map ωp : TpM → R. A k-form is defined as an alternating
linear map which takes k vectors.

Definition 4.15. For k ≥ 1, a k-linear function

ωp : TpM × ...× TpM︸ ︷︷ ︸
k-times

→ R

is called a k-form on M at p if for any vectors v1, ..., vk ∈ TpM and permutation of k elements
π ∈ Sk it holds that

ωp(vπ(1), ..., vπ(k)) = sgn(π)ωp(v1, ..., vk),

i.e. ωp is alternating. We denote the vector space of all k-forms at p by Λk(TpM) and define
Λ0(TpM) := R.

Observe that T ∗
pM = Λ1TpM since any linear map is alternating. Now, it is possible to

define a wedge product ∧ that takes an ℓ-form and a k-form to a k+ ℓ-form. However, we don’t
need such a generality so we will only define it for ℓ = k = 1.
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Definition 4.16. Let ω, η ∈ T ∗M and v1, v2 ∈ TpM . We define the wedge product ω ∧ η ∈
Λ2(TpM) to be

(ω ∧ η)(v1, v2) := ω(v1)η(v2)− ω(v2)η(v1).

It is clear that ω ∧ η = −η ∧ ω.

In analogy to the tangent bundle, we can piece together all the cotangent spaces and Λk(TpM)
spaces to obtain the cotangent bundle T ∗M and ΛkM .

Theorem 4.9. Let M be an n-dimensional manifold and define

ΛkM :=
⊔
p∈M

Λk(TpM).

Then M naturally induces a manifold structure on ΛkM , making the projection to the base
point π : ΛkM → M smooth. We define T ∗M := Λ1M and call π : T ∗M → M the cotangent
bundle.

The objects analogous to vector fields are differential k-forms. One can also define objects
analogous to local vector fields and local frames quite easily as well.

Definition 4.17. A differential k-form ω onM is a map ω :M → ΛkM such that π◦ω = idM .
For short we will also say that ω is a k-form. The space of k-forms is denoted by Ωk(M). Note
that Ω0(M) = C∞(M), so 0-forms are just functions.

Definition 4.18. A local k-form is k-form defined only on open U ⊂M . And a local frame for
ΛkM over U is a collection of local k-forms ω1, ..., ωk over U such that for each p ∈ U the set
{ω1(p), ..., ωk(p)} is a basis for ΛkTpM .

Theorem 4.10. Let M be a manifold and (U, ϕ) a chart on it. Define the local sections
∂i : U → TM, dxi : U → T ∗M by ∂i(p) = ∂i|p and dxi(p) = dxip. Then {∂i} and {dxi} are
frames over U for TM and T ∗M , respectively.

Example. Thus any one-form ω on M can be expressed on a chart domain U as

ωp =

n∑
i

ai(p)dx
i

for some smooth functions ai.

The algebraic richness of the theory of differential forms comes from the algebraic operations
that can be defined on them, and the way these operations interact. First, we can extend
the wedge product of forms at a point to differential forms by defining it pointwise. Another
operation which allows us to increase the degree of a form is the exterior derivative. We will
only define it for 0- and 1-forms but the construction can be extended to any k-form, see the
references [Tu10; Ser23a] for details.

Definition 4.19. The exterior derivative is the map which takes k-forms to k+1-forms. For
k = 0, it is defined locally by

df =

n∑
i=1

(∂if)dx
i,

while for k = 1 it is defined by

d(fdxj) :=
n∑

i=1

(∂if)dx
i ∧ dxj

and extended linearly to arbitrary elements of Ω1(M).
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Another important operation on k-forms is the pullback by a smooth map. After defining it,
we summarize how pullback, exterior derivative and the wedge product interact with each other.
We will state these properties in full generality but we will only use them for 0, 1 or 2-forms.

Definition 4.20. Let F : N → M be smooth and ω ∈ Ωk(M). Then the pullback F ∗ :
ΩkM → ΩkN of ω by F is the k-form on N defined by

(F ∗ω)p(v1, ..., vk) := ωF (p)(dFpv1, ..., dFpvk)

for v1, ..., vk ∈ TpN .

Theorem 4.11. The pullback, the wedge product and the exterior derivative satisfy the follow-
ing properties

1. Both F ∗ and d are R-linear

2. d ◦ F ∗ = F ∗ ◦ d

3. F ∗(ω ∧ η) = F ∗ω ∧ F ∗η

4. d(ω ∧ η) = (dω) ∧ η + (−1)degωω ∧ dη

5. d ◦ d = 0

6. df(X) = Xf for f ∈ C∞(M) and X ∈ X(M).

Both exterior derivative and wedge product can be used to increase the degree of a form.
Given a vector field X, we can define the interior product which allows us to decrease the degree.

Definition 4.21. For k ≥ 1. The interior product of a k-form ω and a vector field X is a
k − 1-form ιXω defined pointwise by

(ιXω)p(v1, ..., vk−1) = ω(Xp, v1, ..., vk−1),

for v1, ..., vk−1 ∈ TpM . Note that for k = 1, the interior product is simply the natural pairing
ιXω = ω(X) of vector fields and one forms.

Finally, let us define some important classes of k-forms.

Definition 4.22. Let ω ∈ Ωk(M) be a k-form. Then

1. ω is closed if dω = 0

2. ω is exact if ω = dθ for some θ ∈ Ωk−1(M).

3. ω is non-degenerate if ωp ̸= 0 for all p ∈M .

Note that by the preceding theorem, d2 = 0 and so every exact form is closed. The converse
is not true in general and the answer to the question of how badly closed forms fail to be exact
turns out to be an important topological invariant called de Rham cohomology.

4.2 Differential Geometry

In this section, we will define a Riemannian metric and then an affine connection on a manifold
M . The former is necessary to talk about the lengths or angles of tangent vectors, as well as the
lengths of curves. On the other hand, a connection allows us to differentiate vector fields along
some other vector field, and using a connection we can define geodesics which can be interpreted
as ”straight” curves on our manifold. We will also see how these two notions interplay.
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4.2.1 Riemannian Metric

Informally, a Riemannian metric on a manifold M is a smooth assignment of an inner product
to each of the tangent spaces TpM . Having an inner product, we can talk about lengths and
angles of tangent vectors. Thus a Riemannian metric adds a geometric structure to our manifold.
Intuitively, it also specifies the ”shape” of a manifold. For example, a sphere is diffeomorphic
to any potato. Therefore, through the lens of manifolds with no further structure, spheres and
potatoes are indistinguishable. However, once we equip a manifold with a metric it fixes its
”shape” in the sense that the metric-preserving diffeomorphisms, i.e. isometries, preserve the
curvature of a manifold. Therefore, in this context, a sphere is no longer the same as an arbitrary
potato — only the special curvature one potatoes! With this motivation, let us give a rigorous
definition of a metric.

Definition 4.23. A Riemannian metric g on a manifold M is a map

g :
⋃
p∈M

{p} × TpM × TpM → R

such that

1. For each p ∈M , gp(−,−) is an inner product on TpM

2. g is smooth in the sense that for all vector fields X,Y ∈ X(M) the map g(X,Y ) :M → R
defined by

g(X,Y )(p) := gp(Xp, Yp)

is smooth.

We call a manifold with a Riemannian metric a Riemannian manifold.

Now one might wonder how common are such structures. In other words, can any manifold
be equipped with some Riemannian metric? The answer is affirmative as stated in the following
theorem.

Theorem 4.12. On every manifold, there exists a Riemannian metric.

We know from the previous sections that on a coordinate chart (U, ϕ) of M , we have a local
frame ∂1, ..., ∂m for TM over U . Thus on a coordinate chart, a metric g onM can be represented
as a matrix of functions [gij ] defined by

gij(p) := gp(∂i|p, ∂j |p).

Around every point of a Riemannian manifold one can find a coordinate chart such that the
metric matrix [gij ] is diagonal. In such a case, the coordinate representation of g is commonly
denoted by

ds2 =

n∑
i=1

gii(dx
i)2.

We will encounter this notation when discussing the Schwarzschild solution in chapter 6.

In addition to measuring vector lengths and angles, the metric can be used to induce a
canonical isomorphism between TpM and T ∗

pM for each p ∈ M . This isomorphism together
with its inverse are called musical isomorphisms.
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Definition 4.24. Let M be Riemannian manifold and take p ∈ M . Then the map ♭ : TpM →
T ∗
pM defined by

♭(X) := X♭ := gp(X,−)

is an isomorphism. Its inverse is denoted by ♯(ω) := ω♯.

Finally, as advertised, let us define the length of a curve c : (a, b) → R. The intuition behind
this definition is the same as for the usual calculus definition. Namely, the tangent vector to
a curve is its best linear approximation, adding up (integrating) the lengths of all these linear
pieces gives us the length of the whole curve.

Definition 4.25. Let M be a Riemannian manifold and c : (a, b) →M be a curve. The speed

of c(t) at t is defined to be
√
gc(t)(c′(t), c′(t)) while the length of the curve c is

ℓ(c) =

∫ b

a

√
gc(t)(c′(t), c′(t))dt.

4.2.2 Connections

An affine connection is a structure that enables us to differentiate vector fields along other
vector fields. It directly generalizes the directional derivative on Rn which is a map D : X(Rn)×
X(Rn) → X(Rn) defined by

DX(Y ) = DX

(
n∑

i=1

Y i∂i

)
=

n∑
i=1

(XY i)∂i.

This definition makes sense because ∂i’s form a global canonical frame on Rn. However, on
an arbitrary manifold, we do not have such a frame. Hence on the overlap of two ”framed”3

open sets the above definition would be generally inconsistent. Thus to have an operator on a
manifold analogous to D, we need to manually add it. This is what an affine connection is.

Definition 4.26. An affine connection on a tangent bundle π : TM →M is a map

∇ : X(M)× X(M) → X(M)

such that for X,Y ∈ X(M) and f ∈ C∞(M)

1. ∇ is C∞(M)-linear in the first argument

2. While in the second argument ∇ is only R-linear but it satisfies the Leibniz rule, i.e.

∇X(fY ) = (Xf)Y + f∇XY.

One can check, the the D operator on Rn satisfies DXY − DYX = [X,Y ]. An arbitrary
affine connection will no longer satisfy this identity and the object in the next definition detects
whenever this identity fails.

Definition 4.27. The torsion of an affine connection is the map T : X(M)× X(M) → X(M)
defined as

T (X,Y ) := ∇XY −∇YX − [X,Y ].

If T (X,Y ) = 0 for all X,Y ∈ X(M) the affine connection is said to be torsion-free.

3Meaning that there is a frame over them
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We will now see how an affine connection can be used to define ”straight” curves (geodesics)
on a manifold. To this end, first recall that curve γ : (a, b) → Rn is a straight curve (line) if and
only if

γ′′(t) =
d

dt
γ′(t) = 0.

In coordinates, this reads

d

dt
γ′(t) =

d

dt

n∑
i=1

γ̇i∂i =

n∑
i=1

(
d

dt
γ̇i
)
∂i = 0.

However, to generalize this definition we run into the same issue as in generalizing theD operator.
Namely, on an arbitrary manifold M there is no canonical global frame and so differentiating
each component function with respect to t is a coordinate-dependent definition. Fortunately,
we don’t need another structure to carry out this generalization. An affine connection uniquely
defines an operator D

dt along a curve c(t) which generalizes the d
dt operator on Rn.

Definition 4.28. Let M be a manifold with an affine connection ∇ and c : (a, b) →M a curve.
The covariant derivative along c(t) is a map

D

dt
: Γ(TM |c(t)) → Γ(TM |c(t))

satisfying

1. D
dt is R-linear.

2. The Leibniz rule is satisfied, i.e.

D(fV )

dt
= V f + f

DV

dt

for all f ∈ C∞(M), V ∈ Γ(TM |c(t)).

3. If V ∈ Γ(TM |c(t)) is such that V (t) = Ṽc(t) for some Ṽ ∈ X(M) then

DV

dt
= ∇c′(t)Ṽ .

Theorem 4.13. On a manifold with an affine connection, for each curve, there exists a unique
covariant derivative.

With this technical result, we can now easily generalize the condition of ”straightness” and
define geodesics on an arbitrary manifold M .

Definition 4.29. Let M be manifold with an affine connection. A geodesic c : (a, b) → M is

a smooth curve such that Dc′(t)
dt = 0 for all t ∈ (a, b).

Thus to speak about straight curves, we only need an affine connection on our manifold.
A Riemannian metric is not needed for that. However, if one has a manifold with both a
connection and a metric and these two structures are compatible with each other then certain
nice properties hold, such as that geodesics have constant speed. Formally, the compatibility
between a metric and a connection is defined as follows.

Definition 4.30. An affine connection is said to be compatible with the metric if for all
X,Y, Z ∈ X(M)

Xg(Y,Z) = g(∇XY,Z) + g(Y,∇XZ).
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Theorem 4.14. Let M be a Riemannian manifold with an affine connection compatible with
the metric ⟨−,−⟩ and c : (a, b) →M be a curve. Then for any V,W ∈ Γ(TMc(t)) we have that

d

dt
⟨V,W ⟩ =

〈
DV

dt
,W

〉
+

〈
V,
DW

dt

〉
.

In particular, if c is a geodesic then it has constant speed.

Now, in a way, a connection is a coarser notion than a metric. This a consequence of the
following theorem which states that given a metric we can always construct a certain unique
affine connection. On the other hand, given an affine connection, it is in general not possible to
extract from it a unique Riemannian metric. Thus there is only a one-way ”connection” between
those concepts.

Theorem 4.15. Let M be a Riemannian manifold. Then there exists a unique torsion-free
affine connection ∇ on M that is compatible with the metric. Such a connection is called the
Riemannian connection onM . Moreover, the Riemannian connection is characterized by the
Koszul formula

2g(∇XY,Z) = Xg(Y,Z) + Y g(Z,X)− Zg(X,Y )− g(X, [Y, Z]) + g(Y, [Z,X]) + g(Z, [X,Y ]).

Note that the torsion-free requirement makes Riemannian connections more similar to the
D operator. In fact, the Riemannian connection on a hypersurface in Rn and their associated
covariant derivatives along curves can be expressed in terms of the D and d

dt operators.

Theorem 4.16. The Riemannian connection on a regular submanifoldM of Rn of codimension
1 is given by

∇XY := (DXY )tan ,

where X,Y ∈ X(M), D is the direction derivative on Rn and ()tan denotes the component of a
vector field tangential to M . Moreover, if V (t) is a vector field along a curve c(t) in M then

DV

dt
=

(
dV

dt

)
tan

,

with d
dt the derivative of components of V with respect to the canonical frame on Rn.

4.3 Symplectic Geometry and Hamiltonian Systems

In this section, we give an overview of the elements of symplectic geometry that we will use in
the subsequent section to give a rigorous framework for Hamiltonian mechanics. The central
objects of study of symplectic geometry are symplectic manifolds.

Definition 4.31. A manifold M together with a closed, non-degenerate two-form ω is called a
symplectic manifold and ω its symplectic form.

Theorem 4.17. A symplectic manifold has an even dimension.

Example. The prototype of a symplectic manifold is T ∗Rn with the standard symplectic form
ω. To define ω, we first define the cotangent coordinates (q1, ..., qn, p1, ..., pn) on T

∗Rn. Let us
be slightly more general and define cotangent coordinate on any cotangent bundle T ∗M . So
suppose (U, q1, ..., qn) is a coordinate chart on M . Then for x ∈ U , any one-form α ∈ T ∗

xM can
be expressed as

α =
n∑

i=1

pidqi|x,
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for some numbers pi. The cotangent coordinates of (x, α) ∈ T ∗U are defined to be (q1, .., qn, p1, ..., pn),
and (T ∗U, q1, ...q

n, p1, .., pn) is a chart on T ∗M . Now by picking the standard Cartesian coor-
dinates on Rn, we obtain standard global cotangent coordinates on T ∗Rn. Using these global
coordinates, we define the standard symplectic form ω by

ω :=
n∑

i=1

dpi ∧ dqi.

Since this is a global definition, it is readily verified that ω is non-degenerate and closed —
making T ∗Rn into a symplectic manifold.

Note that a symplectic manifold need not have a metric, nor a connection. These notions
are independent. However, similarly to a metric, the symplectic form induces an isomorphism
of tangent and cotangent spaces.

Theorem 4.18. The symplectic form induces an isomorphism between TpM and T ∗
pM denoted

by ι(ωp) and defined by Xp 7→ ιXpωp with (ιXpωp)(Yp) := ωp(Xp, Yp). This isomorphism induces
a bijection ι(ω) between X(M) and Ω1(M).

The structure-preserving maps for symplectic manifold are symplectomorphism, as defined
below.

Definition 4.32. A symplectomorphism ϕ :M → N between two symplectic manifolds is a
diffeomorphism such that ϕ∗ takes the symplectic form on N to the symplectic form on M .

The following important theorem by Darboux states that every symplectic manifold is locally
symplectomorphic to T ∗Rn with ω =

∑n
i=1 dpi ∧ dqi.

Theorem 4.19 (Darboux). Let (M,ω) be symplectic manifold of dimension 2n. Then around
any point x ∈ M there exist cotangent coordinates (U, q1, ..., qn, p1, ..., pn) such that ω|U =∑n

i dpi ∧ dqi.

Having a symplectic form allows us to associate with each function f on M a vector field
Xf . In other words, each function defines a dynamical system on our manifold. The following
three definitions state what we mean by a Hamiltonian system, a Hamiltonian vector field and
a solution to a Hamiltonian system.

Definition 4.33. A Hamiltonian system is a symplectic manifoldM together with a smooth
function H :M → R.

Definition 4.34. A Hamiltonian vector field of a Hamiltonian system (M,ω,H) is the
unique vector field XH on M such that ιXH

ω = −dH.

Definition 4.35. An H-solution of a Hamiltonian system (M,ω,H) is a curve c : (a, b) →M
such that c′(t) = (XH)c(t).

Note that in local coordinates c′(t) = (XH)c(t) is just an ODE. Thus the existence theorem
for ODEs tells us that for any initial condition c(0), (XH)c(0) there exists a curve c that is
an H-solution satisfying it. The following theorem states that symplectomorphisms preserve
H-solutions.

Theorem 4.20. Suppose f : M → N is a symplectomorphism between Hamiltonian systems
(M,ω,H), (N, η, (f−1)∗H). Then c : (a, b) →M is an H-solution if and only if f ◦ c : (a, b) → N
is a (f−1)∗H-solution.

Using a symplectic form on M we can define an additional ”product” operation of functions
on M , called Poisson bracket. After stating the definition, we will prove a theorem which states
that, remarkably, we can detect if a function f is constant along H-solutions, for some other
function H, by looking at their Poisson bracket. Thus the conserved quantities of a Hamiltonian
system (M,ω,H), can be intrinsically characterized using only the symplectic form ω.
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Definition 4.36. Suppose (M,ω) is a symplectic manifold. The Poisson bracket of two
functions f, g ∈ C∞(M) is defined by

{f, g} = −ω(Xf , Xg).

Theorem 4.21. A function f ∈ C∞(M) is constant along allH-solutions if and only if {f,H} =
0.

Proof. Let c(t) be an H-solution. Then

d

dt

∣∣∣∣
t

(f ◦ c) = c′(t)f = (XH)c(t)f = (XHf) ◦ c(t) = (df(XH)) ◦ c(t)

= (−ιXf
ω(XH)) ◦ c(t) = {f,H} ◦ c(t).

Thus if f is constant along all H-solutions then {f,H}(p) = 0 for all p ∈ M since for every
initial condition there is a local H-solution. Conversely, if {f,H} = 0 then f is constant along
any H-solution.

We already showed that T ∗Rn can be made into a symplectic manifold. In fact, any cotangent
space can be equipped with a symplectic form. To do so we first introduce a one form θ on T ∗M
which is then used to define a symplectic form ω on T ∗M by ω := dθ.

Definition 4.37. Let π : T ∗M →M be the cotangent bundle. Then a tautological one-form
θ ∈ Ω1(T ∗M) is defined pointwise by

θ(p,ξ)(X(p,ξ)) = ξ(dπ(p,ξ)X(p,ξ))

for X(p,ξ) ∈ T(p,ξ)(T
∗M).

Observe that this definition is completely coordinate-free. In other words, the tautological
one-form is an intrinsic object associated with the cotangent bundle. Moreover, as promised, we
can construct a symplectic form out of it.

Theorem 4.22. Let π : T ∗M → M be the cotangent bundle, then ω := dθ makes T ∗M into a
symplectic manifold.

In the case the symplectic form is induced from the tautological form, we have the following
alternative characterization of symplectomorphisms.

Theorem 4.23. Let f : T ∗M → T ∗N be a diffeomorphism and α, β be the tautological one
forms on T ∗M and T ∗N , respectively. Then f is a symplectomorphism if and only if f∗β = α.

Any diffeomorphism f : M → N between two manifolds M and N can be extended to the
so-called cotangent lift f♯ : T

∗M → T ∗N between the respective cotangent spaces. Remarkably,
if the symplectic forms on cotangent bundles are induced from fundamental forms, the cotangent
lift is a symplectomorphism. More precisely, we have the following.

Definition 4.38. Let f :M → N be a diffeomorphism of manifolds and (x, α) ∈ T ∗M . Define
the cotangent lift f♯ : T

∗M → T ∗N by

f♯(x, α) = (f(x), β),

where β ∈ Tf(x)N satisfies β ◦ dfx = α.

Theorem 4.24. Let f : M → N be a diffeomorphism and α, β the tautological one-forms on
M and N , respectively. Then the cotangent lift f♯ is a diffeomorphism and satisfies f∗♯ β = α

Corollary 4.25. The cotangent lift f♯ is a symplectomorphism.
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4.4 Hamiltonian Mechanics

With all the abstract tools introduced in the last section, let us examine where all of those def-
initions lead in the case of T ∗Rn equipped with the standard symplectic form ω. Throughout,
we will work in the global cotangent coordinates (q, p) = (q1, ..., qn, p1, ..., pn) on T

∗Rn.

In this setting, a Hamiltonian system on (T ∗Rn, ω) is just a function H : T ∗Rn → R which
in coordinates can be simply written as H(q, p). Recalling that the standard symplectic form ω
is given by ω =

∑n
i=1 dpi ∧ dqi, we can compute the coordinate representation of a Hamiltonian

vector field XH . By definition, we have that ω(XH ,−) = ιXH
ω = −dH which in coordinates

reads

n∑
i=1

dpi(XH)dqi − dqi(XH)dpi =
n∑

i=1

(
−∂H
∂qi

dqi − ∂H

∂pi
dpi

)

Comparing the coefficients gives us dpi(XH) = −∂H
∂qi
, dqi(XH) = ∂H

∂pi
. Therefore the coordinate

representation of XH is

XH =

n∑
i=1

∂H

∂pi

∂

∂qi
− ∂H

∂qi
∂

∂pi
. (4.1)

Now let us give a coordinate characterization of H-solutions. First, suppose c(t) is an H-
solution and let us write its components as c(t) = (q1(t), ..., qn(t), p1(t), ..., pn(t)). Then using
that (XH)c(t) = c′(t), we can write (ιXH

)c(t) as

(ιXH
ω)c(t) =

n∑
i=1

dpi|c(t)(XH |c(t))dqi|c(t) − dqi|c(t)(XH |c(t))dpi|c(t)

=
n∑

i=1

dpi|c(t)(c′(t))dqi|c(t) − dqi|c(t)(c′(t))dpi|c(t)

=
n∑

i=1

((c′(t)pi) ◦ c(t))dqi|c(t) − ((c′(t)qi) ◦ c(t))dpi|c(t)

=
n∑

i=1

((pi ◦ c)′ ◦ c(t))dqi|c(t) − ((qi ◦ c)′ ◦ c(t))dpi|c(t)

=
n∑

i=1

dpi(t)

dt

∣∣∣∣
c(t)

dqi|c(t) −
dqi(t)

dt

∣∣∣∣
c(t)

dpi|c(t).

On the other hand,

(ιXH
ω)c(t) = −dHc(t) = −

n∑
i=1

∂H

∂qi

∣∣∣∣
c(t)

dqi|c(t) +
∂H

∂pi

∣∣∣∣
c(t)

dpi|c(t).

Comparing the coefficients of the above equations gives us that along H-solution c(t) the fol-
lowing differential equations are satisfied for i = 1, ...n

ṗi = −∂H
∂qi

q̇i =
∂H

∂pi
.

These equations are known as Hamilton’s equations. Now we will show that conversely if c(t) =
(q1(t), ..., qn(t), p1(t), ..., pn(t)) is a curve whose coefficients satisfy Hamilton’s equations then
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c(t) is an H-solution. To this end, Hamilton’s equations give us that

−dHc(t) = −
n∑

i=1

∂H

∂qi

∣∣∣∣
c(t)

dqi|c(t) +
∂H

∂pi

∣∣∣∣
c(t)

dpi|c(t) =
n∑

i=1

dpi(t)

dt

∣∣∣∣
c(t)

dqi|c(t) −
dqi(t)

dt

∣∣∣∣
c(t)

dpi|c(t)

=

n∑
i=1

dpi|c(t)(c′(t))dqi|c(t) − dqi|c(t)(c′(t))dpi|c(t).

But we also have that

−dHc(t) = ι(XHω)c(t) =

n∑
i=1

dpi|c(t)(XH |c(t))dqi|c(t) − dqi|c(t)(XH |c(t))dpi|c(t).

Looking at the coefficients of the above expressions, we see that all the components of c′(t) and
(XH)c(t) agree and so we conclude that c′(t) = (XH)c(t). Therefore c(t) is an H-solutions and,
consequently, we have the following theorem.

Theorem 4.26. Let (T ∗Rn, ω,H) be a Hamiltonian system, where ω is the standard symplectic
form on T ∗Rn. Then a curve c : (a, b) → T ∗Rn is an H-solution if and only if its components
(with respect to the global cotangent coordinates) satisfy Hamilton’s equations.

Finally, let us compute a formula for the Poisson bracket in the cotangent coordinates. Using
equation (4.1), we obtain

{f, g} = −ω(Xf , Xg) = −
n∑

i=1

(
dpi(Xf )dq

i(Xg)− qi(Xf )dpi(Xg)
)
=

n∑
i=1

(
∂f

∂qi
∂g

∂pi
− ∂f

∂pi

∂g

∂qi

)
.

Having translated all of this general theory to T ∗Rn let us see how it relates to classical
mechanics.

Example. Suppose our Hamiltonian is given by H(q, p) = ∥p∥2/2m + U(q) for some smooth
function U(q). Then the components of H-solutions satisfy

q̇i =
∂H

∂pi
= pi/m

ṗi = −∂H
∂qi

=
∂U

∂qi
.

The first equation tells us that pi is the i-th component of the usual momentum, while the second
equation is just Newton’s second law for a particle moving in a potential U(q). We see that by
taking the Hamiltonian to be the total energy of a system, we can describe its dynamics using
Hamilton’s equation. Therefore projecting H-solutions to the first n coordinates gives us the
physical trajectories of a system whose total energy is H. As a simple corollary of Theorem 4.21,
we have that {H,H} = 0 and so the energy is conserved along trajectories.

We will use the above formalism in the next chapter to show that non-constant geodesics on
Sn correspond to H-solution on T ∗Rn with H being the Kepler Hamiltonian, whose properties
and solutions we studied extensively in the previous chapters.
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Kepler Problem as a Geodesic Flow
on a Sphere

Equipped with the tools from chapter 4, we are now ready to give a detailed account of the
construction from [Mos70]. We will show that the Kepler problem in Rn for negative energies
(closed orbits) corresponds to non-constant geodesics on an n-dimensional sphere Sn. Showing
this will allow us to conclude that the symmetry group of the negative energy n-dimensional
Kepler orbits is SO(n + 1) — the group of rotations in n + 1 dimensions. This is because the
non-constant geodesics on Sn are great circles and rotating a great circle gives another great
circle. Thus acting with SO(n + 1) on a geodesic produces another geodesic. The equivalence
shown by [Mos70] then implies that SO(n+ 1) can also act on negative energy Kepler orbits in
this way and hence is a symmetry group of this problem as well. From this, we will conclude
that the Kepler potential has a larger symmetry group than a generic central potential — SO(n)
— which explains the conservation of the LRL vector.

Let us remark that it can be proven that for the n-dimensional Kepler problem, the symme-
try group of zero-energy orbits is the Euclidean group E(n) while for positive-energy orbits it is
SO(1, n) [Osi77; Bel77]. Both of those groups are larger than SO(n) thus the Kepler problem
has a larger symmetry group than a generic power-law central force problem in all parts of the
phase space. These symmetry properties follow from the fact that the zero-energy orbits corre-
spond to geodesic flow in Euclidean space while positive-energy orbits correspond to geodesics
on a two-sheeted hyperboloid embedded in a Lorentz space [Osi77; Bel77]. It has been shown
that the three constructions — for negative, positive and zero energy — can be unified with a
single one-parameter family of maps and surfaces where the parameter is energy [Bel81].

In this chapter, we will focus on the negative energy case and refer the reader to the liter-
ature for other cases [Osi77; Mil83; Bel77] as well as for the general approach [Bel81]. We will
follow the general structure of Moser’s construction quite closely. However, our account spells
out more details and brings to light some of the technicalities that Moser leaves implicit. Some
of those details can also be found in [GS77; GS90].

5.1 Geodesic Flow as a Restricted Hamiltonian System

In this section, we will first derive the geodesic equation on Sn. We will then find a Hamiltonian
Φ : T ∗Rn+1 → R such that the restriction of the corresponding Hamilton’s equations to Sn is
equivalent to the geodesic equation.

Remark. We will number the standard coordinates in Rn+1 from 0, i.e. (x0, ..., xn) ∈ Rn+1,
while those in Rn from 1, i.e. (y1, ..., yn) ∈ Rn+1. This will simplify some of the expressions
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later on. Moreover, for a curve c : I → Rn+1 we will denote by c′(t) its velocity vector field. The
dot denotes the differentiation of functions with respect to time. Thus the components of c′(t)
with respect to the standard frame ∂i are

∑n
i=0 ċ

i(t)∂i. We will also denote by c′′(t) the vector
field

∑n
i=0 c̈

i∂i.

A problem that we will frequently encounter in what follows is that Rn is too nice. Namely,
using the standard basis e1, ..., en and standard frames ∂1, .., ∂n, dx

1, ..., dxn for T Rn and T ∗Rn

respectively, we have isomorphism between Rn, TpRn, T ∗
q Rn for all p, q ∈ Rn. To make matters

worse, both the Euclidean metric and the standard symplectic form on T ∗Rn induce the same
isomorphism between vectors and covectors. On top of that, we can apply the metric to points,
vectors, covectors, or combinations thereof. This will make keeping track of what lives where
quite cumbersome. Fortunately, if leveraged cautiously this difficulty is also a blessing — we
can seemingly transfer objects between those spaces. To keep things as clear as possible we will
stick to the following rules:

1. We will never implicitly change the identity of a given object

2. We will exploit all the isomorphism, and denote the metric and the associated norm on all
the spaces by the same symbols, i.e. by ⟨−,−⟩ and ∥−∥.

3. We will never take mixed inner products, for example, of a point with a vector.

4. We will never take inner products of vectors at different points or covectors at different
points.

5. All the isomorphism between points, vectors and covectors will be inner product preserving.

6. In this chapter, we won’t use the Einstein summation convention. Moreover, all compo-
nents will have lower indices.

With these precautions, we are ready to start. First, let us define the notation for the isomor-
phism between points and vectors at this point.

Definition 5.1. Let p = (p0, ..., pn) ∈ Rn+1. We will denote by p̄ ∈ TpRn+1 the vector

p̄ :=

n∑
i=0

pi∂i.

Note that ⟨p, q⟩ = ⟨p̄, q̄⟩.

The make a vector into a covector we will use the musical isomorphism with one modification
accounting for the velocity vector field of a curve.

Definition 5.2. Let v =
∑n

i=0 vi∂i ∈ Tq Rn+1. We will denote by v♭ ∈ T ∗
q Rn+1 the covector

p♭ =
n∑

i=0

vidx
i.

Additionally, for a curve c : I → Rn+1 we will denote by c♭(t) the covector field associated to
the velocity vector field c′(t).

With these definitions, we will use the standard embedding of Sn in Rn+1 to characterize
T Sn as a subset of T Rn+1. As a side note, recall from chapter 4 that Sn is a regular submanifold
of Rn+1.
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Lemma 5.1. Let f(x) := ∥x∥2 − 1 and consider T Sn to be standardly embedded in T Rn+1.
Take (ξ, η) ∈ T Sn. Then the following are true:

1. ∇f(ξ) = 2ξ̄

2.
〈
ξ̄, η
〉
= 0, i.e. ξ̄ is orthogonal to Tξ Sn

3. There is an orthogonal decomposition Tξ Rn+1 = Tξ Sn⊕ span(ξ̄).

4. For (x, y) ∈ T Rn+1, (x, y) ∈ T Sn if and only if ∥x∥ = 1 and ⟨x̄, y⟩ = 0.

Proof. 1. This follows immediately since

∇f(ξ) =
n∑

i=0

2ξi∂i = 2ξ̄.

2. Due to 1 this claim is equivalent to showing that ∇f(ξ) is orthogonal to Tξ Sn. To this
end, take Xξ =

∑n
i=0Xi∂i ∈ Tξ Sn then there exists a curve c(t) ∈ Sn such that c(0) = ξ

and c′(0) = Xξ. Observing that Sn = f−1(0), it follows that f(c(t)) = 0. Differentiating
this equation gives us

0 =
d

dt

∣∣∣∣
0

f(c(t)) = c′(0)f = Xξf =

n∑
i=0

Xi∂if = ⟨Xξ,∇f⟩ ,

which proves our claim.

3. This follows from the fact that span(ξ̄) and Tξ Sn are subspaces of Tξ Rn+1 which are
orthogonal to each other and their dimensions add up to the dimension of Tξ Rn+1.

4. Take (x, y) ∈ T Rn+1. First suppose (x, y) ∈ T Sn. Then x ∈ Sn so ∥x∥ = 1 and by 2.
⟨x̄, y⟩ = 0. Conversely, suppose ∥x∥ = 1 and ⟨x̄, y⟩ = 0. Then x ∈ Sn and since TxRn+1 =
Tx Sn⊕ span(x̄) orthogonality of x̄ and y implies that y ∈ Tx Sn. Thus (x, y) ∈ T Sn.

Note that since the musical isomorphism ♭ preserves the inner product — or rather the inner
product on the cotangent space is defined using the musical isomorphism and inner product on
the tangent space — we have exactly the same characterization of the cotangent space.

Corollary 5.1. For (x, y) ∈ T ∗Rn+1 it holds that (x, y) ∈ T ∗ Sn if and only if ∥x∥ = 1 and〈
x̄♭, y

〉
= 0.

Before we derive the geodesic equation on Sn, let us collect some identities that we will use
in the proof.

Lemma 5.2. Let ξ ∈ Sn and c : I → Sn be a curve. Then

1. ⟨c̄(t), c′(t)⟩ = 0

2. ⟨c̄(t), c′′(t)⟩ = −∥c′(t)∥2

Proof. 1. Since c′(t) ∈ Tc(t) Sn, Lemma 5.1.2 implies that ⟨c̄(t), c′(t)⟩ = 0.

2. Differentiating the previous identity gives

0 =
d

dt
⟨c̄(t), c′(t)⟩ = d

dt

n∑
i=0

ci(t)ċi(t) =

n∑
i=0

ċi(t)ċi(t) + ci(t)c̈i(t) =
∥∥c′(t)∥∥2 + ⟨c̄(t), c′′(t)⟩.

Consequently, ⟨c̄(t), c′′(t)⟩ = −∥c′(t)∥2.
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With all these tools, we are ready to derive the geodesic equation on Sn.

Theorem 5.2. Let Sn denote the n-dimensional unit sphere embedded in Rn+1 and equipped
with the induced metric and the corresponding Riemannian connection. Then c : I → Sn ⊂ Rn+1

is a geodesic if and only if

c̈i +
∥∥c′(t)∥∥2ci(t) = 0 for all i = 0, ..., n and t ∈ I, (5.1)

where ci(t)’s are the component functions of c(t) with respect to the standard basis on Rn+1.

Proof. Recall that a curve c : I → Sn is a geodesic if the covariant derivative along c(t) of its
velocity vector field c′(t) vanishes, i.e. if

Dc′(t)

dt
= 0 for all t ∈ I.

Moreover, we know from Theorem 4.16 that the covariant derivative on Sn of a vector field V (t)
along some curve is the tangential component of its covariant derivative on Rn+1, that is

DV

dt
=

(
dV

dt

)
tan

.

Thus c(t) is a geodesic if (
dc′(t)

dt

)
tan

= 0 for all t ∈ I.

To proceed, observe that since c(t) ∈ Sn it follows from Lemma 5.1.1 that c̄(t) is a unit normal
vector. Thus we can use it to compute the tangential component of dc′(t)/dt. Namely, we get
that

0 =

(
dc′(t)

dt

)
tan

=
dc′(t)

dt
−
〈
dc′(t)

dt
, c̄(t)

〉
c̄(t).

Writing both vectors in the standard frame {∂i}, we obtain that

n∑
i=0

c̈i − n∑
j=0

c̈j(t)cj(t)ci(t)

 ∂i = 0.

By linear independence of ∂i’s, it follows that c(t) is a geodesic if and only if its component
functions satisfy

c̈i(t)− ⟨c′′(t), c̄(t)⟩ci(t) = 0 (5.2)

for all i = 0, ..., n and t ∈ I. Applying Lemma 5.2.3 yields

c̈i(t) +
∥∥c′(t)∥∥2ci(t) = 0 for all i = 0, ..., n and t ∈ I,

which is the desired form of the geodesic equation.

As a side note, recall from Theorem 4.14 that ∥c′(t)∥2 is a constant. Thus the derived
geodesic equation (5.1) is a second-order linear equation. Moreover, it only uses the components
of c′(t) and c(t) thus the above theorem can be equivalently stated in terms of c(t) and c♭(t). We
will use this fact in the next theorem where we express the geodesic equation as the restriction
of Hamilton’s equation.
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Theorem 5.3. Let Φ : T ∗Rn+1 → R be the Hamiltonian defined by
Φ(ξ, η) = 1

2∥ξ∥
2∥η∥2 and c : I → Rn+1 be a curve. Then c(t) is a geodesic on Sn if and only if

(c(t), c♭(t)) ∈ T ∗Rn+1 is a solution to Hamilton’s equation corresponding to the Hamiltonian Φ
that satisfies ∥c(0)∥ = 1 and ⟨c′(0), c̄(0)⟩ = 0.

Proof. Let us start by computing the Hamilton’s equation corresponding to Φ(ξ, η). They are
given by {

ξ̇i = ∂Φ
∂ηi

= ∥ξ∥2ηi
η̇i = − ∂Φ

∂ξi
= −∥η∥2ξi,

(5.3)

where i = 0, ..., n. Note that η ∈ Tξ Rn+1.
(⇒) : Suppose ξ(t) is a geodesic on Sn thus by Theorem 5.2 it satisfies

ξ̈i(t) +
∥∥ξ′(t)∥∥2ξi(t) = 0 for all i = 0, ..., n and t ∈ I.

Defining η(t) := ξ♭(t) ∈ T ∗
ξ(t) S

n ⊂ T ∗
ξ(t)R

n+1 and using the above equation we get that the

components of ξ(t) and η(t) satisfy{
ξ̇i(t) = ηi(t)

η̇i(t) = ξ̈i(t) = −∥ξ′(t)∥2ξi(t).

Further, observe that ∥ξ(t)∥2 = 1 and by Lemma 5.2
〈
ξ̄(t), ξ′(t)

〉
= 0. Hence we conclude that

(ξ(t), η(t)) = (c(t), c♭(t)) ∈ T ∗Rn+1 solves{
ξ̇i(t) = ∥ξ(t)∥2ηi(t)
η̇i(t) = −∥ξ′(t)∥2ξi(t)

with ∥ξ(0)∥ = 1 and
〈
ξ̄(0), ξ′(0)

〉
= 0.

(⇐): Conversely, suppose (c(t), c♭(t)) is a solution to the system (5.3) satisfying ∥c(0)∥2 = 1
and ⟨c̄(0), c′(0)⟩ = 0. Hence {

ċi(t) = ∥c(t)∥2ċi(t)
c̈i(t) = −∥c′(t)∥2ci(t),

(5.4)

for i = 1, ..., n. The first equation implies that ∥c′(t)∥2 = ∥c(t)∥2∥c′(t)∥2 while the second can
be rewritten as c′′(t) = −∥c′(t)∥2c̄(t). Using these we get that

d

dt

〈
c̄(t), c′(t)

〉
=
∥∥c′(t)∥∥2 + 〈c̄(t), c′′(t)〉 = ∥∥c′(t)∥∥2 − ∥∥c′(t)∥∥2∥c(t)∥2 = 0.

Since ⟨c̄(0), c′(0)⟩ = 0 the above implies that ⟨c̄(t), c′(t)⟩ = 0 for all t. From this, it follows that

d

dt
∥c(t)∥2 = 2

〈
c̄(t), c′(t)

〉
= 0

which together with ∥c(0)∥2 = 1 implies that ∥c(t)∥2 = 1. Now ∥c(t)∥2 = 1, ⟨c̄(t), c′(t)⟩ = 0
together with Lemma 5.1.4 implies that (c(t), c′(t)) ∈ T Sn so c(t) can be viewed as a curve
c : I → Sn. Finally, the second equation in (5.4) gives that

c̈i(t) +
∥∥c′(t)∥∥2ci(t) = 0 for all i = 0, ..., n and t ∈ I,

and so we conclude by Theorem 5.2 that c(t) is a geodesic.

It follows from the above theorem that we can identify geodesics on Sn with Φ-solutions
which start on T ∗ Sn ⊂ T ∗Rn+1. The next step in the construction is to apply the cotangent lift
of the stereographic projection to solutions of this Hamiltonian system and obtain an equivalent
description in terms of a Hamiltonian system on T ∗Rn. In the next section, we will define the
stereographic projection, and prove some of its properties that are necessary to compute its
cotangent lift which we will do in the subsequent section.
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5.2 Intermezzo on the Stereographic Projection

Let Ŝn = Sn−{(1, 0, ..., 0)} denote the n-sphere with its north pole N = (1, 0, ...0) removed.
Note that Ŝn is a regular submanifold of Rn+1. This follows because we can create adapted
charts relative to Ŝn around every p ∈ Ŝn by taking the corresponding adapted chart relative to
Sn and intersecting its domain with an open subset of Rn+1 that contains p but does not contain
N (such subset exists because Rn+1 is Hausdorff). With this, the stereographic projection
σ : Ŝn → Rn is defined by

σ(x0, ..., xn) :=

(
x1

1− x0
, . . . ,

xn
1− x0

)
.

There is an intuitive geometric interpretation of this definition, as shown in the following lemma.

Lemma 5.3. For any x ∈ Ŝn, the stereographic projection maps x to u ∈ Rn where (0, u) ∈ Rn+1

is the point of intersection of the line passing through N and x with the hyperplane {x0 = 0}.
This geometric construction is depicted in Figure 5.1.

Proof. Well indeed, take x ∈ Ŝn then a parametrization of the line connecting x and N =
(1, 0, ..., 0) is given by

r(t) = (1− t)x+ t(1, 0, ..., 0) = ((1− t)x0 + t, (1− t)x1, ...., (1− t)xn).

This line intersect the plane {x0 = 0} when

(1− t′)x0 + t′ = 0 ⇔ t′(1− x0) = −x0 ⇔ t′ = − x0
1− x0

.

Note that since x ∈ Ŝn, we have that x0 ̸= 1 so we are not dividing by 0. Now we can obtain the
point of intersection of our line with the plane {x0 = 0} by plugging t′ into the parametrization
r(t). Before we do that observe that

1− t′ = 1 +
x0

1− x0
=

1− x0 + x0
1− x0

=
1

1− x0
.

Using this, we get that the desired intersection point is

r(t′) = ((1− t′)x0 + t′, (1− t′)x1, ...., (1− t′)xn) =

(
x0

1− x0
− x0

1− x0
,

x1
1− x0

, ...,
xn

1− x0

)
= (0, σ(x)),

as desired.

Figure 5.1: The geometric representation of the stereographic projection σ : S2 → R2.

Now, in order for the cotangent lift of σ to be well-defined, we must first check that σ is a
diffeomorphism.
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Lemma 5.4. The stereographic projection σ is bijective and

σ−1(u) =

(
∥u∥2 − 1

∥u∥2 + 1
,

2u1

∥u∥2 + 1
, . . . ,

2un

∥u∥2 + 1

)
.

(Keep in mind our convention for denoting points in Rn+1 and Rn) Moreover, when Ŝn is
considered as a regular submanifold of Rn+1 the stereographic projection is a diffeomorphism.

Proof. Let us verify that the given σ−1 is the inverse of σ. Well indeed, take x ∈ Ŝn then

(σ−1 ◦ σ)(x) = σ−1

(
x1

1− x0
, . . . ,

xn
1− x0

)
=

∑n
i=1

x2
i

(1−x0)2
− 1∑n

i=1
x2
i

(1−x0)2
+ 1

,
2x1
1−x0∑n

i=1
x2
i

(1−x0)2
+ 1

, ...,
2xn
1−x0∑n

i=1
x2
i

(1−x0)2
+ 1

 .

Now using that ∥x∥ = 1, we get

2xj

1−x0∑n
i=1

x2
i

(1−x0)2
+ 1

=
2xj(1− x0)∑n

i=1 x
2
i + (1− x0)2

=
2xj(1− x0)∑n

i=1 x
2
i + x20 − 2x0 + 1

=
2xj(1− x0)

1− 2x0 + 1
= xj ,

and ∑n
i=1

x2
i

(1−x0)2
− 1∑n

i=1
x2
i

(1−x0)2
+ 1

=

∑n
i=1 x

2
i − (1− x0)

2∑n
i=1 x

2
i + (1− x0)2

=
(1− x20)− (1− x0)

2

(1− x20) + (1− x0)2
=

2x0 − 2x20
2− 2x0

= x0.

Therefore for any x ∈ Ŝn

(σ−1 ◦ σ)(x) = x.

Conversely, take u ∈ Rn and consider (σ ◦ σ−1)(u). First let us check that σ−1(u) ∈ Ŝn. Well
indeed,

∥∥σ−1(u)
∥∥2 = (∥u∥2 − 1)2

(∥u∥2 + 1)2
+

n∑
j=1

4u2j

(∥u∥2 + 1)2
=

1

(∥u∥2 + 1)2

(
∥u∥4 − 2∥u∥+ 1 + 4∥u∥

)
= 1.

Moreover, σ−1(u) ̸= (1, 0, ..., 0) as otherwise the last n coordinates would have to be zero, which
would imply that u is 0 and hence that the first coordinate of σ−1(u) is −1. With this out of
the way, let us compute (σ ◦ σ−1)(u)

(σ ◦ σ−1)(u) = σ

(
∥u∥2 − 1

∥u∥2 + 1
,

2u1

∥u∥2 + 1
, . . . ,

2un

∥u∥2 + 1

)
=

 2u1

∥u∥2+1

1− ∥u∥2−1

∥u∥2+1

, ...,

2un

∥u∥2+1

1− ∥u∥2−1

∥u∥2+1

 = u.

Therefore we conclude that σ ◦ σ−1 = idRn and σ−1 ◦ σ = idŜn . So σ−1 is the inverse of σ and
as a consequence σ is bijective.

Since σ is not defined in terms of coordinates on Ŝn, we cannot immediately conclude that it
is smooth. However, σ can be extended to a well-defined function on the open set Rn+1 \{x0 =
1} ⊂ Rn+1, as such σ is smooth as a component-wise rational function. Since Ŝn is a regular
submanifold of Rn+1 \{x0 = 1} 1 we can conclude by Theorem 4.5 that σ is smooth. Finally,
the smoothness of σ−1 follows from Theorem 4.6 since it is induced from a smooth map on
Euclidean spaces and Ŝn is a regular submanifold of Rn+1.

1This follows from the fact that a regular submanifold of a manifold M is a regular submanifold of any open
set U ⊂ M that contains it.
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5.3 The Cotangent Lift of the Stereographic Projection

In this section, we will compute the cotangent lift σ♯ : T
∗Ŝn → T ∗Rn in terms of coordinates on

T Rn+1. Recall that the cotangent lift is defined by

σ♯(ξ, η) = (σ(ξ), β),

where β ∈ Tσ(ξ)N satisfies β ◦ dσξ = η. Because σ is a diffeomorphism, dσξ is an isomorphism
with inverse d(σ−1)σ(ξ). Therefore β = η ◦d(σ−1)σ(ξ). Let us compute the components of β with
respect to the basis dx1, ..., dxn for T ∗

σ(ξ)R
n. We get

βi = β(∂i) = η(d(σ−1)σ(ξ)(∂i))

so let us first compute d(σ−1)σ(ξ)(∂i) in terms of ∂
∂ξ0
, ..., ∂

∂ξn
, we get

d(σ−1)σ(ξ)(∂i) =
n∑

j=0

dξj(d(σ
−1)σ(ξ)(∂i))

∂

∂ξj
=

n∑
j=0

(d(ξj ◦ σ−1)σ(ξ)∂i)
∂

∂ξj
=

n∑
j=0

∂(ξj ◦ σ−1)

∂xi

∣∣∣∣
σ(ξ)

∂

∂ξj
.

Substituting the formula for σ−1(x) yields

d(σ−1)σ(ξ)(∂i) =
∂

∂xi

∣∣∣∣
σ(ξ)

(
∥x∥2 − 1

∥x∥2 + 1

)
∂

∂ξ0
+

n∑
j=1

∂

∂xi

∣∣∣∣
σ(ξ)

(
2xj

∥x∥2 + 1

)
∂

∂ξj

=
4σ(ξ)i

(∥σ(ξ)∥2 + 1)2
∂

∂ξ0
+

n∑
j=1

(
δij

2

∥σ(ξ)∥2 + 1
− 4σ(ξ)iσ(ξ)j

(∥σ(ξ)∥2 + 1)2

)
∂

∂ξj
.

Going back to βi, we write η =
∑n

i=0 ηidξi ∈ T ∗
ξ Sn ⊂ T ∗

ξ Rn+1 and obtain that

βi = η(d(σ−1)σ(ξ)(∂i)) =
4σ(ξ)i

(∥σ(ξ)∥2 + 1)2
η0 +

n∑
j=1

(
δij

2

∥σ(ξ)∥2 + 1
− 4σ(ξ)iσ(ξ)j

(∥σ(ξ)∥2 + 1)2

)
ηj .

Observing that

∥σ(ξ)∥2 + 1 =
∥ξ∥2 − (ξ0)

2

(1− ξ0)2
+ 1 =

1− (ξ0)
2

(1− ξ0)2
+ 1 =

1 + ξ0
1− ξ0

+ 1 =
2

1− ξ0
(5.5)

and using the formula for σ(ξ) gives us

βi =
4ξi

1− ξ0

(1− ξ0)
2

4
η0 +

n∑
j=1

(
δij(1− ξ0)−

4ξiξj
(1− ξ0)2

(1− ξ0)
2

4

)
ηj

= ξi(1− ξ0)η0 + (1− ξ0)ηi − ξi

n∑
j=1

ξjηj .

Finally, notice that

n∑
j=1

ξjηj =
〈
ξ̄♭, η

〉
− ξ0η0,

and, moreover, by Corollary 5.1 we have
〈
ξ̄♭, η

〉
= 0. Therefore

βi = ξi(1− ξ0)η0 + (1− ξ0)ηi + ξiξ0η0 = ξiη0 + (1− ξ0)ηi.
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Therefore, the coordinate representation of the cotangent lift σ♯ with respect to the standard
coordinates ξ0, ..., ξn, η0, ..., ηn on T ∗Rn+1 is given by

σ♯(ξ, η) := (σ(ξ), g(ξ, η)),

where

g(ξ, η) := (η1(1− ξ0) + ξ1η0, ..., ηn(1− ξ0) + ξnη0) .

Applying Corollary 4.25 to our case gives us that the cotangent lift σ♯ is a symplectomorphism.
Thus, σ♯ is a diffeomorphism and in particular it has an inverse. Let us compute it.

Lemma 5.5. The inverse of the cotangent lift σ♯ is given by

σ−1
♯ (x, y) = (σ−1(x), f(x, y)),

where in terms of the components with respect to the basis dx1, ..., dxn of T ∗
x Rn the function f

is given by

f(x, y) =

(
⟨x, y⟩ , ∥x∥

2 + 1

2
y1 − ⟨x, y⟩x1, ...,

∥x∥2 + 1

2
yn − ⟨x, y⟩xn

)
.

Proof. First, observe that
∥∥σ−1(x)

∥∥ = 1 and

〈
σ̄−1(x), f(x, y)

〉
=

∥x∥2 − 1

∥x∥2 + 1
⟨x, y⟩+

n∑
i=1

2xi

∥x∥2 + 1

(
∥x∥2 + 1

2
yi − ⟨x, y⟩xi

)

=
∥x∥2 − 1

∥x∥2 + 1
⟨x, y⟩+ ⟨x, y⟩ − 2 ⟨x, y⟩ ∥x∥2

∥x∥2 + 1
= 0.

Consequently, Corollary 5.1 gives us that σ−1
♯ (x, y) ∈ T ∗ Sn. Since σ−1(x) ̸= (1, 0, ..., 0) we have

that σ−1
♯ (x, y) ∈ T ∗Ŝn and so σ−1

♯ is well-defined. Now direct computation gives us

(σ−1
♯ ◦ σ♯)(ξ, η) = σ♯

−1(σ(ξ), g(ξ, η)) = (σ−1(σ(ξ)), f(σ(ξ), g(ξ, η))

=

(
ξ, ⟨σ(ξ), g(ξ, η)⟩ , ..., ∥σ(ξ)∥

2 + 1

2
gk(ξ, η)− ⟨σ(ξ), g(ξ, η)⟩σk(ξ), ...

)
.

Using that
〈
ξ̄♭, η

〉
= 0 and ∥ξ∥ = 1 we get

⟨σ(ξ), g(ξ, η)⟩ =
n∑

k=1

ξk
1− ξ0

(ηk(1− ξ0) + ξkη0) = −ξ0η0 +
1− (ξ0)

2

1− ξ0
η0 = η0.

Moreover, reusing the computation of ∥σ(ξ)∥2 + 1 from equation (5.5) we obtain

∥σ(ξ)∥2 + 1

2
gk(ξ, η)− ⟨σ(ξ), g(ξ, η)⟩σk(ξ) =

1

1− ξ0
(ηk(1− ξ0) + ξkη0)− η0

ξk
1− ξ0

= ηk.

Hence, we conclude that

(σ♯
−1 ◦ σ♯)(ξ, η) = (ξ, η).

Conversely,

(σ♯ ◦ σ♯−1)(x, y) = σ♯(σ
−1(x), f(x, y)) = (σ(σ−1(x)), g(σ−1(x), f(x, y))) = (x, y)
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since

fk(x, y)(1− (σ−1)0(x)) + (σ−1)k(x)f0(x, y) =

(
∥x∥2 + 1

2
yk − ⟨x, y⟩xk

)(
1− ∥x∥2 − 1

∥x∥2 + 1

)
+

2xk

∥x∥2 + 1
⟨x, y⟩

= yk − ⟨x, y⟩xk
2

∥x∥2 + 1
+

2xk

∥x∥2 + 1
⟨x, y⟩ = yk.

Lemma 5.6. With f(x, y) defined as in Lemma 5.5 we have that

∥f(x, y)∥ =
∥x∥2 + 1

2
∥y∥.

Proof. Direct computation gives

∥f(x, y)∥2 = ⟨x, y⟩2 +
n∑

i=1

(
∥x∥2 + 1

2
yi − ⟨x, y⟩xi

)2

=

(
∥x∥2 + 1

2

)2

∥y∥2.

Equipped with all these tools let us see how geodesic flow transforms under the cotangent
lift of the stereographic projection.

5.4 Geodesic Flow under the Cotangent Lift of the Stereographic
Projection

To transform the differential equation we pullback our Hamiltonian Φ on T ∗Rn+1 first by the
inclusion i : T ∗Ŝn ↪→ T ∗Rn+1 and then by σ−1

♯ and get a Hamiltonian F := (σ−1
♯ )∗i∗Φ on T Rn

given by

F (x, y) = ((σ♯
−1)∗i∗Φ)(x, y) = Φ(i(σ♯

−1(x, y))) = Φ(σ−1(x), f(x, y)) =
1

2

∥∥σ−1(x)
∥∥2∥f(x, y)∥2.

Using that
∥∥σ−1(x)

∥∥ = 1 and an expression for ∥f(x, y)∥ from Lemma 5.6 gives

F (x, y) =
(∥x∥2 + 1)2

8
∥y∥2.

If it was not for the inclusion, we could have used that σ♯ is a symplectomorphism to conclude
that Φ-solutions are mapped to F -solutions. However, since we are looking at a restricted
Hamiltonian system we cannot blindly apply this theorem. Fortunately, not all hope is lost —
we can still use that σ♯ is a symplectomorphism. However, this requires some preliminary results
regarding regular submanifolds.

Theorem 5.4. Suppose N is a regular submanifold of M and θ is the tautological one form on
T ∗M . Then i∗θ = θ is the tautological one form on T ∗N where i : T ∗N ↪→ T ∗M is the inclusion.

Proof. Let (U, ϕ) be an adapted chart relative to N , thus N ∩ U is defined by the vanishing
of the last m − n coordinates so N ∩ U = ϕ−1({x ∈ Rm |xn+1 = ... = xm = 0}). Hence
x1, ..., xn are local coordinates on N while x1, ..., xm are local coordinates on M . Moreover,
for any p ∈ N the differentials (dx1)p, ..., (dx

n)p form a basis of T ∗
pN and extending them to

(dx1)p, ..., (dx
m)p gives a basis for T ∗

pM . Let yk denote the coefficient function in front of (dxk)

in decomposition of an arbitrary element of T ∗
pM , i.e.

∑m
i=1 yk(α)(dx

k)p = α for any ω ∈ T ∗
pM .
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Then (x1, ..., xm, y1, ..., ym) is a local chart for T ∗M while (x1, ..., xn, y1, ..., yn) is a local chart
for T ∗N . In these coordinates, the tautological one-form on T ∗M is given by

θ =

m∑
i=1

yidx
i.

But then on T ∗(U ∩N)

i∗θ = θ|T ∗(U∩N) =
m∑
i=1

yi|T ∗(U∩N)d
(
xi|T ∗(U∩N)

)
=

n∑
i=1

yidx
i.

Since we worked with an arbitrary adapted chart, we conclude that i∗θ is the tautological one
form on the whole T ∗N .

Corollary 5.5. Suppose N is a regular submanifold of M and ω is the symplectic form on
T ∗M . Then i∗ω is the symplectic form on T ∗N .

Proof. Using that ω = dθ and commutativity of d with pullback we get that

i∗ω = i∗dθ = d(i∗θ).

Applying Theorem 5.4 then gives that i∗ω is the symplectic form on T ∗N .

With these two tools, we are ready to prove a theorem that generalizes the theorem that
states that symplectomorphisms carry solutions to Hamiltonian systems to solutions to some
other Hamiltonian systems.

Theorem 5.6. Let N be a regular submanifold of M and H a Hamiltonian on T ∗M . Suppose
f : T ∗N → T ∗P is a symplectomorphism and c : I → T ∗N ⊂ T ∗M a curve. Then c(t) is a
solution to the H-system on T ∗M if and only if f(c(t)) is a solution to the H ◦ f−1 system on
T ∗P . Additionally, all solutions to the H ◦ f−1 system on T ∗P are of this form.

Proof. We will prove the theorem by first showing that for c(t) ∈ T ∗N an H-solution, f(c(t))
is a H ◦ f−1-solution and then that for x(t) a H ◦ f−1-solution, f−1(x(t)) is an H-solution on
T ∗N . Additionally, we will not work in charts with Hamilton’s equations but rather directly
with the Hamiltonian vector fields.

(⇒): Suppose c(t) ∈ T ∗M is an H-solution on M . Thus

dct

(
d

dt

∣∣∣∣
t

)
= XH

∣∣∣∣
c(t)

,

where XH is the unique vector field on T ∗M satisfying ιXH
ω = dH with ω the symplectic form

on T ∗M . Now observe that by the chain rule

d(f ◦ c)t
(

d

dt

∣∣∣∣
t

)
= dfc(t)

(
dct

(
d

dt

∣∣∣∣
t

))
= dfc(t)

(
XH

∣∣∣∣
c(t)

)
.

Therefore, if we show that dfc(t)

(
XH

∣∣
c(t)

)
= XH◦f−1

∣∣
f(c(t))

then we can conclude that f ◦ c is

an H ◦f−1 solution. To this end, let ω and η be the symplectic forms on M and P , respectively.
By Corollary 5.5, i∗ω is the symplectic form on N and since f is a symplectomorphism

η = (f−1)∗i∗ω = (i ◦ f−1)∗ω.
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With this, take Y ∈ Tf(c(t))T
∗P and consider the following(

ι
dfc(t)

(
XH |

c(t)

)ηf(c(t))
)
(Y ) = ηc(t)

(
dfc(t)

(
XH

∣∣∣∣
c(t)

)
, Y

)

=
(
(i ◦ f−1)∗ω

)
f(c(t))

(
dfc(t)

(
XH

∣∣∣∣
c(t)

)
, Y

)

= ωc(t)

(
d(i ◦ f−1)f(c(t))

(
dfc(t)

(
XH

∣∣∣∣
c(t)

))
, d(i ◦ f−1)f(c(t))Y

)
.

Applying the chain rule gives(
ι
dfc(t)

(
XH |

c(t)

)ηf(c(t))
)
(Y ) = ωc(t)

(
d(i ◦ f−1 ◦ f)c(t)

(
XH

∣∣∣∣
c(t)

)
, dic(t) ◦ df−1

f(c(t))Y

)

= ωc(t)

(
dic(t)

(
XH

∣∣∣∣
c(t)

)
, dic(t) ◦ df−1

f(c(t))Y

)
.

Now, both XH |c(t) and df−1
f(c(t))Y belong to T ∗

c(t)N . Thus dic(t) acts on them trivially and so

(
ι
dfc(t)

(
XH |

c(t)

)ηf(c(t))
)
(Y ) = ωc(t)

(
XH

∣∣∣∣
c(t)

, df−1
f(c(t))Y

)
=
(
ι(XH)c(t)ωc(t)

)(
df−1

f(c(t))Y
)
= dHc(t)(df

−1
f(c(t))Y ),

where we used the definition of XH . Finally, applying the chain rule yield(
ι
dfc(t)

(
XH |

c(t)

)ηf(c(t))
)
(Y ) = dHc(t)(df

−1
f(c(t))Y ) = d

(
H ◦ f−1

)
f(c(t))

(Y ) = (ι(Xf−1◦H)f(c(t))ηf(c(t)))(Y ).

By non-degeneracy of η it follows that

dfc(t)

(
XH

∣∣∣∣
c(t)

)
= XH◦f−1

∣∣∣∣
f(c(t))

.

Thus we have shown that f(c(t)) is an (H ◦ f−1)-solution.

(⇐) : Conversely, suppose x(t) is an (H ◦ f−1)-solution. Then (omitting the subscripts)

dx

(
d

dt

)
= XH◦f−1 .

Now the chain rule gives

d(f−1 ◦ x) d
dt

= df−1XH◦f−1 .

But from the previous direction we know that df(XH) = XH◦f−1 . Therefore another application
of the chain rule gives

d(f−1 ◦ x) d
dt

= df−1(df(XH)) = d(f−1 ◦ f)XH = XH ,

which allows us to conclude that f−1(x(t)) is an H-solution.

By picking N = Ŝn,M = Rn+1, P = Rn and σ♯ to be the symplectomorphism, we can apply
the above theorem to the Φ and F = Φ ◦ σ−1

♯ Hamiltonians and obtain the following.
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Corollary 5.7. We have that (x(t), y(t)) is a Φ-solution satisfying ∥x(0)∥ = 1 and ⟨x(0), y(0)⟩ =
0 if and only if σ♯(x(t), y(t)) is an F -solution. Moreover, all F -solutions are of that form, i.e. σ♯
induces a bijection

{Φ-solutions with ∥x(0)∥ = 1, ⟨x(0), y(0)⟩ = 0}
σ♯−→ {F -solutions}

(x(t), y(t)) 7→ σ♯(x(t), y(t)).

Proof. The only detail that we need to prove is that (x(t), y(t)) ∈ T ∗Ŝn for all t. This follows
from Theorem 5.3.

With this corollary and Theorem 5.3 the following corollary is immediate.

Corollary 5.8. Let c : I → Sn be a curve. Then c(t) is a geodesic on Sn if and only if
σ♯(c(t), c

♭(t)) is an F -solution.

5.5 Obtaining the Kepler Hamiltonian

In this section, we will show that the Hamiltonian

F (x, y) =
(∥x∥2 + 1)2

8
∥y∥2,

is equivalent to the Kepler Hamiltonian H when considered on a specific energy surface. In
particular, we will first show that the F -solutions on the energy surface F = 1/2 correspond
to Kepler orbits on the energy surface H = −1/2. We will then generalize this to other energy
surfaces.

Remark. Note that c(t) is a geodesic with unit speed, i.e. ∥c′(t)∥ = 1, if and only if it is a
Φ-solution on the surface

Φ(c(t), c♭(t)) =
1

2
∥c(t)∥2

∥∥∥c♭(t)∥∥∥2 = 1

2
,

satisfying ∥c(0)∥ = 1 and ⟨c′(0), c̄(0)⟩ = 0. This follows from Theorem 5.3. But then σ♯(c(t), c
♭(t))

lies on the surface

F (σ♯(c(t), c
♭(t))) = Φ(i(σ♯

−1(σ♯(c(t), c
♭(t))))) = Φ(c(t), c′(t)) = 1/2.

Hence geodesics with unit speed correspond to F -solutions on the surface F = 1/2.

To start transforming F -solutions toH-solutions, we first define an intermediate Hamiltonian
G and show its equivalence to F on an energy surface. We will then show equivalence of G to
H on an energy surface.

Lemma 5.7. Let G : T ∗Rn → R be the Hamiltonian defined by G(x, y) =
√

2F (x, y)−1. Then
(x(t), y(t)) is an F -solution on F = 1/2 if and only if it is a G-solution on G = 0. Remark: Note
that F = 1/2 implies that y(t) never vanishes.

Proof. First, observe that G(x, y) = 0 if and only if F (x, y) = 1/2. Moreover, note that

∂G

∂x
=

1√
2F (x, y)

∂F

∂x

∂G

∂y
=

1√
2F (x, y)

∂F

∂y
.
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Consequently, (x(t), y(t)) solves

ẋ =
∂G

∂y

ẏ = −∂G
∂x

with G(x(t), y(t)) = 0 if and only if F (x(t), y(t)) = 1/2 and

ẋ =
1√

2F (x, y)

∂F

∂y
=
∂F

∂y

ẏ = − 1√
2F (x, y)

∂F

∂x
= −∂F

∂x
.

In other words, (x(t), y(t)) is a G-solution on G = 0 if and only if it is an F -solution on
F = 1/2.

Lemma 5.8. Let G be defined as in the previous lemma and define the Kepler Hamiltonian
H : T ∗Rn → R by

H(q, p) =
1

2
∥p∥2 − 1

∥q∥
.

Then (x(s), y(s)) is a G-solution on G = 0 if and only if (q(t), p(t)) = (ȳ(t),−x̄(t)) is an H-
solution on H = −1/2, where x̄(t) and ȳ(t) are reparametrizations of x(s) and y(s) defined
by

x̄(t) := x(s(t))

ȳ(t) := y(s(t)),

with the parameters implicitly related by

t(s) =

∫ s

0
∥y(r)∥dr.

Proof. First, recall that

G(x, y) =
√

2F (x, y)− 1 =
(∥x∥2 + 1)∥y∥

2
− 1.

Additionally, observe that the parameters t and s satisfy

dt

ds

∣∣∣∣
s

= ∥y(s)∥,

and, assuming that y(s(t)) ̸= 0, the inverse function theorem gives

ds

dt

∣∣∣∣
t

=
1

dt
ds

∣∣
s(t)

=
1

∥y(s(t))∥
.

Moreover, in our case y(s(t)) never vanishes since otherwise H ̸= −1/2 and G ̸= 0. Therefore
we can always use the inverse function theorem as above. Equipped with those facts, let us
proceed to the main proof.

(⇒) : Suppose (x(s), y(s)) is a G-solution on G = 0 and consider (q(t), p(t)) = (ȳ(t),−x̄(t)).
Then we have

dq

dt

∣∣∣∣
t

=
dȳ

dt

∣∣∣∣
t

=
d(y ◦ s)

dt

∣∣∣∣
t

=
dy

ds

∣∣∣∣
s(t)

ds

dt

∣∣∣∣
t

= −∂G
∂x

∣∣∣∣
(x(s(t)),y(s(t)))

1

∥y(s(t))∥
.
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Using the expression for G(x, y) we obtain

dq

dt

∣∣∣∣
t

= −∥y(s(t))∥x(s(t)) 1

∥y(s(t))∥
= −x̄(t) = p(t) =

∂H

∂p

∣∣∣∣
p(t),q(t)

,

thus the first of H-equations is satisfied. Similarly,

dp

dt

∣∣∣∣
t

= −dx̄

dt

∣∣∣∣
t

= −dx

ds

∣∣∣∣
s(t)

ds

dt

∣∣∣∣
t

= −∂G
∂y

∣∣∣∣
(x(s(t)),y(s(t)))

1

∥y(s(t))∥
= −∥x(s(t))∥2 + 1

2

1

∥y(s(t))∥2
y(s(t)).

(5.6)

Now recall that (x(s), y(s)) satisfy G(x(s), y(s)) = 0 for all s thus

0 = G(x(s(t)), y(s(t))) =
(∥x(s(t))∥2 + 1)∥y(s(t))∥

2
− 1.

Using y(s(t)) ̸= 0 we obtain

∥x(s(t))∥2 + 1

2
=

1

∥y(s(t))∥
.

Using this fact, we get that

H(p(t), q(t)) =
∥p(t))∥2

2
− 1

∥q(t)∥
=

∥x(s(t))∥2

2
− 1

∥y(s(t))∥
= −1/2

and applying it to (5.6)

dp

dt

∣∣∣∣
t

= − 1

∥y(s(t))∥3
y(s(t)) = − 1

∥q(t)∥3
q(t) = −∂H

∂q

∣∣∣∣
(q(t),p(t))

.

Thus (q(t), p(t)) is an H-solution on H = −1/2.
(⇐) : Conversely suppose that (q(t), p(t)) = (ȳ(t),−x̄(t)) is an H-solution on H = −1/2 and

consider (x(s), y(s)). First, observe that H = −1/2 implies that

−1/2 = H(q(t), p(t)) =
∥p(t)∥2

2
− 1

∥q(t)∥
=

∥x(s(t))∥2

2
− 1

∥y(s(t))∥
,

for all t and so

G(x(s(t)), y(s(t))) =
(∥x(s(t))∥2 + 1)∥y(s(t))∥

2
− 1 = 0,

for all t. As s(t) is a bijection, it follows that (x(s), y(s)) lies on G = 0. Moreover, denoting the
inverse of s(t) by t(s), we get

dx

ds

∣∣∣∣
s

=
d(x ◦ s ◦ t)

ds

∣∣∣∣
s

=
d(x ◦ s)

dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

= −dp

dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

=
∂H

∂q

∣∣∣∣
(q(t(s)),p(t(s)))

∥y(s)∥.

Differentiating H(p, q) with respect to q gives

dx

ds

∣∣∣∣
s

=
1

∥q(t(s))∥3
q(t(s))∥y(s)∥ =

1

∥y(s(t(s)))∥3
y(s(t(s)))∥y(s)∥ =

1

∥y(s)∥2
y(s).

Using that G(x(s), y(s)) = 0 we obtain that

dx

ds

∣∣∣∣
s

=
∥x(s)∥2 + 1

2

1

∥y(s)∥
y(s) =

∂G

∂y

∣∣∣∣
(x(s),y(s))

,
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so the first G-equation is satisfied. Similarly,

dy

ds

∣∣∣∣
s

=
d(y ◦ s ◦ t)

ds

∣∣∣∣
s

=
d(y ◦ s)

dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

=
dq

dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

=
∂H

∂p

∣∣∣∣
(q(t(s)),p(t(s)))

∥y(s)∥.

Differentiating H(p, q) with respect to p gives

dy

ds

∣∣∣∣
s

= ∥y(s)∥p(t(s)) = −∥y(s)∥x(s) = −∂G
∂x

∣∣∣∣
(x(s),y(s))

.

We conclude that (x(s), y(s)) is a G-solution on G = 0.

Applying Lemma 5.7 and Lemma 5.8 to our initial observation that geodesics with unit
speed correspond to F -solution on F = 1/2, allows us to conclude that the unit speed geodesics
on Sn correspond to Kepler orbits on Rn with H = −1/2. Let us extend this construction to
other negative energies. To this end, suppose c(t) is an arbitrary non-constant geodesic on Sn
and define λ := ∥c′(t)∥ ∈ R>0. Then we can write c′(t) = λĉ(t) where ĉ(t) is a unit vector. By
Corollary 5.8, σ♯(c(t), c

♭(t)) is an F -solution lying on the energy surface

F (σ♯(c(t), c
♭(t))) = Φ(c(t), c♭(t)) =

∥c(t)∥2
∥∥c♭(t)∥∥2
2

=
λ2

2
.

Defining

K(x, y) :=
√

2λ2F (x, y)− λ2 = λ
∥x∥2 + 1

2
∥y∥ − λ2,

we have that K(x, y) = 0 if and only if F (x, y) = λ2/2. Moreover, on F (x, y) = λ2/2 we have

∂K

∂x
=

√
λ2

2F (x, y)

∂F

∂x
=
∂F

∂x

∂K

∂y
=

√
λ2

2F (x, y)

∂F

∂y
=
∂F

∂y
.

Thus F -solutions of F = λ2/2 are precisely the K-solutions with K = 0. Now analogously to
Lemma 5.8 we have the following.

Lemma 5.9. With K and H defined above, we have that (x(s), y(s)) is a K-solution on K = 0
if and only if (q(t), p(t)) = (λȳ(t),−λ−1x̄(t)) is an H-solution on H = − 1

2λ2 , where x̄(t) and ȳ(t)
are reparametrizations of x(s) and y(s) defined by

x̄(t) := x(s(t))

ȳ(t) := y(s(t)),

with the parameters implicitly related by

t(s) =

∫ s

0
λ3∥y(r)∥dr.

Proof. Following the same steps as before we have

dt

ds

∣∣∣∣
s

= λ3∥y(s)∥ and
ds

dt

∣∣∣∣
t

=
1

λ3∥y(s(t))∥
,

where, again, y(s(t)) never vanishes as otherwise K ̸= 0 or H ̸= − 1
2λ2 .
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(⇒) : Suppose (x(s), y(s)) is a K-solution on K = 0. Then we have

dq

dt

∣∣∣∣
t

= λ
dȳ

dt

∣∣∣∣
t

= λ
dy

ds

∣∣∣∣
s(t)

ds

dt

∣∣∣∣
t

= −∂K
∂x

∣∣∣∣
(x(s(t)),y(s(t)))

1

λ2∥y(s(t))∥
.

Using the expression for K(x, y) we obtain

dq

dt

∣∣∣∣
t

= −λ∥y(s(t))∥x(s(t)) 1

λ2∥y(s(t))∥
= −λ−1x̄(t) = p(t) =

∂H

∂p

∣∣∣∣
p(t),q(t)

,

thus the first of H-equations is satisfied. Similarly,

dp

dt

∣∣∣∣
t

= −λ−1dx̄

dt

∣∣∣∣
t

= −λ−1∂K

∂y

∣∣∣∣
(x(s(t)),y(s(t)))

1

λ3∥y(s(t))∥
= −∥x(s(t))∥2 + 1

2

1

λ3∥y(s(t))∥2
y(s(t)).

(5.7)

Now recall that (x(s), y(s)) satisfy K(x(s), y(s)) = 0 for all s thus

0 = K(x(s(t)), y(s(t))) = λ
(∥x(s(t))∥2 + 1)∥y(s(t))∥

2
− λ2.

Assuming that y(s(t)) ̸= 0 gives

H(p(t), q(t)) =
∥p(t))∥2

2
− 1

∥q(t)∥
= λ−2 ∥x(s(t))∥

2

2
− 1

λ∥y(s(t))∥
= − 1

2λ2
.

Moreover, using K(x, y) = 0 also gives

dp

dt

∣∣∣∣
t

= − 1

λ2∥y(s(t))∥3
y(s(t)) = − 1

∥λy(s(t))∥3
λy(s(t)) = − 1

∥q(t)∥3
q(t) = −∂H

∂q

∣∣∣∣
(q(t),p(t))

,

thus (q(t), p(t)) is an H-solution on H = − 1
2λ2 .

(⇐) : Conversely suppose that (q(t), p(t)) = (λȳ(t),−λ−1x̄(t)) is anH-solution onH = − 1
2λ2 .

Note that H = − 1
2λ2 implies

− 1

2λ2
= H(q(t), p(t)) =

∥p(t)∥2

2
− 1

∥q(t)∥
= λ−2 ∥x(s(t))∥

2

2
− 1

∥λy(s(t))∥
,

for all t and so

K(x(s), y(s)) = λ
(∥x(s)∥2 + 1)∥y(s)∥

2
− λ2 = 0,

for all s. Moreover, denoting the inverse of s(t) by t(s), we have

dx

ds

∣∣∣∣
s

=
d(x ◦ s ◦ t)

ds

∣∣∣∣
s

=
d(x ◦ s)

dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

= −λdp
dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

= λ4
∂H

∂q

∣∣∣∣
(q(t(s)),p(t(s)))

∥y(s)∥.

Differentiating H(p, q) with respect to q gives

dx

ds

∣∣∣∣
s

= λ4
1

∥q(t(s))∥3
q(t(s))∥y(s)∥ =

λ2

∥y(s(t(s)))∥3
y(s(t(s)))∥y(s)∥ =

λ2

∥y(s)∥2
y(s).

Using that K(x(s), y(s)) = 0 we obtain that

dx

ds

∣∣∣∣
s

=
∥x(s)∥2 + 1

2

λ

∥y(s)∥
y(s) =

∂K

∂y

∣∣∣∣
(x(s),y(s))

,

so the first K-equation is satisfied. Similarly,

dy

ds

∣∣∣∣
s

=
d(y ◦ s ◦ t)

ds

∣∣∣∣
s

=
d(y ◦ s)

dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

= λ−1dq

dt

∣∣∣∣
t(s)

dt

ds

∣∣∣∣
s

= λ2
∂H

∂p

∣∣∣∣
(q(t(s)),p(t(s)))

∥y(s)∥.

Differentiating H(p, q) with respect to p gives

dy

ds

∣∣∣∣
s

= λ2∥y(s)∥p(t(s)) = −λ∥y(s)∥x(s) = −∂K
∂x

∣∣∣∣
(x(s),y(s))

.

We conclude that (x(s), y(s)) is a K-solution on K = 0.
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5.6 Collision Orbits and Extension of the Stereographic Projec-
tion

In the preceding sections, we have proven that any non-constant geodesic c(t) on Sn corresponds
in bijective fashion to a Kepler orbit with energy H = − 1

2∥c′(t)∥2 . The transformations that

achieved this can be summarized as

(c(t), c′(t)) 7→ (σ(c(t)), g(c(t), c♭(t))) 7→
(∥∥∥c♭(t)∥∥∥g(c(t), c♭(t)),−∥∥∥c♭(t)∥∥∥−1

σ(c(t))

)
. (5.8)

We can see that there is an issue with the current construction. Namely, if c(t) is a geodesic
that goes through the north pole (1, 0, ..., 0) then the first step of our construction doesn’t work
since σ(c(t)) is undefined at the north pole.

To analyze this issue, let us first recall that

σ(ξ) =

(
ξ1

1− ξ0
, ...,

ξn

1− ξ0

)
g(ξ, η) =

(
η1(1− ξ0) + ξ1η0, ..., ηn(1− ξ0) + ξnη0

)
.

With the help of the geometric interpretation of σ from Lemma 5.3, we see that if c(t) is
a geodesic (i.e. great circle) through the north pole N = (1, 0, ..., 0) then the image of c(t)
(excluding N) under σ is a line in Rn that goes through the origin. As c(t) approaches N its
image in Rn travels to infinity along the given line. While when c(t) goes through the south
pole S = (−1, 0, ..., 0) its image goes through the origin 0 ∈ Rn. Moreover, keeping in mind that
∥c′(t)∥ =

∥∥c♭(t)∥∥ is constant, we also have that as c(t) → N the image g(c(t), c♭(t)) → 0 and

as c(t) → S the image g(c(t), c♭(t)) → 2c♭(t). Applying the second transformation in (5.8) to
(c(t), c′(t)) and denoting its image by (q(t), p(t)), we see that

c(t) → N =⇒

{
q(t) = ∥c′(t)∥g(c(t), c′(t)) → 0

∥p(t)∥ = −∥c′(t)∥−1∥σ(c(t)))∥ → ∞

c(t) → S =⇒

{
q(t) = ∥c′(t)∥g(c(t), c′(t)) → 2∥c′(t)∥c′(t)
p(t) = −∥c′(t)∥−1σ(c(t))) → 0

But this behaviour of (q(t), p(t)) corresponds exactly to collision orbits of the Kepler problem!
To see this more clearly, suppose S is the initial position of c(t) and we watch it travel to
N (in any direction). Then we get that our (q, p) system starts at rest, i.e. p = 0, and a
distance ∥q∥ = 2∥c′(t)∥2 from the origin. As c(t) → N the position q(t) approaches 0 while the
momentum p(t) diverges in such a way so that H(q, p) = ∥p∥2/2− 1/∥q∥ remains constant and
equal to

H(q(0), p(0)) = − 1

∥q(0)∥
= − 1

2∥c′(t)∥2
.

We conclude that the problematic geodesics c(t) which go through N correspond to collision
orbits of the Kepler problem with energy H = − 1

2∥c′(t)∥2 , where the north pole N maps to the

point of the orbit where the particle collides with its centre of attraction causing the momentum
to diverge.

We conclude that there is a bijection between non-constant geodesic on Sn and completed
negative energy Kepler orbits on Rn, in which ”completed” means that we include the collision
point in the corresponding collision orbit.
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Relativistic Corrections: A Prelude
to Relativistic Kepler

This chapter serves as a prelude to the final chapter in which we will present some of the
results from [Nee+23]. One of them is that, for a specific value of a coupling constant, the
orbits of an extremal test particle moving in the background of an oppositely charged extremal
Einstein-Maxwell-dilaton black hole are equivalent to Kepler orbits. Therefore bounded orbits
are elliptical and hence there is no perihelion precession. What makes this result interesting is
that generically, relativistic corrections to two-body problems cause perihelion precession and
bounded orbits do not close on themselves. In this chapter, we will see two examples of this
phenomenon. Along the way, we will also show how to obtain relativistic corrections to classical
systems. The general strategy is to consider a solution of the system in a relativistic theory and
then analyze the limit of this solution for small velocities or c→ ∞.

The first example we will consider is the electrostatic two-body problem, and the second
is the relativistic Kepler problem. In the first problem, we will analyze a charge moving in
a stationary Coulomb potential and look at corrections due to special relativity. For that we
will only need standard classical electrostatics and basic notions from special relativity — for
example, as presented in [Gri17; Zan12]. To solve the second problem, we will first give an
overview of the necessary elements of General Relativity (GR) — the reference for this section is
[Ton19] — and then consider the Schwarzschild solution in the limit of small velocities. In both
examples, we will see that the relativistic corrections cause the perihelion of orbits to processes.
We will quantify this effect.

6.1 Relativistic Corrections to Electrostatic Two-body Problem

In this section, we will derive and analyze the solution to the (special) relativistic electrostatic
two-body problem in which the first charge is much heavier and fixed at the origin while the
second opposite charge moves in the static Coulomb potential. Classically, the equation of
motion is

ṗ = − α

r3
x

with α = q2/4πϵ0. This corresponds exactly to what we did in chapter 2 with α = k. Thus the
solutions to this problem are conic sections. In particular, bounded orbits are ellipses and so
there is no perihelion precession. We will see that making this problem consistent with special
relativity induces perihelion precession. Our account is based only on elementary special rela-
tivity. More sophisticated approaches which use the Hamilton-Jacobi equation or action-angle
coordinates are presented in [LL80] and [Thi13], respectively.
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To make the equations of motion consistent with special relativity, we simply replace classical
momentum p = mv with relativistic momentum p = mγẋ, where γ = 1√

1−∥ẋ∥2/c2
. Thus we

want to solve the following equation

d

dt
[γmẋ] = − α

r3
x,

where as usual r = ∥x∥. Similarly to the classical case, the relativistic angular momentum
L = x× (mγẋ) is conserved as

L̇ = x× d

dt
[γmẋ] + ẋ× (γmẋ) = −x× k

r3
x = 0.

Since L is conserved and both x and ẋ are perpendicular to it, the motion is planar. Thus we
can use polar coordinates and write

x =

r cos(θ)r sin(θ)
0

 .
In these coordinates, L is

L = γmx× ẋ = γm

r cos(θ)r sin(θ)
0

×

ṙ cos(θ)− r sin(θ)θ̇

ṙ sin(θ) + r cos(θ)θ̇
0

 = γmr2θ̇

00
1

 .
Hence L̇ = 0 also implies that

d

dt

[
mγr2θ̇

]
= 0.

Thus, we can write

mγr2θ̇ = ℓ

for some constant ℓ. To proceed, we will first write down the total energy solely in terms of
the radial variable r. Then we will rewrite it in terms of the Binet variable u(θ) = 1/r(θ).
Differentiating the resulting energy equation with respect to θ will give us an ODE for u which
we will then analyze. To this end, recall that the total relativistic energy E is conserved and
given by

E = c

√
γ2m2∥ẋ∥2 +m2c2 − α

r
.

Using the conservation of angular momentum and

∥ẋ∥2 = ṙ2 + r2θ̇2,

we can write the total energy as

E = c

√
γ2m2(ṙ2 + r2θ̇2) +m2c2 − α

r
= c

√
γ2m2

(
ṙ2 +

ℓ2

m2γ2r2

)
+m2c2 − α

r
.

Note that the γ factor still depends on the velocity ẋ — fortunately, as we will see, this factor
cancels out. Now, let us introduce u(θ) = 1/r(θ). Observe that

u̇ =
du

dθ
θ̇ =

du

dϕ

ℓ

mγr2
=

ℓ

γm
u2

du

dϕ
,
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where we used conservation of angular momentum and chain rule. Consequently,

ṙ = − u̇

u2
= − ℓ

γm

du

dϕ
.

Denoting differentiation with respect to θ by u′, the total energy in terms of the Binet variable
reads

E = c

√
γ2m2

(
ℓ2u′2

m2γ2
+

ℓ2u2

m2γ2

)
+m2c2 − αu = c

√
ℓ2 (u′2 + u2) +m2c2 − αu

Taking the potential energy to the left side and squaring the result yields

(E + αu)2 = c2ℓ2(u′2 + u2) +m2c4.

Expanding the square gives

c2ℓ2u′2 + (c2ℓ2 − α2)u2 − 2Eαu = E2 −m2c4.

Finally, by differentiating with respect to θ and dividing by 2u′ we get

c2ℓ2u′′ + (c2ℓ2 − α2)u− Eα = 0,

and so

u′′ +

(
1− α2

c2ℓ2

)
u− Eα

c2ℓ2
= 0.

For |α| ≥ cℓ the solutions of this equation are unbounded. Concretely, for |α| > cℓ the solution
is

u = A cosh

(
θ

√
α2

c2ℓ2
− 1 + θ0

)
+
Eα

c2ℓ2
1

1− α2/c2ℓ2

while for |α| = cℓ it is

u =
E

α
θ2 +Bθ + C,

where A,B,C, θ0 are integration constants. On the other hand, for |α| < cℓ we get bounded
solutions that are given by

u = A cos

(
θ

√
1− α2

c2ℓ2
+ θ0

)
+

Eα

c2ℓ2 − α2
.

We can use the freedom to rotate the x-axis to set θ0 = 0 in which case

u = A cos

(
θ

√
1− α2

c2ℓ2

)
+

Eα

c2ℓ2 − α2
.

Note that in the non-relativistic limit c2 → ∞ this corresponds to familiar conic sections1 and
so there is no perihelion precession. But, for finite c, after rotating by 2π the orbit doesn’t close.
In fact, u is maximized and hence r minimized (perihelion) first at θ = 0 but then not at θ = 2π
but rather at

θ =
2π√

1− α2

c2ℓ2

≈ 2π +
2πα2

2c2ℓ2
.

In the last step, we applied the binomial approximation and assumed that α2

c2ℓ2
≪ 1. Therefore,

to first-order2, the perihelion precesses by

δ ≈ πα2

c2ℓ2
.

1Keep in mind that E is the relativistic energy so E/c2 → m as c → ∞.
2We say that a term has n-th order if it is proportional to (1/c2)n.
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6.2 Relativistic Corrections to Kepler Problem

As already mentioned, before diving into the analysis of the Schwarzschild solution let us give a
brief overview of GR.

6.2.1 A Crash Course in General Relativity

During undergraduate studies, one often hears about the beauty of the theory of General Rel-
ativity (GR). Fortunately, only knowledge of metrics — that we saw in chapter 4 — is needed
to glimpse this beauty. Namely, the first main idea behind GR is encapsulated in the innocuous
statement ”Gravity is geometry”. This means that the metric describing the universe’s geometry
is the gravitational field’s source. In other words, what we perceive as gravitational attraction is
just objects following geodesics — nothing more. Notably, the fact that geodesics are indepen-
dent of the rest mass of a particle corresponds to the well-known (weak) equivalence principle —
inertial mass equals gravitational mass. Now, if that was it GR wouldn’t be also known for its
infamous difficulty. The mathematical difficulty comes from Einstein’s second great insight3 that
the metric is a dynamic entity governed by the matter content of the universe. This relationship
is described by the seemingly simple Einstein field equation which states that

Gµν + Λgµν =
8πG

c4
Tµν ,

where Gµν is the Einstein tensor, Tµν is the stress-energy tensor, gµν the metric and Λ is the
cosmological constant. This an elegant coordinate-free4 formula but deriving it takes significant
mathematical machinery — it took Einstein 10 years to translate his physical insights into a
mathematically rigorous framework — and so we won’t pursue it.

As was already mentioned, another thing that one often hears is that Einstein’s equations
are notoriously difficult to solve. The reason is that the elegant equation that we gave contains,
in fact, 16 different nonlinear, coupled partial differential equations. When all the definitions
are unpacked, the Einstein equation in terms of the metric gµν reads

1

2

3∑
α=0

3∑
β=0

gαβ∂α∂µgβν +
1

2

3∑
α=0

3∑
β=0

gαβ∂α∂νgµβ − 1

2

3∑
α=0

3∑
β=0

gαβ∂α∂βgµν −
3

2

3∑
α=0

3∑
β=0

gαβ∂µ∂νgαβ

−1

2

3∑
α=0

3∑
β=0

3∑
ρ=0

3∑
λ=0

gβλgαρ∂αgρλ∂µgβν −
1

2

3∑
α=0

3∑
β=0

3∑
ρ=0

3∑
λ=0

gβλgαρ∂αgρλ∂νgµβ+

1

4

3∑
α=0

3∑
β=0

3∑
ρ=0

3∑
λ=0

gβλgαρ∂νgαλ∂µgρβ +
1

4|g|

3∑
α=0

3∑
β=0

gαβ∂β|g|∂νgµα − 1

4|g|

3∑
α=0

3∑
β=0

gαβ∂β|g|∂αgµν

− 1

4|g|

3∑
α=0

3∑
β=0

gαβ∂β|g|∂µgαν + Λgµν =
8πG

c4
Tµν .

Mind you, this needs to hold for all µ, ν = 1, 2, 3, 4 and so we have 16 such equations that
are moreover coupled to each other. It goes without saying that there are only a handful of
known solutions to Einstein’s equation. One of them is the Schwarzschild metric which is the
unique asymptotically flat, spherically symmetric vacuum solution (i.e. Tµν = 0) — as stated
in Birkhoff’s Theorem [Ton19]. We will give it a closer look in the next subsection.

Finally, once one has a solution to Einstein’s equation one can check how a test particle
moves in such a universe by solving the geodesic equation we already encountered in chapter 5.

3The first one — gravity is geometry — can be implemented in Newtonian mechanics. This is known as the
Newton-Cartan gravity. Thus it is the second insight that makes GR truly different from Newtonian gravity.

4The abstract index notation is used.
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However, for a specific metric, it is easier to derive the geodesic equation using variational

calculus rather than first to compute the Riemannian connection5 and then solve Dc′(t)
dt = 0.

Without going into mathematical details, we state that the geodesic equation is equivalent to
Euler-Lagrange equations

d

dτ

(
∂L

∂ẋρ

)
− ∂L

∂xρ
= 0,

with the Lagrangian L = 1
2gµν(x)ẋ

µẋν and supplied with the constraint L = − c2

2 where the
dot represents differentiation with respect to the proper time τ . This Lagrangian formalism
can also be applied to the example from the previous section. We opted against using it since
— contrary to the present case — we already knew the equations of motion. For details on
Lagrangian mechanics, the reader is referred to [Ser23b; Ton04] while its relation to GR is
shown in [Ton19].

6.2.2 The Schwarzschild Solution and Perihelion Precession

The Schwarzschild metric reads

ds2 = −A(r)dt2 +A(r)−1dr2 + r2(dθ2 + sin2 θdϕ2),

where A(r) := 1 − 2GM
rc2

and (r, θ, ϕ) are the usual spherical coordinates. This metric is most
known for its relation to black holes. We can see that something unusual is happening by ob-
serving that the metric diverges at r = Rs = 2GM

c2
— this corresponds to the black hole event

horizon. It is possible to analyze the behaviour of spacetime around this apparent singularity
but this is not of interest to us. We will only look at the region where r > Rs, where the
Schwarzschild metric correctly describes the curved spacetime created by a star of mass M .
Therefore the relativistic counterpart of the Kepler problem is to find the orbit of a test particle
moving in this spacetime. In other words, we have to solve the geodesic equation. In what
follows, we will first derive this geodesic equation. Then we will check that in the limit c → ∞
it coincides with the Kepler problem. Finally, we will use perturbation theory in some small
parameter β ∝ 1/c2 to find relativistic corrections to the Kepler problem.

To find the associated geodesic equation we first look at the Lagrangian

L =
1

2
gµν(x)ẋ

µẋν =
1

2

(
gttc

2ṫṫ+ grrṙṙ + gθθθ̇θ̇ + gϕϕϕ̇ϕ̇
)

=
1

2

(
−A(r)c2ṫṫ+A(r)−1ṙṙ + r2

(
θ̇θ̇ + sin2(θ)ϕ̇ϕ̇

))
.

Its Euler-Lagrange equations are

d

dτ

(
∂L

∂ṫ

)
− ∂L

∂t
= − d

dτ

(
c2A(r)ṫ

)
= 0 (6.1)

d

dτ

(
∂L

∂ṙ

)
− ∂L

∂r
=

d

dτ

(
A(r)−1ṙ

)
− ∂L

∂r
= 0 (6.2)

d

dτ

(
∂L

∂θ̇

)
− ∂L

∂θ
=

d

dτ

(
r2θ̇
)
− r2 sin(θ) cos(θ)(ϕ̇)2 = 0 (6.3)

d

dτ

(
∂L

∂ϕ̇

)
− ∂L

∂ϕ
=

d

dτ

(
r2 sin2(θ)ϕ̇

)
= 0. (6.4)

To solve these equations, let us follow a strategy similar to the classical Kepler problem. First,
we can constrain the motion to the plane θ = π/2. We can do this because given any initial

5Technically, we would need the Lorentzian connection.
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conditions we can rotate our coordinate system so that θ̇(0) = 0 and θ(0) = π/2, and then
equation (6.3) is solved by θ̇ = 0, θ = π/2. Thus the motion remains planar. With this choice,
equation (6.4) becomes

d

dτ

(
r2ϕ̇
)
= 0.

Thus

ℓ := r2ϕ̇

is conserved. Note that ℓ is just the angular momentum (divided by mass) in polar coordinates
(r, ϕ). Similarly, equation (6.1) gives that

E = c2A(r)ṫ

is conserved. To proceed, recall that to get the geodesic equation we also have to impose the
constraint

L =
1

2

(
−A(r)c2ṫṫ+A(r)−1ṙṙ + r2 + ϕ̇ϕ̇

)
= −c

2

2
,

where we already used that θ = π/2, θ̇ = 0. Using the conserved quantities ℓ and E, we can
rewrite the above as

−c2 = −A(r)c2
(

E

c2A(r)

)2

+A(r)−1ṙ2 + r2
(
ℓ

r2

)2

.

Multiplying both sides by 1
2A(r) gives

1

2
ṙ2 +

A(r)

2

ℓ2

r2
+
A(r)

2
c2 =

E2

2c2
. (6.5)

But this is just the energy (divided by mass) of a particle moving in the effective potential

Veff(r) =
A(r)

2

ℓ2

r2
+
A(r)

2
c2.

Since this particle is constrained to a plane and moves in a central potential, we can follow the
same strategy as in the previous section and solve for r(ϕ) by deriving the Binet equation for
this potential. To this end, introduce u(ϕ) = 1/r and observe that

u̇ =
du

dϕ
ϕ̇ =

du

dϕ

ℓ

r2
= ℓu2

du

dϕ
,

where we used conservation of angular momentum and chain rule. Consequently,

ṙ = − u̇

u2
= −ℓdu

dϕ
.

Substituting this into equation (6.5) and multiplying the result by 2/ℓ2 gives

E2

c2ℓ2
=

(
du

dϕ

)2

+A(1/u)

(
u2 +

c2

ℓ2

)
=

(
du

dϕ

)2

+

(
1− 2GM

c2
u

)(
u2 +

c2

ℓ2

)
.

We can simplify this equation by differentiating it with respect to ϕ and subsequently dividing
by 2du

dϕ . Namely, we obtain

d2u

dϕ2
+ u− GM

ℓ2
− 3GM

c2
u2 = 0. (6.6)
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The non-relativistic limit corresponds to c2 → ∞ in which case our equation becomes

d2u0
dϕ2

+ u0 −
GM

ℓ2
= 0.

It is easy to check that a solution to this equation is

u0(ϕ) =
GM

ℓ2
(1 + e cosϕ).

But recalling that u0(ϕ) = 1/r0(ϕ) we see that u0 describes a conic section! This is a good sign
since we recover the classical two-body problem by taking the limit c2 → ∞ in the relativistic
two-body problem. In contrast to the electrostatic two-body problem, to obtain relativistic
corrections we will have to resort to perturbative methods since equation (6.6) doesn’t have
simple exact solutions6. To this end, we look at solutions

u ≈ u0 + βu1

with β ≪ 1 a dimensionless7 parameter defined by β = 3G2M2

ℓ2c2
. If β = 0 we recover our non-

relativistic solution u0, thus u1 is a relativistic correction to our problem. To find it we plug in
our ansatz u ≈ u0 + βu1 into (6.6) and obtain that(

d2u0
dϕ2

+ u0 −
GM

ℓ2

)
+ β

d2u1
dϕ2

+ βu1 −
βℓ2

GM
(u20 + 2βu0u1 + β2u21) = 0.

The expression in the first parentheses vanishes since u0 is the classical solution. Since u1 is
approximation at order β, we can neglect the terms proportional to β2 and β3. Plugging in the
previously obtained expression for u0 we get that u1 satisfies

d2u1
dϕ2

+ u1 =
ℓ2

GM
u20 =

GM

ℓ2
(
1 + 2e cosϕ+ e2 cos2 ϕ

)
.

This equation is solved by

u1 =
GM

ℓ2

((
1 +

e2

2

)
+ eϕ sin(ϕ)− e2

6
cos(2ϕ)

)
,

which is the sought-after (first-order) relativistic correction to the classical two-body problem.

The eϕ sinϕ term makes u1 non-periodic in ϕ. Consequently, u is not periodic as well and
hence the orbit no longer closes. We can see this clearly by investigating the perihelion of the
new orbit. Recalling that the perihelion is the point of closest approach, we want to find ϕ such
that 1/r(ϕ) = u(ϕ) ≈ u0+βu1 is maximized. To this end, we set the first derivative of u0+βu1
to 0 and solve for ϕ, this yields

−e sin(ϕ) + β

(
e sin(ϕ) + eϕ cosϕ+

e2

3
sin 2ϕ

)
= 0. (6.7)

We see that ϕ = 0 solves this equation. Moreover, in the limit β → 0 the next solution is ϕ = 2π
(ϕ = π correspond to minimum of u0). Therefore for β ≪ 1 the solution to the perturbed
problem should be ϕ = 2π + δ for some small angle δ. Plugging this ansatz into equation (6.7),

6This new difficulty originates from the fact that in (6.6) a relativistic factor comes in front of an additional
nonlinear u2 term while previously relativistic factors only modified the coefficients of the constant and linear
terms.

7Keep in mind that ℓ is angular momentum per mass.
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expressing sines and cosines as Taylor series around ϕ = 2π and ignoring terms of order δ2, βδ
or higher, we obtain

0 ≈ −eδ + β

(
eδ + e(2π + δ)(1− δ2/2) +

e2

3
2δ

)
≈ −eδ + 2πeβ.

We conclude that the perihelion precesses by

δ ≈ 2πβ =
6πG2M2

ℓ2c2

for each revolution around the centre, as shown in Figure 6.1. Prediction of this orbit precession
explained the anomalous precession of Mercury8 and was one of the first experimental pieces of
evidence in favour of General Relativity.

Figure 6.1: Depiction of perihelion precession

Recall that in the previous section, we obtained that perihelion precession in the electrostatic
two-body problem due to special relativity is

δ ≈ πα2

ℓ2c2
.

Forgetting about the coupling constants, we see that the gravitational precession is 6 times
stronger than the electrostatic one. Finally, observe that in the previous section, we obtained
exact orbits and only then used c → ∞ to calculate the first-order correction to perihelion
precession. On the other hand, in this section, we didn’t have exact solutions and worked
perturbatively from the beginning.

8It was known that considering the pull of other planets can explain the precession but the results obtained
in this way were smaller than the experimentally observed precession.
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The Relativistic Kepler Problem

In this final chapter, we will examine the construction given in [Nee+23] and attempt to extend
a particular aspect of it. The main idea presented in [Nee+23] is to generalize the Kepler
Hamiltonian in such a way that on the energy surface, the resulting Hamiltonian is equivalent to
the classical Kepler Hamiltonian. However, the energy surfaces of this generalized Hamiltonian
might decompose the phase space differently than those of the classical Kepler Hamiltonian.
The authors of [Nee+23] have shown that the generalized Kepler Hamiltonian applies to an
extremal test particle in the background of an oppositely charged extremal dilaton-coupled
Einstein-Maxwell black hole. But, this statement only holds for a specific value of the dilaton
coupling constant — a =

√
3. After giving an overview of this construction, we will prove a

generalization of the key theorem from [Nee+23] and then use it in an attempt to characterize
the behaviour of solutions to this problem away from the special value of the coupling constant.

7.1 Generalizing the Kepler Hamiltonian

Recall that the usual Kepler Hamiltonian on T ∗Rn ∼= Rn×Rn in terms of the standard cotangent
coordinates is given by

Husual(q, p) =
∥p∥2

2
− 1

∥q∥
.

The generalization H(q, p) of this Hamiltonian that we will be analyzing is implicitly defined by

f(H(q, p)) =
∥p∥2

2
− g(H(q, p))

∥q∥
, (7.1)

for some sufficiently smooth functions f, g : R → R. The first thing to observe is that with
f = idR and g ≡ 1, H(p, q) is the usual Kepler Hamiltonian. The main result presented in
[Nee+23] is that on each regular level set H−1(E) the flow of H(q, p) is parallel to the usual
Kepler flow with a modified gravitation constant. In particular, the bounded orbits of H(q, p)
close and are elliptical. Let us present a proof of this statement. To this end, define an auxiliary
Hamiltonian

K(q, p) :=
∥p∥2

2
− g(H(q, p))

∥q∥
.

Its Hamiltonian vector field relates to that of H in the following way.

Lemma 7.1. Let f, g : R → R be smooth functions and suppose there exists a Hamiltonian
H : T ∗Rn → R satisfying equation (7.1). Then for any regular value E of H the Hamiltonian
vector fields XK and XH are parallel on H−1(E).
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Proof. Well indeed, since (7.1) is satisfied we have that K = f(H). Consequently,

XK = −∂K
∂qi

∂

∂pi
+
∂K

∂pi

∂

∂qi
= f ′(H)

(
−∂H
∂qi

∂

∂pi
+
∂H

∂pi

∂

∂qi

)
= f ′(H)XH .

Therefore, XK and XH are parallel on H−1(E) with the proportionality constant being f ′(E).

Now fix a regular value E of H. Then K(p, q) restricted to H−1(E) is just the usual Kepler
Hamiltonian but with a different gravitational constant, i.e.

K(q, p)

∣∣∣∣
H−1(E)

=
∥p∥2

2
− g(E)

∥q∥
.

Let us denote the Kepler Hamiltonian with gravitational constant g(E) by Φ(q, p). Thus the
above equation tells us that

K(q, p)|H−1(E) = Φ(q, p)|H−1(E).

However, this is not enough to prove that the Hamiltonian vector fields of K and Φ coincide on
H−1(E). For that, we need the following theorem.

Theorem 7.1. Set E = {E ∈ R | E is a regular value of H} and define J : T ∗Rn×E → R by

J(q, p, E) =
p2

2
− g(E)

∥q∥
.

Take any E ∈ E then JE(q, p) := J(q, p, E) is the Kepler Hamiltonian with gravitational constant
g(E). Moreover, the Hamiltonian vector fields XJE and XH are parallel on H−1(E) and hence
XH is equivalent to the Kepler problem on each of its regular energy surfaces.

Proof. For any E ∈ E , JE is indeed equal to the Kepler Hamiltonian with gravitational constant
g(E). Moreover,

XJE = −∂JE
∂qi

∂

∂pi
+
∂JE
∂pi

∂

∂qi
.

Now observe that K(q, p) = J(q, p,H(q, p)). The chain rule then gives

XK = −
(
∂J

∂qi
+
∂J

∂H

∂H

∂qi

)
∂

∂pi
+

(
∂J

∂pi
+
∂J

∂H

∂H

∂pi

)
∂

∂qi

= − ∂J

∂qi
∂

∂pi
+
∂J

∂pi

∂

∂qi
+
∂J

∂H

(
−∂H
∂qi

∂

∂pi
+
∂H

∂pi

∂

∂qi

)
= XJH(q,p)

+
∂J

∂H
XH .

Restricting to H−1(E) and using Lemma 7.1 we then get

f ′(E)XH |H−1(E) = XJE |H−1(E) +
∂J

∂E
XH |H−1(E).

We conclude that

XJE |H−1(E) =

(
f ′(E)− ∂J

∂E

)
XH |H−1(E).

Thus we have proven that on each energy surface, the flow of H is parallel to the Kepler
flow. In particular, the bounded orbits close and are elliptical.
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7.2 The Einstein-Maxwell-dilaton Two Body Problem

This section will briefly discuss the Einstein-Maxwell-dilaton (EMD) theory. For more details,
the reader is referred to [HW92]. The EMD theory is a theory that combines general relativity,
electromagnetism and the dilaton field, where the dilaton field is just a scalar field. This theory
is mostly of theoretical interest combining integer — 0, 1 and 2 — spin fields. For completeness,
its Lagrangian is

L =
√
−g
(
R− 2(∂ϕ)2 − e−2aϕF 2

)
,

where g is the determinant of the metric, R is the Ricci scalar curvature, F is the electromag-
netic field strength, ϕ the dilaton field and a a coupling constant. To derive the corresponding
equations governing gµν , ϕ and F using variational calculus would take us too far afield. Nev-
ertheless, let us mention that the equation obtained from varying the metric can be seen as
the Einstein field equation that we encountered earlier with the stress-energy tensor Tµν being
dependent on ϕ, F and gµν . For our purposes these equations are not needed, the interested
reader is referred to [HW92]. We are only interested in the fact in the Lagrangian, F and ϕ are
coupled via the exponential term with the coupling constant a.

Now, there is a particularly interesting class of solutions to the EMD theory known as ex-
tremal black holes. These extremal black holes correspond to the situation where the attractive
gravitational and scalar forces balance the repulsive electromagnetic force. Given such an ex-
tremal solution, we can obtain the equations of motion of an extremal test particle moving in the
background of such a black hole by calculating the Euler-Lagrange equations of an appropriate
Lagrangian L. The only difference compared to what we did when examining the Schwarzschild
solution in chapter 7 is that now L ̸= 1

2gµνx
µxν since we also need to take into account the scalar

and electromagnetic fields. However, it would be convenient if we could express this problem
within the framework of Hamiltonian mechanics which we already acquainted ourselves with
in chapter 4 and chapter 5. Fortunately, the problem of solving Euler-Lagrangian equations is
equivalent to solving Hamilton’s equations with the Hamiltonian being the Legendre transform
of the Lagrangian [Ser23b]. For computational details on how to derive the desired Hamilto-
nian starting from extremal EMD solutions, we refer the reader to [Nee+23]. The result of this
derivation is that in the test-mass limit (m1 ≪ m2), the motion of an extremal test particle of
mass m1 moving in the background of extremal EMD black hole with opposite extremal charge
and mass m2 is described by Hamiltonian

H(q, p) = m1U
−1

√1 + U2(a2−1)/(1+a2)
∥p∥2

m2
1

+ 1

 ,

where

U(q) = 1 + (1 + a2)
m2

∥q∥
.

In the next section, we will show that for a =
√
3 this Hamiltonian is a particular case of the

generalization introduced in the previous section.

7.3 The Relativistic Kepler Problem

For a =
√
3 the Hamiltonian for the orbit of a test particle in the background of an extremal

black hole is given by

H(q, p) = m1U
−1

√1 + U
∥p∥2

m2
1

+ 1

 .
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For a =
√
3, U(q) = 1 + 4m2/∥q∥ and U−1(q) = ∥q∥/(∥q∥ + 4m2). Using these relations, our

Hamiltonian satisfies

1

2

(
H2(q, p)

m1
− 2H(q, p)

)
=

1

2

m1U
−2

2 + U
∥p∥2

m2
1

+ 2

√
1 + U

∥p∥2

m2
1

− 2H(q, p)


=

1

2

(
U−1 ∥p∥

2

m1
+ 2(U−1 − 1)H(q, p)

)
=

p2

2m1
U−1 − 4m2

∥q∥+ 4m2
H(q, p).

Similarly,

p2

2m1
− 2m2H

2(q, p)

m1∥q∥
=

p2

2m1
− 2m2

m1∥q∥
m2

1U
−2

2 + U
∥p∥2

m2
1

+ 2

√
1 + U

∥p∥2

m2
1


=

p2

2m1
− 2m2

m1∥q∥
U−1∥p∥2 − 4m2

∥q∥
U−1H(q, p) =

p2

2m1
U−1 − 4m2

∥q∥+ 4m2
H(q, p).

We conclude that

m1

2

(
H2(q, p)

m1
− 2H(q, p)

)
=
p2

2
− 2m2H

2(q, p)

∥q∥
.

Thus by picking f(x) = m1
2 ( x2

m1
− 2x) and g(x) = 2m2x

2, we can conclude from Theorem 7.1

that the flow of H(q, p) with a =
√
3 is parallel to the Kepler flow on each energy surface. As a

side note, we are working with units where c = 1, G = 1 so f and g are dimensionally consistent.
We conclude that a test particle moving in this particular extremal EMD background has conic
sections as its orbits.

7.4 Beyond the Existing Results

7.4.1 Generalizing the Generalization of the Kepler Hamiltonian

Before we attempt to analyze what happens in the a ̸=
√
3 case, let us first generalize the results

from the first section of this chapter. We will use this generalization in our attempts. The
Hamiltonian H(q, p) that we will look at is implicitly defined by

f(H(q, p)) = Φ(q, p) + g(H(q, p))Ψ(q, p),

for some sufficiently smooth functions f, g : R → R and Hamiltonians Φ,Ψ. In other words,
we replace the kinetic and potential energy parts in eq. (7.1) by arbitrary Hamiltonians. Now,
define an auxiliary Hamiltonian K as

K(q, p) := Φ(q, p) + g(H(q, p))Ψ(q, p).

Then we have that, whenever such implicitly defined H exists, its Hamiltonian vector field XH

is parallel to XK on each H−1(E). Well indeed, observing that K = f(H) gives us

XK = f ′(H)

(
−∂H
∂qi

∂

∂pi
+
∂H

∂pi

∂

∂qi

)
= f ′(H)XH .

Therefore, XK and XH are parallel on H−1(E) with the proportionality constant f ′(E). This
result is completely analogous to Lemma 7.1. Similarly, we have the following theorem that we
will use in the next section.
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Theorem 7.2. Set E = {E ∈ R | E is a regular value of H} and define Λ : T ∗Rn×E → R by

Λ(q, p, E) = Φ(q, p) + g(E)Ψ(q, p).

Take any E ∈ E and define ΛE(q, p) = Λ(q, p, E). Then the Hamiltonian vector fields XΛE
and

XH are parallel on H−1(E) and hence H and ΛE are equivalent on each H−1(E).

Proof. For any E ∈ E ,

XΛE
= −∂ΛE

∂qi
∂

∂pi
+
∂ΛE

∂pi

∂

∂qi
.

Now observe that K(q, p) = Λ(q, p,H(q, p)). The chain rule then gives

XK = −
(
∂Λ

∂qi
+
∂Λ

∂H

∂H

∂qi

)
∂

∂pi
+

(
∂Λ

∂pi
+
∂Λ

∂H

∂H

∂pi

)
∂

∂qi

= −∂Λ
∂qi

∂

∂pi
+
∂Λ

∂pi

∂

∂qi
+
∂Λ

∂H

(
−∂H
∂qi

∂

∂pi
+
∂H

∂pi

∂

∂qi

)
= XΛH(q,p)

+
∂Λ

∂H
XH .

Restricting to H−1(E) and using our preliminary results, we get

f ′(E)XH |H−1(E) = XΛE
|H−1(E) +

∂Λ

∂E
XH |H−1(E).

We conclude that

XΛE
|H−1(E) =

(
f ′(E)− ∂J

∂E

)
XH |H−1(E).

7.4.2 Attempts at Extending Existing Results

Using Theorem 7.2, we will now examine what happens when a ̸=
√
3. To do that, we came up

with two general approaches. In the first approach, we will try to find a correspondence between
H(q, p) for any a and some classical system with potential energy dependent on a. In particular,
we will examine the case when the potential energy is a power-law potential with the exponent
related to a. An investigation of other a dependent potentials is left for future research. The
second approach is to leverage the known relation for a =

√
3 and work perturbatively around

it. Apart from the usual perturbation analysis, we will also try to describe this perturbation
in terms of Moser’s construction — how the geodesics on Sn behave once we move away from
a =

√
3.

Power-law potentials: We were led to investigate power-law potentials because Bertrand’s
Theorem states that the 1/r and r2 potentials are the only power-law potentials for which
bounded orbits are closed. While the analysis of perihelion precession in extremal EMD two-
body problem from [Nee+23] shows that the perihelion does not precess only for a =

√
3.

This result hints that in the test-particle limit, we might have the same situation. For this
reason, we attempted to identify the a ̸=

√
3 Hamiltonian with an arbitrary power-law potential

Hamiltonian. However, thus far, we haven’t found the required functions f, g that would satisfy
the needed relation from Theorem 7.2. It might be that finding such a relation is impossible.
Our initial attempts at proving such an impossibility theorem failed. Thus, future research is
required to determine if the test-particle Hamiltonian H(q, p) corresponds to an a dependent
power-law potential.
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Taylor expansion around a =
√
3: We know that with f(x) = 1

2(
x2

m1
−2x) and g(x) = 2m2

m1
x2

the relation

f(H(q, p)) =
p2

2m1
− g(H(q, p)

∥q∥

is satisfied for a =
√
3. Let us make a Taylor expansion in a of f(H) + g(H)

∥q∥ around a =
√
3.

With the help of Mathematica, we get

f(H(q, p)) = −g(H(q, p))

∥q∥
+

p2

2m1

+

√
3
(
−4m2

(
4m2p

2 + q
(
p2 + 2m2

1

(
1 +

√
1 + p2(4m2+q)

m2
1q

)))
+ p2(4m2 + q)2 ln

(
1 + 4m2

q

))
4m1(4m2 + q)2

δ

+O(δ2)

=: −g(H(q, p))

∥q∥
+

p2

2m1
+ e(q, p)δ +O(δ2),

where δ = a −
√
3 is the expansion parameter. Applying our Theorem 7.2, we get that to first

order in δ the Hamiltonian vector fields XH and XΛE
are parallel on H−1(E), where

ΛE(q, p) =
p2

2m1
+ e(q, p)δ − g(E)

∥q∥
.

Hence, away from a =
√
3, the extremal EMD Hamiltonian H(q, p) is parallel to the perturbed

Kepler Hamiltonian. Due to the high non-linearity of the perturbation term, we didn’t succeed
when applying the perturbation techniques from chapter 7.

Moser’s construction: In the final attempt, we investigated the flow of JE (defined in the
previous paragraph) by applying Moser’s construction from the opposite end. In other, words
we pretend that JE is the Kepler Hamiltonian and see what happens if we run the construction
backwards. First,

G(x, y) = ∥y∥
(
JE(y,−x) +

1

2

)
=

(
∥x∥2 + 1

2
+ δe(y,−x)

)
∥y∥ − g(E)

Then to linear order in δ

F (x, y) =
(G+ g(E))2

2
=

(∥x∥2 + 1)2

8
∥y∥2 + δ

∥x∥2 + 1

2
∥y∥2e(y,−x).

Finally

Φ(ξ, η) = σ∗♯F = F (σ♯(ξ, η)) = F (σ(ξ), g(ξ, η))

=
1

2
∥η∥2∥ξ∥2 + δ

∥∥η2∥∥ξ0e(g(ξ, η),−σ(ξ)).
The first part of this Hamiltonian describes geodesic motion on a sphere. Because of the error
term, we are no longer guaranteed the restriction of the vector field XΦ to T ∗ Sn belongs to
TT ∗ Sn. Therefore, the trajectory may leave the surface of the sphere even if it started on it.
Thus away from a =

√
3, the motion is no longer geodesic and may even leave the sphere. We

hoped that this new Hamiltonian would correspond to geodesic motion on some other surface.
However, while trying to pursue this idea we run into difficulties stemming from the non-linearity
of the error term and the rigidity of Moser’s construction which is tailored to spheres — not any
other surfaces.
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Conclusion

In conclusion, the research presented in this thesis explored various aspects of the Kepler prob-
lem, providing insights into classical mechanics, symmetries, and their connections to conserved
quantities. The investigation began by examining the well-established properties of the Kepler
problem, demonstrating that its orbits are conic sections, examining Bohlin transformations and
introducing Bertrand’s Theorem, which highlights the uniqueness of the Kepler potential and
the harmonic oscillator potential in having closed bounded orbits.

Furthermore, the thesis delved into the Kepler potential’s hidden symmetry, beyond the
generic central potential’s SO(3) rotational symmetry. This hidden symmetry was revealed by
closely examining a higher-dimensional geometric model due to Moser [Mos70] that establishes
that the nonconstant geodesics on Sn correspond to the orbits of an n-dimensional Kepler prob-
lem with negative energies. As a result, for the n-dimensional Kepler problem the symmetry
group of negative energy orbits is SO(n+1) as compared to SO(n) for a generic central poten-
tial in n-dimensions. To prove these results, significant mathematical machinery was introduced.
Namely, notions from Differential Geometry such as metrics and connections, as well as tools
from Symplectic Geometry and Hamiltonian Mechanics.

Afterwards, we proceeded to explore the relativistic corrections to two specific two-body
problems, revealing how these corrections induce perihelion precession. It was then noted that,
nevertheless, there are relativistic systems whose bounded orbits remain elliptical, preventing
perihelion precession. Specifically, for the coupling constant a =

√
3, the orbits of an extremal

test particle in the background of an oppositely charged extremal Einstein-Maxwell-dilaton black
hole correspond to classical Kepler orbits [Nee+23]. Attempts at extending these results beyond
a =

√
3 led us to a generalization of the key theorem presented in this paper. Using this

result, we have tried to find a correspondence between the test-particle Hamiltonian H(q, p)
for any a and a Hamiltonian of a classical particle moving in a dependent power-low potential.
Thus far, we haven’t established whether such a correspondence exists. This problem as well
as investigations of other a dependent potentials are left for future research. In our second
attempt, we have shown that away from a =

√
3, on each energy surface H−1(E), the orbits

of the test-particle Hamiltonian are the same as orbits of a perturbed Kepler Hamiltonian.
Finally, applying Moser’s construction to this perturbed Hamiltonian gave us that the motion
is no longer geodesic and might even leave the sphere. Further research — using more powerful
techniques — is needed to extract more information from the highly nonlinear perturbation term
and determine if the perturbed motion corresponds to geodesics on some other surface.
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