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Abstract
Flow induced vibrations (FIV) pose significant challenges in high-tech industries such as semi-

conductor manufacturing, necessitating innovative solutions to minimize their impact. This research
project focuses on leveragingmetamaterials concepts to reduce FIV in high-tech industrial cooling sys-
tems. More specifically, a class of metamaterials known as triply periodic minimal surfaces (TPMS).
The use of TPMS in engineering applications has become increasingly feasible because of the advent
of additive manufacturing.

A model was proposed to approximate the behaviour of a three-dimensional array of TPMS based
on the Darcy-Forcheimer equation. Based on this model, full scale simulations of a sudden expansion
were carried out to investigate the influence of TPMS inserts on FIV. The simulations revealed that
TPMS structures exhibit promising characteristics for FIV mitigation, demonstrating a reduction of
approximately 81 % in turbulent kinetic energy and a 12.5 % reduction in vorticity.

To validate the computational findings, two sets of experiments were conducted. The first set
aimed to validate the Darcy-Forcheimer model by assessing pressure drop in a straight tube with a
TPMS insert. Unexpectedly, contradictory data emerged, necessitating further investigation to con-
clusively validate the model. The second set of experiments focused on evaluating the TPMS inserts’
effectiveness in reducing FIV. Results from hydrodynamic and acoustic pressure fluctuations indicated
that the TPMS inserts did not significantly alter FIV presence, contrary to simulation expectations.

While computational simulations demonstrate TPMS structures’ potential for the mitigation of,
experimental discrepancies highlight the need for additional investigation and refinement of theDarcy-
Forcheimer model. This study provides a starting point for more extensive research into the complex
interplay between porous metamaterials and FIV in industrial applications.
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Chapter 1

Introduction and Research Context

1.1 Introduction
For the entirety of modern history, humans have used systems to convey fluids. The first record

of such a system is the system of aqueducts used by the ancient Romans in order to provide them with
water to drink and bathe in. In modern times, fluid transportation systems are used for the transport
of gas, water, oil and other fluids in a wide range of industrial applications and at several orders of
magnitude in terms of size.

While fluid transportation systems may generally seem simple, proper design of these systems
needs to take many factors in consideration. Many failures of fluid transport systems are caused by
fatigue loading due to excessive vibrations [1]. The excessive vibrations at the root of failures can
originate from several factors. The phenomenon known as flow induced vibrations (FIV) are a type
of vibration that originate from the flow of a gas or liquid and their interaction with their environment,
both in internal flows and external flows.

A famous case where FIV resulted in a catastrophic failure is the collapse of the Tacoma Narrows
Bridge in Washington State, USA in 1940. In this case, the interaction of the wind with the bridge
resulted in significant oscillations. These oscillations already surfaced during the construction of the
bridge. Several measures were taken to reduce the amplitude of the oscillations. However, these
attempts were futile, and the bridge eventually collapsed. In the 1940’s, engineers did not have access
to the advanced modeling and analysis tools that are available nowadays. If the Tacoma Narrows
Bridge were to be built today, there is a high likelihood that the mistakes made in the design of the
bridge would have been caught well before the start of construction.

One of these advanced tools with widespread applications is computational fluid dynamics (CFD).
In CFD, a computer is used to model and analyze fluid dynamic systems, a discipline in the broader
field of mechanics that is concerned with the behaviour of liquids and gasses in motion. The field
of fluid dynamics is an integral part of a vast range of physical phenomena, from blood flow in the
human body to the formation of planets and stars. Likewise, many engineered systems are also directly
or indirectly influenced by fluid dynamics. For each and every one of these systems in which fluid
dynamics are present, there is a vast range of possibilities in terms of flow characteristics.

This project focuses on the reduction of FIV in cooling systems for high-tech industrial applica-
tions. While this project is performed in close collaboration with ASML, the lessons learned can be
applied in a broader range of high-tech industrial applications.

1
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1.2 Cooling Systems in High Precision Industry at ASML
ASML is a global industry leader in the manufacturing of photolithographic system for the pro-

duction of semiconductors. The equipment that ASML manufactures is a crucial part of the global
semiconductor supply chain, and ASML collaborates closely with major semiconductor manufactur-
ers such as Intel, Samsung and TSMC. ASML invests heavily in research and development to advance
lithography technology in order to maintain their position as an industry leader. ASML’s current gen-
eration of extreme ultraviolet (EUV) lithography machines are able to produce semiconductors with
feature sizes in the order of magnitude of nanometers. Because of the incredible precision with which
ASML’s EUV lithography machines are able operate, every small perturbation that is introduced into
the system can have detrimental effects on the production yield. ASML’s machines operate in a highly
controlled environment in order to prevent perturbations to the system. Some of the considerations
that have to be made to ensure industry leading levels of product quality include:

• The lithography machines operate in a cleanroom environment to minimize particle contamina-
tion of the system.

• The temperature of the system is tightly controlled, as fluctuations in temperature can have
detrimental effect on the alignment of various components.

• Humidity is tightly controlled to prevent detrimental effects on delicate components.
• The lithography machines and the cleanrooms are isolated from external vibrations.
• The quality of input materials such as gasses, chemicals, EUV sourcematerial and siliconwafers
is held to a very high standard in order to prevent detrimental effects that fluctuations in quality
would have on the process.

Tight temperature control of the EUV systems requires thermal management. Firstly, because the
some parts of the process produce a significant amount of thermal energy, and in general, to isolate
the process from fluctuations in environmental conditions. In order to achieve this, EUV systems
utilize an active fluid cooling system. In general, industrial cooling systems commonly contain both
rigid sections as well as sections of flexible tubes. The combination of rigid and flexible sections can
cause fluid resonances as demonstrated in the research by Kottapalli et al. [2]. In addition to these
fluid resonances, significant vibrations can also be produced by cooling systems because of turbulent
fluid flow. The interaction of the fluid with the geometry of the cooling system, with elements such
as suddenly expanding or narrowing sections, baffle plates and orifices, and furcations and valves,
can also generate vibrations. In most industrial applications, small vibrations are a negligible because
they do not significantly influence the quality of the produced products. In the case of ASML, how-
ever, because the lithography process requires nanometer precision, small vibrations can have severely
detrimental effects on the production quality and the subsequent production yield of the lithography
process.

1.2.1 System Description
In short, ASML’s NXE EUV system is used to transfer a desired pattern on a silicon wafer. This is

achieved by focusing a beam of EUV light with a wavelength of 13.5 nm through a system of mirrors
and lenses through a photomask, also know as a reticle. This reticle contains the desired pattern that is
to be transferred to a silicon die. In order to achieve this with a high production yield, a large number
of systems and sub-systems need to function optimally.
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While the complex engineered system that is ASML’s NXE EUV lithography systems poses an
interesting object of research from many angles, this research project focuses on the cooling systems
that are used in the NXE EUV systems. These cooling systems are characterized by:

• Flexible tube sections as well as stainless steel sections with a typical internal diameter of
10.2 mm.

• Distilled water at room temperature, 22 °C, is used as a coolant.
• Reynolds numbers for the fluid flow in the cooling systems ranging from 10, 000 to 20, 000.
• Fluid velocity ranging from 1 m/s to 2 m/s.
• The frequency of the vibrations of interest ranging from 1 Hz to 1 kHz.

Several other characteristics of the cooling system can be derived from the engineering requirements
stated above:

• The dynamic viscosity µ of the fluid is 9.54 ·10−4 Pa · s
• The density ρ of the fluid is 997.8 kg/m3

The relevance of these engineering requirements is extensively covered in Chapter 3.
Industrial cooling systems typically involve changes in geometry. Some geometries that are of

interest to ASML include 90°elbows, mitered elbows, smooth elbows, orifices, sudden expansions
and sudden contractions which are schematically presented in Figure 1.1.

Figure 1.1: Schematic overview of (a) a 90° elbow, (b) a mitered elbow, (c) a smooth elbow, (d) an
orifice, (e), a sudden expansion and (f) a sudden contraction.
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Where D is the diameter of the primary section of pipe, and Do is the diameter of the orifice, or
the smaller section of pipe. A and Ao represent the cross-sectional area resultant from D and Do

respectively. As indicated in Figure 1.1 (c) the radius r for a smooth elbow typically ranges from 0.5
D to 2 D. In Figure 1.1 (d), the thickness t of the orifice plate is typically 0.5Do. For Figure 1.1 (d),
(e) and (f), the ratio of area Ao to A typically ranges from 3 to 5.

1.3 Computational Mechanical and Materials Engineering Re-
search Group

In addition to the collaborative effort with ASML, this research project is carried out under in the
CMME research group at the University of Groningen (UG). The CMME is focused on engineering
and modeling system across scales, frommetamaterials up to integrated energy technologies to predict
and optimize the performance of materials, components and systems.

Metamaterials are artificial materials that are engineered to have certain properties. Metamaterials
are designed at micro or even nano-scale and their structure is tailored to achieve specific electromag-
netic, acoustic, thermal, mechanical and fluid dynamical properties. Metamaterials exhibit unique
behaviors that are not commonly observed in nature. For example, metamaterials can be engineered
to have a negative Poisson’s ratio (auxetic behaviour) or very high stiffness and low density. The
direction of this research project and its proposed solutions is steered by this focus of the CMME
research group.

1.4 Research Objective
Research into FIV is already a well established field, which has mostly focused on the petro-

chemical industry, the aerospace industry and civil engineering industry. In oil and gas transportation
systems, high volumes of fluids have to be transported through thousands of kilometers of pipes. In
these transport processes, extra care has to be taken to assure that such systems are able to perform
optimally for their projected lifespan. In the aerospace industry, modeling of lift generating surfaces
and designing them such that the frequency of vibrations generated are not the same as resonance
frequencies of the structure. As for the civil engineering industry, one of the applications of FIV re-
search is to prevent accidents like the catastrophic failure of the Tacoma Narrows Bridge. In high-tech
fabrication applications such as EUV lithography, FIV can be detrimental to production performance
because of the introduction of vibrations into a system which requires nanometer precision.

The primary objective of this research project is to develop a methodology to reduce FIV in high-
tech cooling applications by developing methods to promote laminarization of turbulent flows. In
order to effectively develop such a methodology, potential strategies are identified from literature.
These strategies are evaluated on their ability to laminarize turbulent flows. From this literary basis,
a potential solution is modeled, analyzed, and experimentally validated.

1.4.1 Research Questions
The formulation of clear and well-defined research questions is fundamental to the success of any

thesis, providing a guiding framework for investigation and analysis. In the context of studying FIV
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in internal pipe flows in high-tech industrial applications at ASML and in the context of the CMME
research group at the UG, the following research questions are proposed:

1. What are the key phenomena contributing to FIV in internal flows?
(a) How do parameters such as flow velocity, hydrostatic pressure and characteristic dimen-

sions affect the presence of FIV?
(b) How do fluid properties such as dynamic viscosity and fluid density affect the presence of

FIV?
(c) How do changes in the internal pipe geometry affect FIV?
(d) Can the application of specific flow control strategies effectively reduce or eliminate un-

desirable FIV in internal pipe systems?
2. How can metamaterials concepts, one of the core competences of the CMME research group,

be leveraged in order to reduce FIV?
(a) What are metamaterials?
(b) What are the inherent properties of metamaterials that make them suitable for high-tech

industrial applications?
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Chapter 2

Literature Review

The objective of this chapter is to review the state-of-the art of FIV in high-tech industrial cooling
systems. This starts with an introduction to FIV and its respective relevant mechanisms in Section 2.1.
Knowledge of the origination mechanism of FIV is of paramount importance when trying to mitigate
these vibrations. The mechanisms that are potentially relevant in this research are discussed, and
subsequently, several commonly proposed solution to reduce FIV are introduced in Section 2.2. These
sections contribute to addressing the initial research question and its corresponding sub-questions.
Finally, a class of metamaterials known as TPMS is introduced in Section 2.3.

2.1 Flow Induced Vibrations
Research into FIV, particularly in the context of internal flows, is centered around studying the

vibrations which are generated by the interaction of the fluid and the structures that the fluid flows
through. The field of FIV has become more important in recent years due to the progression of tech-
nological development of intricate manufacturing methods e.g. nuclear power plants, aerospace and
the semiconductor industry. Research into FIV has started relatively recently. The first book on flow
induced vibrations was written by Blevins [3]. Blevins [3] classified FIV into steady flow induced and
unsteady flow related [4]. Subsequent research into many niche cases of FIV has drastically increased
the knowledge on the phenomena that lie at the root of FIV.

For this work, the main form of FIV of interest are vibrations that arise in steady-state turbulent
internal flows. Nakamura et al. [4] developed a classification system for common causes of FIV as
shown in Figure 2.1. By identifying the root causes of FIV, a strategy to mitigate these vibrations can
be developed. The main goal of this strategy is to prevent structural damage, equipment failure, or as
most relevant for this research, performance degradation.
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Figure 2.1: Flowchart of classifications of FIV based on Nakamura et al. [4].

The flowchart for the classification of FIV as developed by Nakamura et al. [4], was adapted to
fit this research. Because this project is focused on single phase flows, the section on two phase is
irrelevant, and therefore excluded. For this research, the relevant FIV mechanisms are possibly resul-
tant from a combination of vortex-induced vibrations (VIV) caused by geometry changes, fluidelastic
vibrations and random vibration resultant from turbulent flow.

VIV is a phenomenon characterized by the presence of a wake produced by obstacles or geometric
irregularities. In certain cases, the wake behind the object can shed vortices. When the shedding of
vortices becomes periodic, this can lead to periodic forces on the object. When the frequency of
these periodic forces coincide with resonance frequencies of the system, this can lead to catastrophic
failures. A classical example of VIV is fluid flow around a cylinder as shown in Figure 2.2a, however,
in internal flows, changes in geometry such as elbows, sudden expansions and orifices can also cause
significant VIV caused by recirculating flow as illustrated in Figure 2.2b.
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(a) Flow around cylinder (b) Flow through expansion

Figure 2.2: Schematic overview the flow path in (a) open channel flow around a cylinder and (b)
recirculating flow after an expansion in internal flows which can cause the presence of VIV.

Fluidelastic vibrations arise from the interaction between fluid flow and the structure, leading to
dynamic deformations. This phenomenon is often pronounced in flexible structures such as polymer
tubing experiencing fluid forces. While fluidelastic vibrations are more pronounced when flexible
materials are used for flow containment, because all materials have a finite stiffness, these kinds of
vibrations can also occur in flow through stiff materials under the right conditions.

Random vibrations are caused by the irregular and chaotic motion of turbulent flows which excite
vibrations in the nearby structures. Turbulent flow introduces random fluctuations in fluid velocity and
pressure, contributing to non-periodic vibrations in the piping system. These random vibrations can
have significant implications for fatigue life and structural integrity. And in high-tech applications,

2.2 Mitigation of Flow Induced Vibrations
A variety of solutions have been proposed for the mitigation of FIV. These mitigation strategies

generally target one of the FIV mechanisms described in Section 2.1. Focusing on the mitigation of
the detrimental effects of FIV caused by turbulent flow, several active and passive methods have been
proposed. These methods generally attempt to reduce the turbulent kinetic energy by laminarizing the
flow. In addition to these types of mitigation strategies, several proposed solution to mitigate VIV are
reviewed. Where possible, the feasibility of implementation and the efficiency of of such solutions is
discussed.

2.2.1 Active Control Methods
Active control methods use some sort of an actively controlled actuation system to reduce FIV.

Most implementations of active control system require active sensing of flow conditions and the sub-
sequent use of a feedback control loop to dynamically alter the flow. The main advantage of active
control system is real-time adaptability to varying flow conditions. However, active control meth-
ods generally require complex sensing, control and actuation systems which limits its applicability in
engineered system.

Pipe Wall Movement

Scarselli et al. [5], were able to successfully laminarize fluid flows by means of wall motion.
Using this wall motion, the researchers significantly alterered the velocity profile of the flow, resulting
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in laminar flow. The experiment consisted of a movable Perspex pipe which was slipped over two
stationary stainless steel pipes. A schematic overview of the experimental setup is shown in Figure 2.3.

Figure 2.3: Schematic overview of the experimental setup used by Scarselli et al. [5].

For lower Reynolds numbers at around 5000, the researchers were able to laminarize flows with
arbitrary wall velocities for a certain period of time. For larger Reynolds numbers, however, pipe
wall velocities close to the bulk fluid velocities were required to laminarize the flow. Because of the
linearly proportional relationship between the required pipe wall velocity and the bulk fluid velocity,
the practical applicability of such active flow control methods is limited.

Annular Fluid Injection

Annular fluid injection is an active flow control methodwhich involves the controlled introduction
of a secondary fluid flow in in the annular space surrounding the primary pipe flow. The interaction
between the injected secondary flow and the primary flow aims to disrupt the formation of turbulent
spots, and thereby reduce the presence of turbulent flow structures responsible for FIV. Kühnen et al.
[6], succeeded in fully laminarizing turbulent fluid flows by employing an actively controlled annular
fluid injection system at Reynolds number up to 6000.

Plasma Actuators

Plasma actuators are devices employing high voltage, high-frequency discharges to create local-
ized ionized air. This innovative technology, extensively discussed by Kotsonis [7] and Corke et al.
[8], offers an approach to manipulating fluid dynamics. Plasma actuators operate on the principle of
dielectric barrier discharge (DBD). When a high-voltage potential is applied across a dielectric bar-
rier, it creates an electric field that ionizes the surrounding air or gas. The resulting plasma, composed
of ions and electrons, interacts with the fluid flow, inducing localized changes in conductivity and
creating a dynamic force that influences the fluid’s behavior. However, it’s worth noting that plasma
actuators are primarily deployed in dry and semi-dry applications, finding practical utility in scenar-
ios such as the flow conditioning of airflow over airplane wings. This actuation method is inherently
unsuitable for the control of fluid flow because of its dependence on the ionization of air or gas.
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Fluidic Oscillators

Fluidic oscillators are devices that harness fluid dynamics principles to generate controlled os-
cillatory fluid jets without the need for traditional mechanical components. These devices rely on
the inherent instability of fluid flows and the interaction of fluidic elements to produce pulsatile or
oscillatory outputs. One of the most common current applications of fluidic oscillators is as nozzles
for windshield washers because of their ability to produce a wider time averaged distribution of mass
than conventional nozzle designs [9]. Actively controlled injection of fluid using fluidic oscillators
can significantly alter the flow characteristics because of the disruptive effect these fluid injections
have on the formation of turbulent eddies.

There exist several other interesting active control systems which aim to achieve laminarization of
turbulent flows, for this research however, the focus lies on passive methods. In ASML’s NXE EUV
systems, there is a limited amount of physical space, and implementation of active control systems
adds an additional degree of complexity to the problem. For those reasons, the focus of this research
lies on the implementation of passive solutions.

2.2.2 Passive Control Methods
Passive control methods do not use active monitoring of flow condition. This makes passive

control methods less versatile and adaptable, however, it drastically reduces the complexity of the
FIV mitigation strategy.

Custom Flow Channel Design

With the convergence of several technologies in recent years, procedurally generated custom flow
channels have become a feasible solution to optimize fluid flows. Li et al. [10] were able to drastically
reduce turbulent vorticity by iteratively generating an optimized fluid path as shown in Figure 2.4.

Figure 2.4: Velocity streamline profile of (left) the iteratively optimized fluid path and (right) the non-
optimized fluid path [10].

Because of the advent of additive manufacturing and generative artificial intelligence (AI), design
of custom flow channels has become feasible in more and more engineering applications. Multiple
engineering software packages that are used in industry are able to generatively design an optimized
fluid flow path, as well as optimized structural components. The goal of these optimizations is typi-
cally to reduce pressure drop over the length of the system, thereby improving efficiency, and in many
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cases this also reduces FIV. As these fluid flow paths are typically generated using AI, a vast solution
space can be investigated. Using traditional design methods, exploring this solutions space would be
impractical. This methods thus allows for the generations of designs that might not have been consid-
ered by human engineers. Additionally, this generative methods allows for the optimization of several
flow parameters e.g. the minimization of pressure drop while maximizing heat transfer.

Passive Flow Control Devices

Passive flow control devices include vortex generators, fins, spoilers, strakes, flow straighteners
and specially designed inserts. In wind tunnels, honeycomb flow straighteners are often used Honey-
comb to address irregularities and turbulence in fluid flows. These honeycomb structures counteract
the swirling and and uneven velocity profile associated with turbulent flows in addition to their ability
to dissipate turbulent kinetic energy. Kühnen et al. [6] were able to laminarize turbulent flows up to a
Reynolds number of 10000 by employing a flow straightener with a honeycomb-like geometry.

Altering of Pipe Wall Surface

In nature, animals such as sharks, dolphins and penguins have evolved to have a skin or fur which
reduces their friction during swimming. While, this gives these animals an advantage when it comes
to hunting their prey, one could imagine the benefits one could obtain when these principles could
be applied to e.g. producing more efficient freight ships or increasing the efficiency of pipe flow in
industrial applications.

Nordell [11] tried to mimic the natural friction reducing effects of owl wings, which they use to
fly silently. Using a channel with walls covered in a hair-like material, the researcher was able to
laminarize turbulent airflow through a channel at Re > 100, 000.

In a review by Golovin et al. [12] of so called super hydrophobic surfaces (SHS), the researchers
found that, especially in the laminar flow regimes, SHS were able to produce significant decreases in
drag. These SHS work by trapping small air bubbles in their surface texture. Turbulent flow, however,
adds many challenges to the use of SHS for drag reduction. Secondary flow structures, such as eddies
and vortices, that are present in turbulent flows potentially interact with the SHS, mitigating any drag
reducing effects. The pressure fluctuations in turbulent flows can also promote wetting of the SHS,
removing the entrapped air bubbles and thereby mitigating the drag reducing effect. Golovin et al. [12]
found that researchers had had varying degrees of success while experimenting with various types of
wall treatments to reduce frictional drag with SHS in the turbulent flow regime. While these types
of solutions are promising, because of the unpredictable nature of these solutions, as well as poor
manufacturability on industrial scales, the practical applications of bio-inspired SHS are still limited.

In addition to engineered wall surfaces, some solutions exist in the form of super hydrophobic
wall coating. In an experiment carried out by Rios-Rodriquez et al. [13], a significant reduction in
wall friction was observed. In the experiment set up by the researchers, they were able to achieve a 20
% reduction in pressure drop and an increase in measured slip velocity when compared to non-coated
wall surfaces.

Porous Insert to Prevent Circulating Flows

Chan and Lien [14] looked into the dynamics of fluid flow through a porous medium. Flow
through porous media typically modeled using Darcy’s law, a linear relation between permeability and
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pressure differential over a porous element. In cases where the linear relationship does not hold, the
flow is said to be non-Darcian, and conversely, if the linear relationship holds, the flow is characterized
as Darcian flow.

Chan and Lien [14] found that porous inserts in turbulent pipe flowwere able to decrease turbulent
kinetic energy κ after a sudden expansion in the flow drastically. The researchers found that lowering
the permeability K, or decreasing the value of the Darcy number of the porous material generally
reduced and eliminated turbulent recirculation as demonstrated in Figure 2.5.

Figure 2.5: Sensitivity of flow field to changes in Darcy number [14].

This phenomenon inspired an avenue towards reducing VIV resultant from sudden expansions
in the industrial cooling systems used in ASML’s NXE EUV lithography systems while leveraging
metamaterials concepts. Section 2.3 outlines a mathematical concept known as TPMS. TPMS are an
interesting class of mathematical surfaces with periodicity in three dimensions. Metamaterials based
on these mathematical principles possess excellent mechanical properties and great manufacturability
using additive manufacturing techniques. When choosing a unit cell which is sufficiently small, the
behaviour of fluid flow through a TPMS is analogous flow through a foam-like porous medium as
described by Chan and Lien [14]

2.3 Triply Periodic Minimal Surfaces
Triply periodic minimal surfaces (TPMS) occur in nature, and more recently have become in-

creasingly attractive in engineering applications [15]. Using conventional subtractive manufacturing
methods, most TPMS are impossible to manufacture due to their complex internal structures. In recent
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years, manufacturing of TPMS has become feasible because of the rise of various additive manufac-
turing methods.

2.3.1 Mathematical Definition of TPMS
A surface is said to be minimal if the surface S ⊂ R3 has zero mean curvature at any point [16].

The mean curvature, H , is given by

H =
k1 + k2

2
, (2.1)

where k1 and k2 are the principal curvatures [17]. When that minimal surface lacks self-interactions,
i.e. the edges of the surface do not cross one another, the minimal surface is said to be embedded.
If an embedded minimal surface is periodic in three independent directions such that the pattern is
infinitely repeatable, the surface is said to be a TPMS.

Some of the most commonly used TPMS used in engineering applications are the Schwarz Prim-
itive (SP) and the Schwarz Diamond (SD) developed by Herman Schwarz in the 19th century and the
Schoen Gyroid (SG), the Schoen I-Graph and Wrapped Package (IW-P) and the Schoen F-Rhombic
Dodecahedron (F-RD) developed by Alan Schoen while working at the NASA in the 20th century
[15, 18, 19]. The mathematical expression of these common TPMS are given in Table 2.1.

Table 2.1: Five commonly used TPMS, their abbreviations and mathematical expressions.

Name Symbol Expression
The Schwar Primitive SP f(x, y, z) = cos(x) + cos(y) + cos(z) = C

The Schwarz Diamond SD f(x, y, z) = sin(x)sin(y)sin(z) + sin(x)cos(y)cos(z)
+ cos(x)sin(y)cos(z) + cos(x)cos(y)sin(z) = C

The Schoen Gyroid SG f(x, y, z) = cos(x)sin(y) + cos(y)sin(z)
+ cos(z)sin(x) = C

The Schoen I-Graph
and Wrapped Package IW-P f(x, y, z) = 2 (cos(x)cos(y) + cos(y)cos(z) + cos(z)cos(x))

− (cos(x) + cos(y) + cos(z)) = C
The Schoen F-Rhombic
Dodecahedron F-RD f(x, y, z) = 4cos(x)cos(y)cos(z)−(cos(2x)cos(2y)

+ cos(2y)cos(2z) + cos(2z)cos(x)) = C

From these TPMS, two approaches can be taken to create a metamaterial. The first approach
considers the volume that is bound by the TPMS to be a solid. This approach is henceforth referred
to as the solid-wise TPMS. The second approach considers two surfaces which are offset from the
TPMS along its respective normal direction, resulting in two surfaces, in between which the volume
is filled. The second approach is henceforth referred to as the sheet-wise TPMS. In Figure 2.6, the
five common TPMS are shown. In Appendix C, Figure C.1 and Figure C.2 show the unit cells of the
TPMS in the solid-wise and sheet-wise lattices respectively. In Figure C.3 and Figure C.4, for each
of the discussed TPMS a lattice is constructed consisting of nine unit cells to illustrate the periodic
nature of TPMS. These TPMS are generated usingMSLattice, a highly configurable software package
to generate TPMS meshes [20].
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(a) SP (b) SD (c) SG

(d) IW-P (e) F-RD

Figure 2.6: Unit cells of five commonly used TPMS.

2.3.2 Applications of TPMS
TPMS are known to have a high stiffness-to-weight ratio, heat dissipation control and enhanced

mechanical energy absorption and are commonly referred to as metamaterials, because their physical
properties stem from both their base material as well as their geometry [15]. TPMS structures have
become increasingly popular in biomedical engineering applications with the onset of additive manu-
facturing [19], as TPMS structures mimic the topography of trabecular bone structures. When using
TPMS as a scaffold in the process of bone regeneration, it promotes many cellular processes, as well
as being mechanically strong enough to promote bone regeneration [21–23].

Additionally, inmechanical engineering applications, the excellentmechanical properties of TPMS
can be leveraged to produce strong parts with highly configurable mechanical properties. One such
applications is the use of TPMS lattices as infill patterns for additive manufacturing. In the early
days of additive manufacturing, the infill patterns which are used to fill volumes inside 3D printed
parts were relatively simple. In the last few years, however, many popular 3D printing slicer software
packages such as Ultimaker Cura and PrusaSlicer have added TPMS lattices as infill patterns. In in-
terpenetrating phase composites (IPC), a class of advanced composite materials characterized by the
simultaneous presence of two or more interwoven networks or phases within a single structure, TPMS
are excellent candidates for IPC’s because the required properties co-continuousness and connected-
ness are inherent to the definition of TPMS. In IPC, TPMS can be leveraged to produce metamaterials
with excellent mechanical properties [15].

TPMS lattices have also been found to be excellent candidates in applications with fluid-solid
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interactions. TPMS lattices have already found use in reverse osmosis and ultrafiltration processes,
and TPMS lattices are regarded as highly efficient geometries for heat exchangers because of their
large surface area to volume ratio [24, 25].

A continuation of the review of TPMS follows in Section 3.6 after some prerequisite concepts
have been introduced in Chapter 3.
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Background

The objective of this chapter is to outline basic concepts which govern the field of fluid dynamics
for internal flows and flow through porous media. This starts with the Continuity equation in Sec-
tion 3.1, followed by the derivation of the Navier-Stokes equations based on the work of Munson et al.
[26], Irgens [27] and Shelley et al. [28] in Section 3.2. Thereafter, the dimensionless quantity known
as the Reynolds number and the different flow regimes are defined in Section 3.3 based on the work of
Landau and Lifshitz [29] and Shelley et al. [28]. In Section 3.4, several concepts that are inherent to
the behaviour of internal turbulent flows are laid out. In Section 3.5, an overview of CFD is presented
along with typical CFD workflows and several turbulent flow modeling approaches Finally, Darcy’s
law and the Darcy-Forcheimer equation are explained in Section 3.7. These principles are the basis
on which this research is built, and are prerequisites to understanding the reasoning in subsequent
chapters.

3.1 The Continuity Equation
The basic concepts that are a prerequisite to the derivation of the Navier-Stokes equations are: the

material derivative, the Cauchy stress tensor and the continuity equation. The explanation on these
subjects is based on the work of Munson et al. [26] and Irgens [27]. The explanation on the material
derivative and the Cauchy stress tensor are given in Appendix A.1 and Appendix A.2 respectively,
whereas the explanation of the continuity equation is given below.

The continuity equation is better known as the principle of conservation of mass. Consider an
arbitrary volume V where surface S represents the surface enclosing volume V . The continuity equa-
tion simply states that for the principle of conservation of mass to hold, the flux of mass through the
surface S, must be equal to the rate of change of the mass in volume V [27] such that

∂

∂t

∫
V

ρ(x, t)dV = −
∫
s

ρ(x, t)v · ndS, (3.1)

where ρ(x, t) is the density of the fluid as a function of time and position and v ·n is the flow velocity
multiplied with the unit vector normal to the surface S. Using the divergence theorem as in Appendix
A.1 this becomes
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∫
V

∂ρ(x, t)

∂t
dV = −

∫
V

∇ · (ρ(x, t)v)dV. (3.2)

Such that ∫
V

∂ρ(x, t)

∂t
+∇ · (ρ(x, t)v)dV = 0. (3.3)

In order for the principle of conservation of mass to hold, this must be true for any volume V , such
that

∂ρ(x, t)

∂t
+∇ · (ρ(x, t)v) = 0. (3.4)

Finally, for the case of an incompressible fluid, the density ρ(x, t) is a constant

∂ρ(x, t)

∂t
= 0. (3.5)

Such that

∇ · v = 0. (3.6)

3.2 The Navier-Stokes equations
TheNavier-Stokes equations were progressively developed in the 19th century by French engineer

and physicist Claude-Lois Navier and Irish physicist and mathematician George Gabriel Stokes, and
is the governing equation for the motion of any fluid. The derivation of the Navier-Stokes equations
is based on Newton’s second law, which states that the net force acting upon an object is equal to
the object’s mass multiplied with its acceleration. Following Newton’s second law, consider a small
element of fluid with volume V and density ρ,

F = ρV
Dv

Dt
, (3.7)

where the acceleration of the fluid volume is the material derivative as in Equation A.5. In order to
determine the forces acting upon a fluid, we use Cauchy’s stress tensor σij , as in Equation A.11, to
express the force acting on the fluid as a result of stress. George Gabriel Stokes developed a method
in which Cauchy’s stress tensor is split up in a so called volumetric stress tensor and a stress deviator
tensor,

σij = σvolumetric + σdeviator

σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

 = −

p 0 0
0 p 0
0 0 p

+

τ11 τ12 τ13
τ21 τ22 τ23
τ31 τ32 τ33

 (3.8)
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σij = −pδij + τij, (3.9)

where the volumetric stress tensor σvolumetric represents the pressure p that is exerted on the fluid by
the surrounding environment, and the stress deviator tensor σdeviator represent the shear stresses τij
that act upon the fluid. For a Newtonian fluid, a fluid in which the viscous stress acting upon it is
linearly proportional to the strain rate, the shear stress is

τij = µ

(
∂vj
∂xi

+
∂vi
∂xj

)
, (3.10)

where µ is the dynamic viscosity of the fluid volume and v and x are the velocity and position in an
arbitrary coordinate system. Substituting this in Equation 3.9 results in:

σij = −p∂ij + µ

(
∂vj
∂xi

+
∂vi
∂xj

)
. (3.11)

We can now combine the stress tensor with Equation A.11 to obtain the force acting on the fluid in
the i direction

Fi = V

(
− ∂p

∂xi

+ µ
∂

∂xj

(
∂vj
∂xi

+
∂vi
∂xj

))
, (3.12)

which can be simplified to

Fi = V

(
− ∂p

∂xi

+ µ
∂

∂xi

(
∂vj
∂xj

)
+ µ

∂2vi
∂x2

j

)
. (3.13)

Subsequently, summing over i to arrive at the total stress,

Fstress = V
(
−∇p+ µ∇ (∇ · v) + µ∇2v

)
. (3.14)

Using the divergence theorem, and the fact that the divergence is zero for incompressible fluids as in
Equation 3.6 we can set (∇ · v) = 0 such that

Fstress = V
(
−∇p+ µ∇2v

)
. (3.15)

In addition to the stress forces, a fluid can also experience body forces such as gravitational forces or
magnetic forces. A general expression of the body forces acting upon the fluid is given by

Fbody =

∫
ρfdV, (3.16)

where f is the field contributing to their respective body force. Under the assumption that the body
force is constant over the entire volume, the body force simplifies to

Fbody = ρfV. (3.17)

18



Chapter 3. Background

In the case that a fluid is experiencing multiple body forces, these can simply be calculated separately
and subsequently summed. Now that all the components of the force acting upon the fluid are known,
Equation 3.7, Equation 3.15 and can be combined such that

ρ
Dv

Dt
=

(
−∇p+ µ∇2v

)
+ ρf . (3.18)

Next, thematerial derivative fromEquation A.5 is used to obtain the Navier-Stokes equations inmatrix
form

ρ

(
∂v

∂t
+ (v · ∇)v

)
= −∇p+ µ∇2v + ρf . (3.19)

Under the assumption that there are no body forces acting upon the fluid, the Navier-Stokes equations,
using v =

[
u v w

]
and x1 = x, x2 = y and x3 = z, are

ρ

(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z

)
= −∂p

∂x
+ ρgx + µ

(
∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2

)
ρ

(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z

)
= −∂p

∂y
+ ρgy + µ

(
∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2

)
ρ

(
∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z

)
= −∂p

∂z
+ ρgz + µ

(
∂2w

∂x2
+

∂2w

∂y2
+

∂2w

∂z2

)
.

(3.20)

3.3 Flow Regimes

3.3.1 The Reynolds Number
The Reynolds number is a dimensionless quantity which is useful for classifying the general be-

haviour of a fluid. The concept of the Reynolds number was developed by George Gabriel Stokes,
but the quantity was named after Osborne Reynolds, who popularized the quantity in the field of fluid
mechanics in the late 19th century. The Reynolds number is used in a wide range of applications,
ranging from the flow of air over an aircraft wing to the flow fluids through piping systems. The
Reynolds number can be derived from the Navier-Stokes equations in Equation 3.19 by converting it
to a dimensionless form as shown in Appendix B. The general definition of the Reynolds number is:

Re =
µUL

ρ
, (3.21)

where µ is the dynamic viscosity; U is the characteristic velocity, which, for internal flows is the mean
fluid velocity v; L is the characteristic length, which for internal flows in cylindrical tubes is the tube
diameter D, and ρ is the fluid density. Such that the Reynolds number for internal flows is:

Re =
µvD

ρ
. (3.22)
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The Reynolds number is often used to distinguish between flow regimes in engineering applications
and represents the ratio between inertial and viscous forces. As the Reynolds number goes to zero, the
viscous term in the Navier-Stokes equations becomes the dominant driver of fluid behaviour. As the
Reynolds number goes to infinity, the inertial forces become the dominant driver of fluid behaviour.
The dominance of viscous forces generally results in laminar, or plate-like flow, while the dominance
of inertial forces generally results in turbulent flow behaviour.

3.3.2 Stokes Flow
Laminar flow typically occurs at Re < 2040 for internal flows [30]. A special case of laminar

flow is is when Re ≪ 1. In this case the inertial component of the Navier-Stokes equations tends to
zero

0 ≈
(
−∇p+ µ∇2v

)
+ ρf . (3.23)

This special case of laminar flow is known as Stokes flow. In this case, the non-linear and time
dependent terms in the Navier-Stokes equations are dropped. In practical terms, this means that in
Stokes flow, a reversing of the forces is equivalent to a reversion of time. Some nice examples of this
phenomenon can be found in literature, such as research by Fonda and Sreenivasan [31], in which
the time-reversible nature of Stokes flow is demonstrated by shining a laser point at a photochromic
viscous fluid, whereafter the fluid is mixed by rotating a plastic cylinder in the middle of the system.
Subsequently, the fluid is ”unmixed” by reversing the rotation of the plastic cylinder as shown in
Figure 3.1.

Figure 3.1: A demonstration of the reversibility of Stokes flow. In (A) the photochromic material is
activated using a laser, in (B), the fluid starts rotating, (C) shows the mixed state, in (D), the fluid
starts counter-rotating and (E) shows the return of the fluid to its original state [31].

3.3.3 Laminar and Turbulent Flow Regime
In other scenarios, the inertial term in the Navier-Stokes equations cannot be disregarded, and

therefore flow in the laminar regime is generally not time-independent. The distinction between lam-
inar flow and turbulent flow lies in the ability of the flow to return to its original state after a small
perturbation. Setting the velocity v and pressure p of the flow equal to

v = vs + vp p = ps + pp, (3.24)
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where vs and ps represent the steady state solutions to the Navier-Stokes equations and vp and pp
represent small perturbations to this state. Substitution into the Navier-Stokes equations, under the
assumption that there are no body forces present, results in

ρ

(
∂ (vs + vp)

∂t
+ ((vs + vp) · ∇) (vs + vp)

)
= −∇ (ps + pp) + µ∇2 (vs + vp) , (3.25)

or, in the expanded form

ρ

(
∂vs

∂t
+

∂vp

∂t
+ (vs · ∇)vs + (vs · ∇)vp + (vp · ∇)vs + (vp · ∇)vp

)
=

−∇ps −∇pp + µ
(
∇2vs +∇2vp

)
. (3.26)

Omitting the higher order terms in cp and pp results in

ρ

(
∂vp

∂t
+ (vs · ∇)vp + (vp · ∇)vs

)
= −∇pp + µ∇2vp. (3.27)

Considering the continuity equation in Equation 3.6,

∇ · vp = 0. (3.28)

Because this is a system of ordinary differential equations, the solution can be decomposed. The
solution is a sum of expressions where vp depends on time t in e−iγt, where γ are the eigenvalues of
the system of ordinary differential equations. If the Im[γ] is positive, the solution increases with time.
In terms of the system behaviour this means that once perturbations are introduced into the system,
they continue to propagate and grow. This is characteristic for turbulent flow. If Im[γ] is negative, the
magnitude of the perturbation decreases exponentially with time, in other words, the flow returns to
its steady state once the perturbations are removed. This is known as laminar flow. The mathematical
analysis required for the investigation of these principles is extremely complex, and is yet to be solved.
Because of this, research into laminar and turbulent flows and the transition between the two is based
on experimental data.

Avila et al. [30] have developed a method, that allows the characterization of conditions, mecha-
nisms, and control strategies related to the transition from laminar to turbulent flows. The researchers
proposed that turbulent flows mainly originate from transient turbulent spots in laminar flows, and that
these provide a pathway for transition to fully turbulent flow. By comparing the mean time of decay
of turbulence in these localized turbulent zones with the mean time of proliferation of turbulence in
these zones, the researchers proposed that as the mean time of decay becomes smaller than the mean
time of proliferation, the transition to fully turbulent flow occurs. The point at which the mean time
of decay intersects with the mean time of proliferation was found to lie at Re ≈ 2040 as shown in
Figure 3.2. At this critical Reynolds number, the spatial interaction was found to be simple, because of
the clear separation of the turbulent spots. At Re > 2400 however, the researchers found that dynam-
ics of the fluid become increasingly complicated, because of the merging of turbulent spots. From this
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point onward, this is referred to as turbulent flow, characterized by the existence of turbulent eddies
on several geometrical orders of magnitude.

Figure 3.2: Mean lifetime of a puff before decaying or splitting [30].

For curved geometries such as spiral shaped pipes, the Reynolds number at which the transition to
the turbulent flow regime occurs is larger than that for straight internal flows. This is attributed to the
strong secondary flows that are present in such flows [32]. Because of the complex three-dimensional
nature of these fluid dynamics problems, this field of research is largely unexplored.

A schematic overview of laminar versus turbulent flows is shown in Figure 3.3. For turbulent
flows, because the turbulent eddies form as an amplification of perturbations, a seemingly infinitely
small difference in initial conditions can have massive implications for the state of the system at any
subsequent point in time. This produces problems when trying to predict the exact behaviour of the
fluid. Fortunately, however, this is rarely necessary for engineering applications, and while turbulent
flows are chaotic, when the flow properties are time-averaged the behaviour of the fluid becomes more
predictable.

Figure 3.3: A schematic overview of the laminar and turbulent flow regimes.
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In an engineering context, there are several advantages and disadvantages to the laminar and
turbulent flow regime as shown in Table 3.1. It is important to note that the characteristic flow regime
of many engineering systems is often a consequence of other engineering requirements. And as such,
in some cases, it is important to negate the negative effects of the flow regime as much as possible.

Table 3.1: The advantages and disadvantages of the laminar and turbulent flow regime.

Advantages Disadvantages

Laminar
Flow

The behaviour of laminar flow, e.g. heat
transfer, velocity profile, is predictable
because of the sheet-like flow.

Laminar flow typically has reduced
friction losses.

In laminar flow, mixing of the fluid
is minimal.

Laminar flow generally causes a lower
amount of FIV.

Limited amount of mixing, which can be
disadvantageous in chemical processes

Reduced efficiency of heat transfer

Lower mass transfer rates, limited by fluid
velocity to remain below Re = 2040.

Turbulent
Flow

Efficient mixing, because of the turbulent
eddies at several orders of magnitude in
terms of size.

Enhanced efficiency of heat transfer, for a
similar reason.

Increased mass transfer rate, as not limited
by Reynolds number.

The behaviour of turbulent flows is less
predictable than laminar flows, due to
its chaotic nature, making it more
difficult to model, analyze and control.

Increased Energy Consumption: Turbulent
flow experiences higher frictional losses,
requiring more energy to maintain flow
rates in pipelines and conduits.

FIV are higher in turbulent flows, which
may be detrimental to system performance.

Erosion and wear are increased because of
high shear forces associated with turbulent flow.

Turbulent flow often exhibits pressure
fluctuations, which can damage their
respective systems.

3.4 Internal Flows
Internal flow refers to the movement of fluid within enclosed physical boundaries, such as pipes,

tubes, ducts, or channels. In the context of fluid dynamics, internal flow is distinguished from external
flow, where the fluid moves over the surface of an object. The important principles that characterize
internal fluid flows are explained in the subsequent sections. This section is based on the work of
Munson et al. [26].
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3.4.1 Navier-Stokes equations for Turbulent Internal Flow
The Navier-Stokes equations of motion can be solved analytically only in a small number of sim-

ple fluid dynamics problems. For the case of turbulent three-dimensional internal flow of an incom-
pressible fluid, the Navier-Stokes equations cannot be solved analytically. Subsequently, numerical
approximation is necessary to solve the Navier-Stokes equations for such a system. The Navier-Stokes
equations for turbulent internal flow is:

∂

∂x
(u · u) + ∂

∂y
(u · v) + ∂

∂z
(u · w) = −1

ρ

∂P

∂x
+

∂

∂y

(
ν
∂u

∂y

)
+

∂

∂z

(
ν
∂u

∂z

)
− ∂

∂y

(
u′v′

)
+Rx

∂

∂x
(v · u) + ∂

∂y
(v · v) + ∂

∂z
(v · w) = −1

ρ

∂P

∂y
+

∂

∂y

(
ν
∂v

∂y

)
+

∂

∂z

(
ν
∂v

∂z

)
− ∂

∂x

(
u′v′

)
+Ry

∂

∂x
(w · u) + ∂

∂y
(w · v) + ∂

∂z
(w · w) = −1

ρ

∂P

∂z
+

∂

∂y

(
ν
∂w

∂y

)
+

∂

∂z

(
ν
∂w

∂z

)
− ∂

∂x

(
u′w′

)
+Rz,

(3.29)
where ν is the kinematic viscosity, (u), (v) and (w) are the mean velocity components, (u′v′), (u′w′)
and (v′w′) are the Reynolds stresses representing turbulent fluctuations and (Rx), (Ry), (Rz) are addi-
tional terms representing Reynolds stresses due to turbulence modeling. There are various approaches
to modeling turbulence which are further expanded upon in Section 3.5.2.

3.4.2 Boundary Conditions
The standard boundary condition for fluid dynamical systems is the no-slip condition. The no-slip

condition is a fundamental concept in fluid dynamics that describes the behavior of fluid molecules at
a solid boundary. At the boundary, the fluid adheres to the wall due to frictional effects, resulting in a
zero relative fluid velocity adjacent to the wall such that

v||rel = 0. (3.30)

For distances further from the wall, the relative parallel velocities increase with a gradient. This
assumption generally holds true for both laminar and turbulent flows as demonstrated in Figure 3.4.

Figure 3.4: A schematic overview of the flow velocity profiles for laminar as well as turbulent pipe
flows with the no-slip wall condition.
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In some cases, it is more appropriate to assume some slip is present such that u||rel ̸= 0. In these
cases, generally a slip velocity is defined as

vs = b
∂v

∂n
, (3.31)

where b is the slip length and ∂v
∂n

is the velocity gradient normal to the surface of the wall. The slip
length b is an artificial quantity, the length of which is determined by linear interpolation of the velocity
profile such that the no-slip condition would be reached as shown in Figure 3.5.

Figure 3.5: Schematic overview of (A) no-slip boundary conditions and (B) slip boundary conditions
with the indication of slip length b.

Additionally, there is a range of circumstances in which no wall is present e.g. simulation of a
motorcycle driving, a airplane flying or the spinning of wind turbines. However, one must still define
a domain for the simulation. In these conditions it is appropriate to discard the non-slip condition
and to choose a domain which is sufficiently large in order to prevent the interaction of the object of
interest with the wall.

Finally, a periodic flow condition is a method to simulate a virtually infinite periodic system. This
is achieved by placing periodic flow conditions on the walls of a simulation domain. Under periodic
flow conditions, the flow that exits the system on one side, re-enters the system on on the other side
of the domain, parallel to the side where it exited.

3.4.3 Flow Development
Because of the boundary conditions in internal flows, the velocity profile of the fluid changes

along the length of a domain when a uniformly distributed flow is introduced. This characteristic
development of the velocity profile schematically shown in Figure 3.6.
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Figure 3.6: Development of the velocity profile in a circular pipe [33].

Flow development in circular pipes is dependent on the length L traveled axially along the flow
path expressed in terms of flow diameter D. In fully developed flow, velocity profile of the flow
becomes independent of the axial position. The axial length required for the flow to develop fully is
known as the entrance length. For laminar flows, the entrance length as defined by Bergman et al.
[34] is:

Lh,laminar = 0.0575ReDD. (3.32)

For turbulent flows, the entrance length as defined by Çengel and Cimbala [33] is:

Lh,turbulent = 1.359D(ReD)
1
4 . (3.33)

It is important to account for the development of flowwhen simulating internal flow problems. By
setting the incoming flow velocity profile as fully developed, engineers are able to analyze a section of
pipe without the need to model a significant length of pipe for the flow to fully develop. This generally
makes the analysis computationally less expensive and simpler.

3.4.4 Losses in Internal Flows
Internal fluid flows are characterized by pressure drop and head loss. Pressure drop refers to

the decrease in pressure as the fluid flows along the pipe, tube, channel etc., and head loss refers to
the energy dissipation in internal flows due to factors such as friction and changes in geometry [26].
These concepts essentially describe the same phenomenon with different units. Their relationship
is given by the hydrostatic pressure formula ∆P = ρg∆h, where the difference in height ∆h is
interchangeable with head loss hL. These losses are generally categorized as major losses, which are
the losses attributed to the wall shear stresses τw between the fluid and the pipe wall, and minor losses,
which are attributed to changes in geometry such as elbows, expansions, contractions, and valves.

Major Losses

For major losses, the head loss is defined as:
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hL major = f
l

D

v2

2g
, (3.34)

where f is a dimensionless friction factor, l is the length of the pipe, D is the pipe diameter, v is the
mean fluid velocity and g is the gravitational acceleration. This equation is also known as the Darcy-
Weisbach equation. Subsequently, the Darcy-Weisbach equation can be rewritten in pressure drop per
unit length form:

∆pmajor = f
ρl

D

v2

2
. (3.35)

For fully developed laminar flow, the friction factor f is simply inversely proportional to the
Reynolds number Re of the flow such that:

flam =
64

Re
. (3.36)

For turbulent flows, however, the relation between the friction factor f and the Reynolds number
Re is less straight forward because f is a function of the Reynolds number Re and the roughness of
the pipe ϵ, i.e., f = ϕ

(
Re, ϵ

D

)
. This relation is rather complex, and has thus far not been successfully

derived from theoretical analysis.

Minor Losses

For minor losses, or losses which are attributed to changes in pipe geometry, the head loss is
defined as:

hL minor = K1
v2

2g
+K2

v2

2g
+K3

v2

2g
(3.37)

where K1, K2 and K3 are dimensionless quantities known as loss coefficients. K1 is for entrances
and exits, K2 is for bends and K3 is for valves and other fittings. The loss coefficients are strongly
dependent on the geometry of the components responsible for the head loss and the Reynolds number
Re. Because of the relation between the loss coefficients and the geometry of its respective compo-
nent, the loss coefficients are typically determined experimentally. Rewriting the equation in terms of
pressure loss results in

∆Pminor = K1
ρv2

2
+K2

ρv2

2
+K3

ρv2

2
. (3.38)

Because sudden expansions are relatively common features in piping systems, the pressure drop
in those cases can be generalized with the Borda-Carnot equation:

∆p = −ρ
A1

A2

(
1− A1

A2

)
v21. (3.39)

where, A1 and A2 are the crossectional area of the section, pre-expansion and post-expansion respec-
tively.
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3.5 Computational Fluid Dynamics
With the exception of fairly simple steady state problems, the Navier-Stokes equations is gener-

ally difficult to analytically solve due to their non-linear nature. For this reason, most problems in the
field of fluid dynamics require numerical approximation of the solution. This requires a vast amount
of computations, and while it is technically possible for humans to perform these computations, the
advances made in digital computing since the 1950’s have allowed researchers to offload these compu-
tations to digital computers. This field of research is known as computational fluid dynamics (CFD).

CFD is a field of research which focuses on numerically approximating the Navier-Stokes equa-
tions in a variety of fluid dynamics problems. The field of CFD is often expanded to solve multi-
physics problems e.g. heat convection problems, fluid structure interactions and chemical reaction
engineering, and can thus be a beneficial tool in many industries. When it comes to CFD there is
an infinite amount of directions to approach a problem. The workflow however, in many cases is
comprised of similar steps. The workflow in CFD typically involves:

1. Problem definition and geometry creation:
(a) Clear definition of the problem to be solved. This means defining the domain, boundaries

and objectives of the simulation.
(b) Create a geometry in a computer aided design (CAD) software package and ensure that

this geometry is suitable for CFD.
2. Mesh generation:

(a) Generate a mesh that discretizes the geometry and is suitable for the simulation. Mesh
quality has a significant influence on the accuracy of the simulation and is usually a trade-
off between computational cost and desired accuracy.

3. Setup and model selection:
(a) Choose an appropriate fluid model e.g. incompressible, compressible, turbulent or lami-

nar.
(b) Choose and set boundary conditions for the problem.
(c) Specify initial conditions such as the initial velocity or temperature field.
(d) Define material properties like density, viscosity and thermal conductivity.
(e) Define whether the simulation is steady-state or transient based on the problem.

4. Software selection and setup:
(a) Select a software package that is suitable for the relevant problem.
(b) Configure the solver settings e.g. methods for time-stepping, convergence criteria.

5. Execution:
(a) Start the simulations and monitor the convergence. In case of non-convergence, adapt

settings as needed.
6. Post-processing and visualization:

(a) Process the data resultant from the simulation in order to generate plots which are benefi-
cial for the applications.
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(b) Extract non-visualized performance metrics such as velocity, pressure, drag and lift.
In order to obtain results which closely represent reality, one must validate the results of CFD

using experimental data or analytical solutions. Typically, some tweaks, such as refining or changing
the mesh and adjustment of software settings, have to be applied iteratively until a satisfactory result
is achieved.

3.5.1 Discretization of the Fluid Domain
Discretization of the fluid domain, or meshing, is an essential step in CFD simulation. Meshing

divides up the fluid domain in discrete volumes, for each of which the Navier-Stokes equations is
numerically approximated. For example, imagine a simple rectangular fluid domain. Considering
non-compressible flow in Figure 3.7. For the case without temperature change, and subsequently no
density change, the volumetric flow rate in Qin is equal to the volumetric flow rate out Qout due to
Equation 3.1.

Figure 3.7: Schematic overview of a very simple rectangular fluid domain.

When the fluid domain in Figure 3.7 is subdivided into four smaller volumes as in Figure 3.8, the
principles of continuity still hold for each of these individual volumes.

Figure 3.8: Schematic overview of a very simple rectangular fluid domain subdivided in four elements.
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This simple example illustrates the principle upon which meshing is based. One aspect that be-
comes immediately apparent is that the second example in Figure 3.8 gives more information about
how the fluid behaves inside the fluid domain. When such a domain is divided into millions of discrete
volumes, the this method allows for approximating the behaviour of a continuous physical system. In
practice, while more mesh elements, means a better approximation of the physical system, the number
of mesh elements that is adequate for a CFD simulation is a trade-off between accuracy and compu-
tation time.

3.5.2 Turbulence Modeling
As described in Section 3.4.1, there are several approaches to model turbulent flows. In the

Reynolds averaged Navier-Stokes (RANS) approach, the governing Navier-Stokes equations are time-
averaged to separate the flow variables into mean and fluctuating components. This averaging process
transforms the turbulent equations into a set of equations representing the time-averaged flow, result-
ing in a closed system that is computationally manageable.

Reynolds Averaged Navier-Stokes Approach

One of the most widely used RANS approaches is the κ − ϵ turbulence model, where additional
transport equations are introduced for turbulent kinetic energy κ

ρ
Dκ

Dt
=

∂

∂xκ

[
µt

σκ

∂κ

∂xκ

]
+ µt

(
∂Ui

∂xκ

+
∂Uκ

∂xi

)
∂Ui

∂xκ

− ϵ, (3.40)

and the dissipation rate of turbulent kinetic energy ϵ

ρ
Dϵ

Dt
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∂

∂xκ

[
µt

σϵ

∂ϵ

∂xκ

]
+ C1µt

ϵ

κ

(
∂Ui

∂xκ

+
∂Uκ

∂xi

)
∂Ui

∂xκ

− C2
ϵ2

κ
, (3.41)

where

µt =
Cµρκ

2

ϵ
(3.42)

is the turbulent viscosity; Ui is the mean velocity component in direction xi, and C1, C2, Cµ, σκ

and σϵ are model constants [35]. The RANS equations are subsequently closed by substituting the
dynamic viscosity µ with the turbulent viscosity µt.

The κ − ϵ turbulence model is built upon certain assumptions, with a crucial one being the re-
quirement for a sufficiently high Reynolds number. If the Reynolds number is too low, both κ and ϵ
have a very small magnitude. Small changes in the flow field can subsequently cause relatively large
fluctuation in κ and ϵ. The point at which the Reynolds number is too low is highly dependent on the
nature of the simulation.

Another important assumption is that the turbulence within the boundary layers is in equilibrium,
such that production equals dissipation. Because these assumptions may not hold universally, this
limits the accuracy of the κ− ϵ turbulence model in some cases. Notably, the κ− ϵ turbulence model
is known to perform poorly in situations with adverse pressure gradients, that is, there is a pressure
gradient in the opposite direction of the fluid flow. In these cases, it can underestimate the spacial
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extent of recirculation zones. Despite these limitations, however, the model’s compromised accuracy
is often deemed acceptable, given the considerable computational resource savings compared to more
intricate turbulence models [36].

Another example of a RANS approach is the κ − ω turbulence model where κ, again, is the
turbulent kinetic energy and ω is the dissipation per unit of turbulent kinetic energy, also commonly
referred to as the specific dissipation rate. The κ− ω turbulence model has some distinct advantages
over the κ − ϵ turbulence model. Specifically, it exhibits superior performance in flat plate flows
wherein adverse or favorable pressure gradients are present. However, the κ − ω turbulence model
also possesses two primary drawbacks. Firstly, the κ−ωmodelmay be sensitive to the free stream inlet
values of specific dissipation rate ω. Secondly, the κ − ω model is generally less resilient compared
to the κ− ϵ model in terms of numerical robustness [36].

There exist several other RANS turbulence models with advantages and disadvantages but re-
gardless of the specific choice of RANS turbulence model, the RANS approach is computationally
efficient because it does not resolve the small scale turbulent structures. This can, however, diminish
the accuracy of the model, but in most engineering applications, this approach provides an adequate
degree of accuracy.

Large Eddy Simulation

The second approach to model turbulent flows is the Large eddy simulation (LES) approach.
This approach works by directly simulating the behaviour of large eddies, while modeling the effects
of smaller eddies. Unlike RANS modeling, the LES approach retains information about the large
turbulent structures that are present in the system. This approach is especially suited for use cases
where predictions are made for unsteady flow, but is computationally more expensive than the RANS
approach.

Direct Numerical Modeling

The final approach to modeling of turbulent flows is the direct numerical simulation (DNS) ap-
proach. This approach is the most detailed and accurate representation of turbulent flows. The DNS
approach directly solves the Navier-Stokes equations without employing any turbulence models. Be-
cause this requires the resolution of turbulence at all scales, even the smallest turbulent structures,
a very fine mesh is required. This makes this approach the most computationally expensive and is
therefore mostly limited to research use cases, where high-performance computing (HPC) clusters are
used. It is, however, worth noting that advances in computational techniques, parallel computing and
and improvements in algorithms may contribute to making DNS simulations more attainable in the
future.

3.6 Fluid Flow Through TPMS
Research on the flow of fluid through TPMS is generally centered around biomedical applications.

In these applications, fluid flows are characterized by low Reynolds numbers. At these low Reynolds
numbers, flow is Darcian, i.e. there exists a linear relationship between fluid velocity and pressure
drop. Jung and Torquato [16] were able to determine the fluid permeability of six TPMS in Stokes flow
at a porosity ϕ = 0.5. Because this numerical analysis is performed under Stokes flow conditions, its
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outcome is of limited relevance for this research. Asbai-Ghoudan et al. [37] proposed an analytical
model for the prediction of permeability of TPMS. By simulating several unit cells of five TPMS, at
five levels of porosity and five unit cell sizes the researchers were able to produce an analytical model
where the permeabilityK is a function of porosity ϕ and pore size Dp as in

K = C0 ·D2
p, (3.43)

where C0 is a dimensionless constant that describes the configuration of the flow path which itself is
dependent on porosity ϕ and the shape of the TPMS. Because of the focus on biomedical engineering,
the flow conditions for the reported experiment differ significantly from the relevant flow conditions
for this research. The analytical model by Asbai-Ghoudan et al. [37] was exclusively tested at a fixed
Reynolds number Re = 1. Rathore et al. [38] found that the validity of Darcian flow through TPMS
only holds up until Reynolds number of around Re = 20. Beyond this value, the inertial drag factor
CF becomes sufficiently significant that the flow cannot be approximated by Darcy’s law. From this
point forward, the researchers proposed the use of the Darcy-Forcheimer equation to approximate the
behaviour of the flow through the TPMS.

3.7 Darcy-Forcheimer Flow Through Porous Media
In many cases involving the modeling of flow through a porous medium it does not make practical

sense to model the exact geometry of a problem one is working on. For instance, when modeling the
flow of oil or gas through porous rock, or the flow of fluids through a filter, the exact geometry of the
porous medium is irrelevant. Modeling of such a system would be computationally very expensive
because of the required modeling of a large amount of detailed features. Instead, the more interesting
aspect of such a model would be the macroscopic behaviour of such a system.

3.7.1 Darcy’s Law
In the 19th century, the French engineer Henry Darcy proposed a law on the flow of fluids through

a bulk porous medium. Darcy first established this law experimentally, since then however, Darcy’s
law has been derived from the Navier-Stokes equations under conditions of incompressible Stokes
flow. Recall that under these conditions

(
−∇p+ µ∇2v

)
+ ρf ≈ 0. (3.44)

Assuming the viscous resisting force is linearly proportional to the velocity of a fluid, and ignoring
body forces, we can write

− 1

kij
µϕvj −

∂p

∂xi

= 0, (3.45)

where kij is the second order permeability tensor and ϕ is the porosity. Such that the velocity in the n
direction is

kni
kij

vj = σnjvj = vn = −kni
ϕµ

∂p

∂xi

. (3.46)

32



Chapter 3. Background

Subsequently, Darcy’s law in the n direction is

vn = −kni
µ

∂p

∂xi

. (3.47)

In the case of an isotropic porousmedium, the non-diagonal entries in kij are zero, and and the diagonal
elements in kij areK. Using these assumptions, the common form of Darcy’s law is

v = −K

µ
∇p/ (3.48)

Darcy’s law is also commonly written in the form

∇p = − µ

K
v. (3.49)

In the case of flow through a porous element of length ∆x, Darcy’s law takes the form

∇p =
∆p

∆x
= − µ

K
v, (3.50)

where Q is the volumetric flow rate and A is the cross-sectional area, such that v = Q/A is the mean
fluid velocity, and ∆p is the pressure drop over the porous medium.

3.7.2 The Darcy-Forcheimer Equation
The flow regime for which this linear relationship between pressure drop and permeability holds

is know as the Darcian flow regime. This flow regime, however, is only an accurate representation
of reality in situations where the inertial forces in the Navier-Stokes equations are negligibly small.
Experimental tests have shown that the Darcian flow regime, in general, extends to Reynolds numbers
of around 10, although this tends to depend on multiple factors. The transition to non-Darcian flow,
however, is a topic of active research [39]. In order to account for the non-linearity that exist in
the relation between velocity and pressure drop above these Reynolds numbers, Philip Forcheimer
proposed an amended version of Darcy’s law, known as the Darcy-Forcheimer equation. The Darcy-
Forcheimer equation is

∇p =
∆p

∆x
= −Dµv − Fρv2, (3.51)

where D and F are the Darcy contribution and the Forcheimer contribution respectively. Another
common definition of the Darcy-Forcheimer equation is

∇p =
∆p

∆x
= − µ

K
v − CF√

K
ρv2, (3.52)

whereK andCF are the permeability and the dimensionless Forcheimer coefficient respectively some-
times also referred to as the inertial drag factor, and
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D =
1

K
F =

CF√
K

. (3.53)

In extreme cases where v2 ≫ v, the behaviour of the fluid through porous media can be described
by

∇p =
∆p

∆x
= − CF√

K
ρv2. (3.54)

Regardless of the form in which the Darcy-Forcheimer equation is written, the relevant coefficients
are typically determined experimentally, both using physical experiments as well as using CFD sim-
ulations.
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Methods

In this chapter, the experiment design and methods used in this research project are extensively
discussed. This starts with an exploration of CFD methods Section 4.1. Followed by the experiment
design in Section 4.2, and the experimental validation in Section 4.3.

4.1 Exploring Computational Fluid Dynamics
A diverse range of CFD software options caters to research needs, spanning from open-source

platforms like OpenFOAM to proprietary solutions such as COMSOL Multiphysics, Ansys Fluent,
and Simstar STAR-CCM+. In the initial phases of CFD exploration, COMSOLMultiphysics was pre-
ferred for its versatility in conducting various simulations. This software facilitates CFD simulations
using RANS, LES, and DNS solvers. It accommodates simulations in one, two, and three dimen-
sions, including two-dimensional axisymmetric configurations. Additionally, the software supports
both time-dependent and steady-state modes, offering flexibility for a comprehensive investigation
into fluid dynamics phenomena.

For the initial exploration, several simple simulations were created. Starting with turbulent flow
through a straight pipe with a uniform fluid velocity profile at the inlet. For the second round of
simulations, a simple geometry with two 90 °elbows, a geometry with a sudden expansion, and a
geometry with a sudden contraction were created. Because this research is focused on the cooling
system that is used by ASML in their NXE EUV system, the flow parameters of the simulation must
be relevant for the practical application. In the cooling systems used byASML the typical internal pipe
diameter is 10.2mm (1/2 inch). The liquid that is used in the system is distilled water at a temperature
of around 25 °C. The Reynolds number in the cooling system lies in the range of 10,000 to 20,000.
Subsequently, the presence of turbulent flow is highly likely, as the Reynolds number for all cases is
significantly larger than 2040. For this reason, the initial simulations were all performed using the
κ− ϵ RANS algorithm.

4.1.1 Simple turbulent flow through pipe
The first simple simulation consists of a straight pipe with an inner diameter of 10mm and a length

of 200 mm. This simulation was performed using COMSOL Multiphysics. The fluid velocity was
set to 1.5 m/s such that, at room temperature, the Reynolds number of the flow was close to 15,000.
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The model that was used is the κ − ϵ turbulence model because of its numerical robustness and low
computational cost. Because the results of this initial simulation are not required to be an accurate
representation of reality, for the initial simulations, the mesh is chosen to be quite extra course. The
naming convention for mesh size in COMSOL Multiphysics is discussed in Section 4.2.

The streamline velocity plot and pressure differential plot resultant of the simulation are shown
in Figure 4.1. The inlet velocity is uniformly distributed along the inlet surface. The flow velocity
subsequently develops as the flow traverses along the length of the tube as shown in Figure 4.2. In
subsequent simulations, these settings were undesirable as it requires the fluid to travel a significant
distance through the tube before the flow is fully developed. Therefore, in subsequent simulations,
the inlet velocity profile is set to fully developed flow.

(a) Velocity streamline plot (b) Pressure differential plot

Figure 4.1: Velocity and pressure plot for a simple straight pipe turbulent flows simulation.

Figure 4.2: Velocity profile of the flow at the beginning of the pipe (blue) and at the end of the pipe
(green).
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4.1.2 Turbulent flow through simple geometries
The second phase of exploration of CFD involved the modeling of simple geometries which are

commonly found in fluid transport systems. The chosen geometries were a pipe which contains two 90
degree elbows, a pipe with a sudden expansion and a pipe with a sudden contraction. The simulations
were set up in a similar manner as the first simulation, with a Reynolds number around 15,000, using
the κ− ϵ turbulence model.

(a) Velocity plot (b) Pressure plot

Figure 4.3: Velocity and pressure distribution in a pipe with a double elbow.

(a) Velocity plot (b) Pressure plot

Figure 4.4: Velocity and pressure distributions in a pipe with sudden expansion.

(a) Velocity plot (b) Pressure plot

Figure 4.5: Velocity and pressure distributions in a pipe with sudden contraction.

From the pressure and velocity plots in Figure 4.3, Figure 4.4 and Figure 4.5,it becomes clear that
these features have a large impact on the flow behaviour. In the case of the double elbow geometry in
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Figure 4.3, the inertia that the flow carries resists the change in direction caused by the elbows. This
enables the phenomenon known as flow separation, where the flow of fluid is separated from the pipe
wall.

In Figure 4.4 and Figure 4.5, Bernoulli’s principle is nicely demonstrated. Bernoulli’s principle
can be summarized as follows: as the velocity of a liquid or gas increases, the pressure decreases, and
conversely, as the velocity of a liquid or gas decreases, the pressure increases. This principle holds
as long as the medium is incompressible i.e. constant density. The mathematical expression of this
principle is:

p+
1

2
ρv2 + ρgh = constant, (4.1)

Once these simple CFD simulations were performed, the choice was made to evaluate a number
of other software packages. A detailed report on the evaluation of OpenFOAM and Ansys Fluent can
be found in Appendix D. The choice was made to continue working with COMSOL Multiphysics,
mainly because of the familiarity of both supervisors with this software package and because of the
possibility to offload the computations to the UG’s HPC cluster Hábrók.

4.2 Experiment Design
As discussed in Section 1.2, the cooling system used in ASML’s NXE EUV includes elbows,

orifices, sudden expansions and sudden contractions. The choice was made to narrow the scope of
this research on turbulent flows which are caused by a sudden expansion. In the work of Chan and
Lien [14], the researchers were able to laminarize the flow and prevent the formation of recirculation
zones by placing a porous insert immediately after the sudden expansion. The TPMSs discussed
in Section 2.3, when unit cell size is chosen to be sufficiently small, can be considered as a porous
material. Taking inspiration from the research by Asbai-Ghoudan et al. [37] and Rathore et al. [38], an
experiment is designed with the goal of creating an analytical model which is able to approximate the
permeability K and the dimensionless Forcheimer coefficient CF as a function of porosity ϕ, TPMS
type and unit cell size α. The argument for the creation of this model is that CFD simulations of large
three-dimensional arrays of TPMS is computationally infeasible.

4.2.1 Generation of TPMS
In MSLattice by Al-Ketan and Abu Al-Rub [15], TPMSs can be generated using various param-

eters. Relative density Drel is a parameter which varies the fraction of the full cell which is taken up
by solid matter, in other words one minus the porosity ϕ. The geometry of the TPMS can be chosen
as rectangular, cylindrical or spherical. Furthermore, the unit cell size α, as well as the physical di-
mensions in the X,Y, and Z direction can be chosen. For the cylindrical and spherical TPMS lattices
the physical dimension are chosen using radius r and length l. Finally, the setting mesh density points
changes the mesh fineness of the generated TPMS. The generated geometry can then be exported as
an STL mesh file.
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4.2.2 Mesh Refinement Study
In order to obtain physically relevant and consistent results from the unit cell scale simulations,

a mesh refinement study was performed prior to the experiment described in Section 4.2.4. In COM-
SOL, when using physics defined meshes, the mesh fineness is described by the parameter Element
Size, which can range in scale from Extremely Course, to Extremely Fine, with seven steps in be-
tween. The Gyroid Sheet geometry with a relative density Drel = 30% was arbitrarily chosen to
perform the mesh refinement study on. Similarly, to ensure the physical relevance of the results of the
Darcy-Forcheimer simulations, a mesh refinement study was conducted for these as well.

The results of the mesh refinement study are shown in Figure 4.6. The mesh refinement study was
limited by the 32 gigabytes of available memory on the PC on which the simulations were performed.
This unfortunately means that the mesh refinement study could not be performed on the full range of
mesh sizes.

In general, mesh refinement studies are expected to converge to a stable value of the metric that is
used to assess the mesh refinement. In this case, the metric is the pressure drop over the four unit-cell
TPMS element. In this study, as shown in Figure 4.6a, it seems that the pressure drop would converge
to a value around 54000 Pa. In order to balance computation time and accuracy of results, the mesh
size that is chosen in subsequent computations of unit cell scale systems is the ”Course” mesh as in
Table 4.1. At this mesh size, the computations took between six and twelve hours per parametric
sweep on a desktop PC with an Intel core i7 7700k with 32 gigabytes of memory. The main culprit
to the variation in computation time seemed to be the degree of complexity of the TPMS. For the
Darcy-Forcheimer simulation mesh refinement study shown in Figure 4.6b the relative changes of the
measured pressure drop were relatively small. the choice was made to perform the Darcy-Forcheimer
simulations at the ”Extra Course” mesh size. At this mesh size, the simulations took between one and
three hours on the same desktop PC.

Table 4.1: COMSOL Naming convention for mesh size and their respective number of mesh elements
for the unit cell scale simulations and the Darcy-Forcheimer simulations.

COMSOL Mesh Size Naming No. Mesh Elements
Unit Cell Scale

No. Mesh Elements
Darcy Forcheimer

Extremely Course 1.07 · 105 4.11 · 104
Extra Course 1.79 · 105 7.39 · 104
Courser 3.22 · 105 1.85 · 105
Course 6.35 · 105 3.51 · 105
Normal 1.42 · 106 9.19 · 105
Fine 3.21 · 106 2.87 · 106
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(a) Unit cell scale (b) Darcy-Forcheimer

Figure 4.6: The results of the mesh refinement study for (a) the unit cell scale simulations and (b)
the Darcy-Forcheimer simulations of the Gyroid Sheet geometry with a relative densityDrel of 30 %.
The figures display the pressure drop as a function of the number of mesh elements, and the relative
difference in percentages from each level of mesh refinement to the prior level.

4.2.3 Assessment of Manufacturability
While additive manufacturing has opened up possibilities of using geometries which were previ-

ously impossible to manufacture using traditional subtractive manufacturing methods, additive man-
ufacturing methods also have their limits. One of those limits is the printing of overhangs, or layers
which are unsupported by the layers below. In many cases, printing of overhangs can be made possible
by using one or several remedies.

• Support structures: These structures are temporary structures with the aim of supporting over-
hangs.

• Print orientation: Through the use of clever orientation of the printed geometry, one can reduce
the presence of overhangs.

• Dual extrusion printing: This method involves printing of a support structure of a different
material, which can be dissolved or easily broken in post-processing.

While these remedies allow for better printing results, they also add significant post-processing
steps. In many cases, the possibility of using these remedies is also limited. Especially in lattices
of TPMS, internal overhangs in the lattice are impossible support. Some fused deposition modeling
(FDM) printers allow printing with two nozzles, such that a support structure can be printed from a
water soluble or breakable material. After completing a print, the support structure can then simply be
dissolved in water. Unfortunately, the resolution that is required for the printing of the TPMS inserts
is beyond the range of possibilities of FDM printers which allow these methods.

As mentioned in Section 2.3, however, TPMS are well suited for additive manufacturing, because
of the lack internal self-interactions in their structure [37]. In order to assess the manufacturability,
each of the unit cells are individually assessed using additive manufacturing methods. This involved
additively manufacturing the unit cells of each TPMS in a sheet-wise as well as solid-wise configura-
tion using a Creality Ender 3 FDM printer at unit cell size of 20 mm using polylactic acid (PLA).
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Appendix E contains images of the samples that were used to assess the manufacturability of the
various TPMS unit cells. Assessment of the samples indeed confirmed that overhangs in the geometry
of the TPMS are problematic. The geometries that were found to bemost problematic are the SD Solid,
F-RD Solid, SG Sheet, IW-P Sheet and F-RD Sheet. For the SD Solid and SG Sheet, however, these
manufacturability issues are likely reduced when a lattice is constructed from multiple unit cells, as
in that case, the overhangs are supported by neighboring unit cells.

In addition to this, a set of SG Sheet inserts is printed using a Formlabs 3+ stereolithography (SLA)
resin 3D printer using their proprietary clear resin to assess the manufacturability of the inserts across
a range of unit cell sizes. The set of SG Sheet inserts that was produced exposed one of the potential
issues which arise with resin 3D printing of these intricate inserts. While the print quality in general is
excellent, at unit cell sizes smaller than 2 mm, the resin becomes entrapped in the pores of the TPMS.
The entrapped resin is not properly removed during the process of washing the samples with isopropyl
alcohol using Formlabs’ Form Wash, and subsequently solidifies during the curing process.

Figure 4.7: SLA resin 3D print of an SG Sheet insert at a unit cell size of (a) 5.0 mm, (b) 3.33 mm,
(c) 2.5 mm, (d) 2.0 mm, (e) 1.67 mm, (f) 1.25 mm and (g) 1.0 mm

In subsequent test prints of all TPMS types at a unit cell size of 2 mm, resin became entrapped to
a greater degree in other TPMS types than the previously printed SG Sheet. In order to combat this in
subsequent prints, the post-processing process was adapted to include a 10 minute wash in isopropyl
alcohol in an ultrasonic cleaner. After cleaning the samples were blown dry with a compressed air
gun. These steps greatly reduced the entrapment of resin in inserts at a unit cell size of 2 mm.

4.2.4 Experiment to Determine Darcy-Forcheimer Coefficients of TPMS
In COMSOL, simulations were set up for each of the five TPMS geometries for both the solid-wise

approach and the sheet-wise approach. The κ-ϵ turbulence model is chosen because of its numerical
robustness as discussed in Section 3.5.2. Similar to the computational experimental set up by Asbai-
Ghoudan et al. [37], a 1x4x1 unit cell lattice is created for each of the TPMS and for relative densities
Drel = 20%, 30%, 40%, 50% at a unit cell size α = 1 mm and α = 2 mm. The 1x4x1 unit cell con-
figuration is chosen based on the findings of Asbai-Ghoudan et al. [37]. In their research, a sensitivity
analysis of the permeability K to the number of unit cells in the flow direction was performed. They
found that increasing the number of unit cells beyond four results in marginal changes in permeability
K while mesh size increases proportionally.

Because the goal is to simulate the fluid flow through the empty space in the TPMS, the fluid
domain is created by creating a rectangular domain, and subtracting the TPMS geometries. For the unit
cell scale simulations with a unit cell size α = 1 mm, the dimensions of the rectangular fluid domain
that is created are 1 mm by 12 mm by 1 mm in the X, Y and Z directions respectively. Subsequently,
an array of 1 by 4 by 1 unit cells of the TPMS is subtracted from this fluid domain using the difference
boolean operation. Similarly, for the simulations with unit cell size α = 2 mm, the rectangular fluid
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domain that is created is 2 mm by 24 mm by 2 mm in the X, Y and Z directions respectively. An array
of 1 by 4 by 1 unit cells is again subtracted from the rectangular fluid domain.

(a) Pre-boolean (b) Post-boolean

Figure 4.8: The generated fluid domain (a) prior to the boolean difference operation in which the
TPMS is subtracted from the fluid domain and (b) the fluid domain after the boolean operation for a
SG Sheet geometry.

Regarding the boundary conditions in the simulation, the inlet is characterized by a fully devel-
oped turbulent flow velocity profile. The outlet conditions are established at atmospheric pressure.
Additionally, to replicate a virtually infinite array of unit cells in the X and Z directions, periodic
flow boundary conditions are implemented on both boundaries in the XY-plane and the YZ-plane.
This periodic flow condition involves utilizing the outgoing flow from one side of the fluid domain
as incoming flow on the opposite side of the fluid domain. The interior boundaries resultant from the
boolean subtractions of the TPMS from the fluid domain are treated as regular walls with a non-slip
condition.

Using the parametric sweep function, a fluid flow with a range of mean velocities from 1 m/s
to 2; m/s with an interval of 0.2 m/s is simulated. For each of these velocities, the pressure drop
over the TPMS is evaluated. A second order polynomial is fitted to this data. The intercept of this
polynomial is set to zero, because for zero velocity there cannot be a non-zero pressure drop. This
polynomial fit results in two coefficients as in

∆p = −a1v − a2v
2, (4.2)

where a1 is the linear component of the pressure drop and a2 is the quadratic component of the pressure
drop. This expression is subsequently divided by the length∆x of the TPMS, which is four times the
length of the unit cell, to arrive at the pressure gradient

∇p =
∆p

∆x
= − a1

∆x
v − a2

∆x
ρv2, (4.3)

where
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a1
∆x

= Dµ =
µ

K

a2
∆x

= Fρ =
CF√
K

ρ. (4.4)

Subsequently, the collected data allows the modeling of the behaviour of the TPMS inserts without
the need to model their exact geometry.

4.2.5 Modeling of Flow Through Porous Media
Using the parameters obtained in Section 4.2.4, a simulation of flow through a porous medium

was set up. This was done using the COMSOL Multiphysics three-dimensional free and porous me-
dia flow simulations. This modeling method also uses the κ-ϵ turbulence model in the non-porous
volume. These full scale simulations serve two purposes. The first set of free and porous media flow
simulations have a straight tubular fluid domain as shown in Figure 4.9a. By comparing the obtained
pressure drop ∆p of these simulations with pressure drop ∆p obtained analytically from the Darcy-
Forcheimer equation, the obtained permeabilities K and Forcheimer coefficients CF were validated.
These simulations were performed at a mean flow velocity v = 1 and 2 m/s and for unit cell size
α = 1 and 2 mm. The pressure drop was also analytically derived at these conditions. From these the
difference in pressure drop of the simulated values respective to the theoretically derived values was
calculated using:

Diff∆P =
∆Psim. −∆Ptheo.

∆Ptheo.

. (4.5)

This validation does not ensure physical accuracy of the model, rather it tunes the computed per-
meabilityK and the Forcheimer coefficient CF to agree with the free and porous media flow simula-
tions.

Secondly, a set of porous and free media flow simulations was set up with a sudden expansion as
the fluid domain as shown in Figure 4.9b. These simulations serve as a tool to gather information about
the ability of the TPMS inserts to reduce FIV. Using turbulent kinetic energy κ and the magnitude
of vorticity ω⃗ as analog for the magnitude of FIV, the candidate geometries were judged on their
performance compared to a sudden expansion without any insert. Because the turbulent kinetic energy
κ and the magnitude of vorticity ω⃗ are a property of the fluid itself and the magnitude of FIV is
dependent on the interaction of the fluid with a solid structure, their relation is by no means straight
forwards and as such can only be used as a best guess for the magnitude of FIV. The average of the
turbulent kinetic energy κ and the vorticity ω⃗ was taken of the volume as indicated in Figure 4.10.
This set of free and porous media flow simulations of a sudden expansion with a TPMS insert again
used the set of permeabilities K and Forcheimer coefficients CF resultant from the polynomial fit of
the unit cell scale simulation data at a unit cell size α = 2 mm This unit cell size is also used for
experimental validation, which is discussed in Chapter 7.
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(a) Straight tube (b) Sudden expansion

Figure 4.9: The geometries of free and porous media flow simulations for (a) a straight tube and (b) a
sudden expansion.

Figure 4.10: The volume (highlitghted in blue) of which the average turbulent kinetic energy κ and
the average vorticity ω⃗ will be computed.

The dimensions of the geometries were based on the system description in Section 1.2. The
straight tube has a diameter of 10.2 mm. The sudden expansion has a diameter of 5.1 mm in the
narrow section and 10.2 mm in the larger section. The mean flow velocities v were set to 1 m/s in the
straight tube, and to 4 m/s in the narrow section of the sudden expansion geometry, and to 1 m/s in the
wider section of the sudden expansion geometry. The length of the section of tube post-expansion is
ten times the pipe diameter.

4.3 Experimental Validation
In order to validate the findings of the simulations, experiments were set up at the experimental

facility of ASML. The purpose of these experiments was to validate the Darcy-Forcheimer model
parameters for the TPMS and to gather empirical data on the FIV of fluid flow through a sudden
expansion with and without a TPMS insert.

4.3.1 Design of Experimental Set-Up
Because of the difference in required feature size of the experimental set-up and the TPMS inserts,

the choice was made to manufacture these separately. For the experiment, two geometrical variants of
the experimental set-upwere produced. The first experimental set-up aims to validate the experimental
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findings of the simulations of porous inserts in straight internal flow, that is, there are no narrow or
wider sections, nor orifices that obstruct the flow. The second experimental set-up consists of a section
of pipe which smoothly transition from a diameter of 10.2 mm to a diameter of 5.1 mm. This narrow
section of pipe is followed by a subsequent sudden expansion, with the aim of validating the results
from the simulations regarding FIV.

The geometry of the parts was designed in Autodesk Fusion 360 and is shown in Figure 4.11. A
more detailed technical drawing of the parts is shown in Appendix F. The pipe ends of the parts were
designed to connect using Parker A-LOK® fittings. The two faces of the experimental set-up were
bolted together using standard M4 hardware, and to seal the interface of the two faces, an O-ring with
an outer diameter of 24 mm and a thickness of 3.1 mm was used. The design of the O-ring gland was
based on guidelines by ERI [40].

(a) Straight tube (b) Sudden expansion

Figure 4.11: Schematic sectioned overview of the two different experimental set-up designs for the
(a) straight tube and the (b) sudden expansion.

These two set-ups were initially 3D printed using a Creality Ender 3 FDM from polyethylene
terephthalate glycol (PETG) because of its excellent durability in moist environments. The geometry
was sliced in Ultimaker Cura 5.5.0 with 100% infill and a layer height of 0.2 mm. Unfortunately,
these prints showed signs of leakage when the experimental set-up was pressurized. This leakage was
likely caused by micro-porosity of the material or weak layer adhesion. The parts were subsequently
re-printed using a Formlabs 3+ SLA 3D printer using Formlabs’ proprietary Grey resin. These prints
performed much better and did not show any signs of leakage.

The CAD files for the TPMS inserts were, again, generated using MSLattice [15]. The gener-
ated CAD file of the SG Sheet and Solid inserts with a relative density Drel = 30 % are shown in
Figure 4.12 as an example.
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(a) SG Sheet insert (b) SG Solid Insert

Figure 4.12: Examples of the generated geometries for the (a) SG Sheet and (b) SG Solid insert.

Because these TPMS inserts have intricate geometries with feature sizes in the range of microm-
eters, these inserts needed to be manufactured with a highly capable manufacturing method. For this
reason, the TPMS inserts were printed using a Formlabs 3+ SLA 3D printer using Formlabs’ propri-
etary clear resin with a layer height of 0.025 mm. The clear resin is often used for fluidics applications
and was therefore deemed suitable for the experiment. As shown in Appendix F, the inserts were held
in place in the experimental set-up by a slightly expanded section in the tube of 11 mm as opposed to
10.2 mm. In order to obtain a suitable insert diameter, a set of dowels was printed using a Creality
Ender 3 FDM 3D printer. Using these dowels and a digital caliper, an insert diameter of 10.6 mm
was deemed ideal. At this insert diameter, the inserts fit snugly into the experimental set-up such that
there is no path for the fluid to flow around the inserts, without risking damage to the inserts while
inserting and removing them from the set-up. The length of the inserts was chosen to be 10 mm as
in the Darcy-Forcheimer simulations. It is unclear whether this aspect ratio for the inserts is ideal to
reduce FIV, but because of the limited time, varying this parameter, in addition to TPMS unit cell
types, and relative density Drel is beyond the scope of this research.

As discussed in Section 4.2.3, printing the inserts with unit cell sizes α smaller than 2 mm proved
to be problematic, the choice was therefore made to print the TPMS inserts at a unit cell size of
α = 2 mm. In order to print inserts with a unit cell size α = 2 mm, more specialized equipment
is required. Using the BMF projection micro stereolithography (PµSLA) 3D printer owned by the
BMBD research group a sample of the SG sheet geometry was successfully printed at a unit cell size
α = 1 mm, as shown in Figure 4.13, as a proof of concept. Unfortunately, this sample was printed
before the final experiment design was completed and therefore, the dimensions were incompatible
with the experimental set-up. It does show, however, that printing TPMS at small unit cell sizes is
possible using advanced manufacturing techniques.
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Figure 4.13: Sample insert of the SG sheet geometry at a unit cell size α = 1 printed using a BMF
PµSLA 3D printer owned by the BMBD research group.

Finally, the inserts used in the experiments were 3D printed at a relative densityDrel of 20, 30 and
40%. The set of geometries with a relative densityDrel of 50%were not printed, mainly because these
additional inserts would not yield much additional information while testing time would be increased
by an additional 33 %.

4.3.2 Assembly of Experimental Set-Up
The experimental set-up was assembled in one of the cleanrooms at the ASML headquarters in

Veldhoven, The Netherlands. The set-up consisted of a variable speed water pump, connected to the
3D printed experimental set-up using proprietary vibration dampening hoses seven meters in length
for both the inlet and outlet sides. In the following list, the components of the experimental set-up
are listed in their respective order. A schematic overview of this experimental set-up with relevant
dimensions is shown in Figure 4.14

• Proprietary FKM vibration dampening hose (FKM).
• Flexible hose (FH).
• Pressure outlet (PO1).
• Kistler 7261 piezoelectric low pressure sensor (K1).
• PCB Piezotronics 105C02 ICP pressure sensor (PCB1).
• 3D printed experimental set-up.
• PCB Piezotronics 105C02 ICP pressure sensor (PCB2).
• Kistler 7261 piezoelectric low pressure sensor (K2).
• Pressure outlet (PO2).
• Flexible hose (FH).
• Keyence clamp on flow rate sensor (FRS).
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• Proprietary FKM vibration dampening hose (FKM).

Figure 4.14: Schematic overview of the experimental set-up with relevant measurements.

The pressure outlets were used to connect a pressure sensor to determine the pressure before
and after the experiment to determine the pressure drop caused by the presence of the inserts. The
Kistler 7261 piezoelectric low pressure sensors were mounted in a custom housing to average out the
turbulent fluid pressure fluctuations as much as possible to isolate the acoustics. The PCB Piezotronics
105C02 ICP pressure sensors are flush mounted to pick up turbulent fluid pressure fluctuations. A
photograph of this experimental set-up is shown Figure 4.15. At the time of shooting, the sensors have
not been connected. Additional detailed photos of the experimental set-up can be found in Appendix
G. Using this set-up it was possible to gather pressure drop data which was useful to validate the
Darcy-Forcheimer model. The pressure fluctuations sensors were used to assess whether the inserts
have the desired influence on turbulence and FIV.

Figure 4.15: Photo of the experimental set-up consisting of pressure taps, sonic sensors and the addi-
tively manufactured experimental set-up fastened to an anti-vibration table.

4.3.3 Experimental Methods
The experiment consisted of one minute of data recording at multiple velocity levels for all inserts.

Using the four sensors, a comprehensive image of the flow conditions and acoustic performance of
the TPMS inserts was formed. As in the research by Kottapalli et al. [2], the results of this experiment
were presented in the form of power spectral density (PSD) plots. Additionally, the magnitude of
the pressure fluctuations were evaluated for the range 1-60 Hz and 60-1000 Hz. By calculating the
range within which three standard-deviations up and down from the mean, or 99.7 % of the pressure
fluctuations fall, the magnitude of the pressure fluctuations for the two frequency ranges could easily
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be compared between the various TPMS and the no insert case. In addition to this, the pressure drop
over the experiment was recorded.

49



Chapter 5

Unit Cell Scale Simulations

5.1 Simulations
The unit cell scale simulations were successfully completed for four TPMS for both the sheet-wise

and solid-wise approach at four levels of relative density from 20 % to 50 % with a step size of 10 %
for a unit cell size α = 1mm and 2mm. This set of 64 simulations consists of a parametric sweep for
a six levels of mean flow velocities ranging between one and two meters per second with a step size
of 0.2 m/s. Figure 5.1 shows a velocity streamline plot and a surface pressure plot of the SG Sheet
TPMS at a relative density Drel = 30 %. The streamline plot displays the path that a hypothetical
”fluid particle” would travel on. This in an intuitive way to visualize flow patterns, and allows for
convenient identification of key flow structures, such as recirculation zones, separation points and
vortex shedding. By colorizing the streamlines depending on the magnitude of their velocity, regions
of high or low velocity can also be easily identified. The surface pressure plot uses a color scale to plot
the pressure at any point on the surface of the fluid domain, and allows for the identification of high
and low pressure spots. Because of the periodic boundary conditions in this set of simulations, these
spots are unlikely to be present. In these unit cell scale simulations, their main use is identification of
adverse pressure gradients.

Using an the average pressure on a cross-sectional cut plane upstream of the TPMS unit cells, the
pressure drop over the TPMS elements can be computed. The full pressure drop dataset for all simula-
tions of TPMS unit cells can be found in Appendix H. This data was subsequently processed by fitting
second order polynomials to each set of pressure drop values as discussed in Section 4.2.4. After ap-
propriately processing the data this yields the set of permeabilities K and dimensionless Forcheimer
coefficient CF shown in Table 5.1, Table 5.2, Table 5.3 and Table 5.4. Because of the poor manu-
facturability of the F-RD unit cells and continued issues with convergence during the unit cell scale
simulations, the choice was made to eliminate both the solid and sheet variants of the F-RD unit cell
from subsequent experiments.
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(a) Velocity streamline plot (b) Surface pressure plot

Figure 5.1: (a) Velocity streamline plot and (b) surface pressure plot of the unit cell scale simulation
of the SG Sheet unit cell with unit cell size α = 1 mm, velocity v = 2 ms−1 and relative density
Drel = 30 %.

Table 5.1: Darcy-Forcheimer parameters resultant from the unit cell scale CFD simulations of the SP
TPMS.

α = 1 mm SP Sheet α = 2 mm SP Sheet
Drel K CF Drel K CF

20 % 4,81E-10 0,108 20 % 1,77E-09 0,100
30 % 2,82E-10 0,200 30 % 9,50E-10 0,183
40 % 1,28E-10 0,462 40 % 2,94E-10 0,330
50 % 1,84E-11 1,261 50 % 7,53E-11 1,263
α = 1 mm SP Solid α = 2 mm SP Solid
Drel K CF Drel K CF

20 % - - 20 % - -
30 % 2,24E-09 0,054 30 % 1,02E-08 0,059
40 % 1,18E-09 0,090 40 % 4,73E-09 0,088
50 % 6,26E-10 0,141 50 % 2,00E-09 0,123
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Table 5.2: Darcy-Forcheimer parameters resultant from the unit cell scale CFD simulations of the SD
TPMS.

α = 1 mm SD Sheet α = 2 mm SD Sheet
Drel K CF Drel K CF

20 % 2,82E-10 0,054 20 % 5,06E-10 0,068
30 % 1,99E-10 0,068 30 % 3,59E-10 0,087
40 % 1,27E-10 0,088 40 % 2,31E-10 0,114
50 % 8,23E-11 0,114 50 % 1,50E-10 0,147
α = 1 mm SD Solid α = 2 mm SD Solid
Drel K CF Drel K CF

20 % 9,21E-10 0,039 20 % 1,40E-09 0,042
30 % 5,56E-10 0,053 30 % 8,05E-10 0,055
40 % 3,21E-10 0,067 40 % 5,01E-10 0,075
50 % 2,32E-10 0,077 50 % 3,70E-10 0,088

Table 5.3: Darcy-Forcheimer parameters resultant from the unit cell scale CFD simulations of the SG
TPMS.

α = 1 mm SG Sheet α = 2 mm SG Sheet
Drel K CF Drel K CF

20 % 3,86E-10 0,052 20 % 1,46E-09 0,047
30 % 2,65E-10 0,062 30 % 9,37E-10 0,054
40 % 1,87E-10 0,075 40 % 6,10E-10 0,061
50 % 1,18E-10 0,093 50 % 3,78E-10 0,074
α = 1 mm SG Solid α = 2 mm SG Solid
Drel K CF Drel K CF

20 % 1,40E-09 0,029 20 % 5,27E-09 0,027
30 % 8,44E-10 0,048 30 % 2,97E-09 0,043
40 % 4,93E-10 0,067 40 % 1,63E-09 0,057
50 % 2,86E-10 0,093 50 % 9,21E-10 0,078
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Table 5.4: Darcy-Forcheimer parameters resultant from the unit cell scale CFD simulations of the
IW-P TPMS.

α = 1 mm IW-P Sheet α = 2 mm IW-P Sheet
Drel K CF Drel K CF

20 % 3,78E-10 0,061 20 % 1,43E-09 0,058
30 % 2,37E-10 0,073 30 % 9,11E-10 0,071
40 % 1,56E-10 0,090 40 % 5,67E-10 0,083
50 % 9,05E-11 0,113 50 % 3,36E-10 0,105
α = 1 mm IW-P Solid α = 2 mm IW-P Solid
Drel K CF Drel K CF

20 % 1,28E-09 0,026 20 % 5,11E-09 0,026
30 % 8,23E-10 0,040 30 % 5,59E-08 0,224
40 % 4,90E-10 0,050 40 % -1,77E-09 NaN
50 % 2,75E-10 0,076 50 % 1,88E-09 0,112

The Rsquared, an important metric in the evaluation of polynomial fitting, showed that the second
order polynomial fit is an adequate model for the prediction of pressure drop as a function of velocity.
TheRsquared is 99.9 % or higher for every set of simulations, meaning that 99.9 % of the variability in
the dependent data is accounted for by the model. However, as can be seen in the data in Table H.4, the
simulations for the IW-P Solid geometry at a unit cell sizeα = 2mm, the results of the polynomial fit to
the pressure data resulted in a fit where permeabilityK is negative for a relative densityDrel = 40 %.
A negative permeability is physically meaningless, because this would result in a negative pressure
gradient. This subsequently also invalidates the dimensionless Forcheimer coefficient CF as it needs
to compute the square root of a negative number. This phenomenon persisted after running another
iteration of the simulation with a ”normal” mesh as defined in Section 4.2.2. The model for the IW-
P Sheet insert with a unit cell size α = 2 was subsequently excluded from the Darcy-Forcheimer
simulations.

5.2 Comparison to Similar Studies
Comparing permeabilityK and dimensionless Forcheimer coefficientCF obtained through simu-

lations with the results of a study by Rathore et al. [38], where a similar CFD simulation was performed
at a unit cell size α = 1 mm and a relative density Drel = 68 % of the SP, SD, SG and IW-P solid
TPMS, some interesting remarks can be made. This study, however, is performed at a vastly differ-
ent mean flow velocity. Rathore et al. [38] performed the simulations at mean flow rates between
2.5 · 10−6 and 2.5 · 10−2 with steps of order of magnitude, as opposed to between 1 and 2 m/s in the
current work. To assess the agreement between the simulations made by Rathore et al. [38] and in
the current work, simulations were set up using the same relative density Drel = 68 %, and using
a parametric sweep of velocities at 2.5E − 6 m/s, 2.5E − 5 m/s, 2.5E − 4 m/s, 2.5E − 3 m/s and
2.5E−2m/s. The simulations were set up using a solver for laminar flow in COMSOLMultiphysics.
The resultant permeabilitiesK and dimensionless Forcheimer coefficients CF are show in Table 5.5.
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Table 5.5: Comparison of the permeability K and dimensionless Forcheimer coefficient CF in the
work of Rathore et al. [38] and in the current work (c.w.).

TPMS Type Drel K [38] CF [38] K c.w. CF c.w.
SP 68 % 5.19 · 10−10 0.525 5.54 · 10−10 2.412
SD 68 % 4.34 · 10−10 0.496 3.99 · 10−10 0.475
SG 68 % 7.89 · 10−10 1.025 7.28 · 10−10 0.782
IW-P 68 % 3.05 · 10−10 1.173 3.12 · 10−10 0.918

A plot comparing the pressure gradient as a function of the mean flow velocity is shown in Fig-
ure 5.2. The agreement between the two studies is strong. Considering that the domain in the study
by Rathore et al. [38] is characterized by closed channel flow through an array of 5 by 5 by 5 unit cells
of the respective TPMS, while the current work is characterized by flow through a 1 by 1 by 4 array
of the respective TPMS with periodic boundary conditions. The fact that despite these differences in
modeling approach, the values forK and CF are close adds credibility to the used methodology of the
current work.

Figure 5.2: Log-log plot of the pressure gradient as a function of mean flow velocity comparing the
results of Rathore et al. [38] with the results of the current work.
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Darcy-Forcheimer Model Simulations

6.1 Validation of the Darcy-Forcheimer Model
Using the results of the unit cell scale simulations, a Darcy-Forcheimer porous media flow model

was developed. The Darcy-Forcheimer simulations were performed for both fluid flow through a
straight tube with a TPMS insert, and for fluid flow through a sudden expansion with a TPMS insert.
The former to validate that the Darcy-Forcheimer model is in agreement with the analytically derived
pressure drops from the Darcy-Forcheimer equation. The latter to assess the inserts’ ability to mitigate
FIV.

The Darcy-Forcheimer parameters obtained in Chapter 5 are used as parameters for the free and
porous media flow simulations discussed in Section 4.2.5. A box plot showing the difference in pres-
sure drop of the simulations respective to the analytically derived values is shown in Figure 6.1. The
full dataset on which this box plot is based can be found in Appendix I. The agreement between the
simulated pressure drop and the analytically derived pressure drop is acceptable, with a mean percent-
age change with respect to the theoretical pressure drop between 0 and 10 %, although in the most
extreme case the pressure drop resultant from the simulation is 30.2 % higher than the pressure drop
that is derived analytically for the SP Solid TPMS. The reason why some of the simulation results
deviate significantly from the analytically derived pressure drops is unknown.
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Figure 6.1: Box plot displaying the difference in pressure drop of the simulated values respective to
the analytically derived values for each distinct TPMS geometry

6.2 Modeling of Flow Through a Sudden Expansion
The second set of Darcy-Forcheimer simulations as discussed in Section 4.2.5 is focused on as-

sessing the the ability of the TPMS inserts to diffuse turbulence. In this section, a comparison is made
between the baseline case without an insert, and the case where a SG Sheet insert is used with a rel-
ative density Drel = 30 %, and the unit cell size α = 2 mm. This TPMS was chosen arbitrarily,
because the data for all TPMS are quite close in terms of performance, such that the respective plots
are representative for the performance of the other TPMS.

As shown in Figure 6.2, the flow in the baseline case is characterized by a high velocity fluid
jet originating in the narrow tube section when entering the expansion. Furthermore, as shown in
Figure 6.3, in the baseline case, the characteristic recirculation zones responsible for VIV as discussed
in Section 2.1 are present. In the case of the TPMS insert this high velocity jet is and the recirculation
zones are absent, because the incoming fluid is diffused uniformly throughout the porous structure
of the TPMS insert. Figure 6.4 clearly illustrates the main drawback of TPMS inserts as turbulence
diffuser. In the baseline case, the pressure drop that occurs as a result of the sudden expansion is
negligibly small when compared to the pressure drop that is cause by the TPMS insert.
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(a) Baseline

(b) SG Sheet, Drel = 30 %, α = 1 mm

Figure 6.2: Velocity plot for (a) the baseline case without any insert and (b) of the SG Sheet insert
where relative density Drel = 30 % and unit cell size α = 2 mm.

Figure 6.3: Velocity plot for the negative component of the velocity in the flow direction, indicating
the presence of recirculation zones for the baseline simulations.
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(a) Baseline

(b) SG Sheet, Drel = 30 %, α = 1 mm

Figure 6.4: Pressure plot for (a) the baseline case without any insert and (b) of the SG Sheet insert
where relative density Drel = 30 % and unit cell size α = 2 mm.

When comparing the turbulent kinetic energy κ for the baseline case and for the SG Sheet insert,
it is clear that the insert is able to significantly reduce the turbulent kinetic energy that is generated by
the sudden expansion. This effect seems to propagate a significant amount along the length of the flow
path, such that the turbulent kinetic energy κ is still significantly lower at the outlet of the simulated
fluid domain.

(a) Baseline

(b) SG Sheet, Drel = 30 %, α = 1 mm

Figure 6.5: Logarithmic turbulent kinetic energy plot for (a) the baseline case without any insert and
(b) of the SG Sheet insert where relative density Drel = 30 % and unit cell size α = 2 mm.

Comparing the vorticity ω⃗ for the baseline case and the SG Sheet insert, the same phenomenon
is observed as for the turbulent kinetic energy κ. The TPMS insert significantly reduces the vorticity
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ω⃗ that is generated by the sudden expansion. As the flow continues along its path after the sudden
expansion, however, the vorticity profile for the baseline case and the SG Sheet insert both seem to
revert to a fully developed turbulent flow profile.

(a) Baseline

(b) SG Sheet, Drel = 30 %, α = 1 mm

Figure 6.6: Logarithmic vorticity plot for (a) the baseline case without any insert and (b) of the SG
Sheet insert where relative density Drel = 30 % and unit cell size α = 2 mm.

To succinctly quantify these findings, the average turbulent kinetic energy κ and the average vor-
ticity ω⃗ are computed for the volume after the insert as discussed in Section 4.2.5 and shown in Fig-
ure 6.7 and Figure 6.8 respectively.
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Figure 6.7: Logarithmic column plot of the average turbulent kinetic energy κ for the no insert case
and for each of the distinct TPMS geometries at every tested relative density Drel and unit cell size
α = 2 mm.

Figure 6.8: Column plot of the average vorticity ω⃗ for the no insert case and for each of the distinct
TPMS geometries at every tested relative density Drel and unit cell size α = 2 mm.

When looking at the average turbulent kinetic energy κ and the average vorticity ω⃗ after the sud-
den expansion as shown in Figure 6.7 and Figure 6.8 respectively, the TPMS significantly outperform
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the no insert case, with the exception of the SP Sheet insert at a relative density Drel = 50 %. When
examining this specific unit cell more closely and comparing it to the SP Sheet unit cell at a relative
density Drel = 40 % and 60 % as shown in Figure 6.9, it becomes clear why this unit cell performs
poorly at these higher relative densities. This is also reflected by the permeability k and dimension-
less Forcheimer coefficient CF as shown in Table 5.1. This specific unit cell is especially restrictive
because of how the relative densityDrel influences the pore size of the unit cell. At a relative density
Drel = 60 %, the SP Sheet geometry is no longer open-cell porous, and as such would theoretically
have zero permeability.

(a) (b) (c)

Figure 6.9: The unit cell of the SP Sheet geometry at a (a) relative density Drel = 40 %, (b) relative
density Drel = 50 % and (c) relative density Drel = 60 %.

Similarly, the average vorticity ω⃗ is also significantly lower in most cases with a TPMS insert,
with the exception of the SP Sheet at a relative densityDrel = 50 %. This poor performance is likely
also explained by the small pore size of the SP Sheet at a relative density Drel = 50 %.

The relative reduction of the average turbulent kinetic energy κ and the average vorticity ω⃗ are
displayed in Table 6.1. The average turbulent kinetic energy κ and the average vorticity ω⃗ of the two
best performing TPMS are split per relative density Drel in Table 6.2.

Table 6.1: The relative reduction of the average turbulent kinetic energy κ and the average vorticity
ω⃗ compared to the simulation of a sudden expansion without an insert.

TPMS Type Turbulent Kinetic Energy κ Vorticity ω⃗
SP Sheet -228.8 % 7.5 %
SP Solid 15.8 % 11.6 %
SD Sheet 80.9 % 11.2 %
SD Solid 79.4 % 8.9 %
SG Sheet 79.1 % 8.6 %
SG Solid 80.9 % 11.2 %
IW-P Sheet 80.9 % 11.2 %
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Table 6.2: The relative reduction of the average turbulent kinetic energy κ and the average vorticity ω⃗
compared to the simulation of a sudden expansion without an insert for the SG Solid and IW-P Sheet
TPMS specified per relative density Drel.

TPMS Type Relative Density Drel Turbulent Kinetic Energy κ Vorticity ω⃗
SG Solid 20 % 80.3 % 9.8 %

30 % 80.9 % 10.8 %
40 % 81.2 % 11.7 %
50 % 81.2 % 12.4 %

IW-P Sheet 20 % 80.3 % 9.8 %
30 % 80.9 % 10.8 %
40 % 81.2 % 11.7 %
50 % 81.2 % 12.4 %

As shown in Table 6.2, increases in relative density Drel, only marginally reduces the turbulent
kinetic energy κ and vorticity ω⃗.
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Experimental Validation

In the experimental validation, as described in Section 4.3, two variations of experiments are
performed. This set of the experiments is discussed in Section 7.1. This set of the experiments is
discussed in Section 7.2.

7.1 Flow Through a TPMS Insert in a Straight Pipe
The purpose of the first experiment is to validate the Darcy-Forcheimer model for the pressure

drop over the TPMS inserts. Four different TPMS inserts were placed in the flow path. The inserts
that were tested are the SD Sheet at a relative density of 20 and 30 % and the SG Sheet at a relative
density of 20 and 30 %. The pressure gradient as a function of relative density is shown in Figure 7.1
for the SD Sheet and SG Sheet inserts.

(a) (b)

Figure 7.1: The pressure gradient as a function of mean flow velocity for the (a) SD Sheet and (b) SG
Sheet at a relative density of 20 and 30 % based on simulation data and experimental data.
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There is a large discrepancy between the pressure gradient as a function of velocity resultant
from the experimental data as compared to the simulated data. In the case of the SD Sheet insert,
the experiment yielded significantly lower pressure drops than expected. In the case of the SG Sheet
insert, the experiment yielded significantly larger pressure drops than expected.

On the modeling side, the assumptions and simplifications that are made, boundary conditions,
turbulence modeling and mesh quality can all significantly contribute to divergence between simula-
tion and experiment. Starting with the unit cell scale simulations, the periodic boundary condition that
is used to model an infinitely large array of TPMS unit cells is a simplification which can introduce
error. As the unit cell size approaches zero, the number of unit cells in an insert approaches infinity.
Because the inserts contain a finite amount of unit cells, at the outer edges of the inserts an interaction
with the pipe walls exists in reality which is not accounted for in the simulations. Because of this ef-
fect, the permeabilityK and dimensionless Forcheimer coefficientCF derived from the unit cell scale
simulations are potentially inaccurate. Additionally, assumptions about the as fluid temperature and
fluid composition have an effect on the the density ρ and dynamic viscosity µ of the fluid. Differences
between the assumptions and the actual values at the day of the experiment can also introduce error.

The turbulence modeling method that is used is, as discussed in Section 3.5.2, the RANS κ − ϵ
approach. The κ− ϵ turbulence model is known to be numerically robust, but it can yield inaccurate
results in adverse pressure gradients and situations where there is a lot of interaction with walls. A
significant adverse pressure gradient is an inherent characteristic of turbulent internal flow. The ad-
verse pressure gradient can clearly be observed in Figure 5.1. Because of the large surface area of
the TPMS’s, there is also a relatively large amount of interaction between the fluid and the TPMS
compared to unobstructed internal flows. An attempt was made to produce a comparable Darcy-
Forcheimer model using the SST turbulence modeling, a combination of the κ−ϵ and κ−ω turbulence
models, but due to a lack of time, and problems with convergence this was beyond the scope of the
current research.

On the experimental side, because of the limited amount of data that was gathered, it is difficult
to assess the likelihood that the measurements for the experiment where no expansion was present are
accurate. When dissecting the pressure drop for the experiment with a sudden expansion as shown in
Figure 7.2, it becomes clear that the pressure drop data may not be accurate. When comparing the SD
Sheet pressure data at a mean flow velocity v = 1 m/s, the pressure drop is 73.5 KPa and 71.0 KPa
for the respective relative densities Drel = 20 % and 30 %. Similarly, for the SG Sheet geometry,
the pressure drop is 110 KPa and 112 KPa for the relative densities Drel = 20 % and 30 %. When
looking at the simulated pressure drops, a 47.7 % and 48.5 % increase in pressure drop is observed
going from Drel = 20 % to 30 % for the SD Sheet and SG Sheet respectively. This is consistent with
the effect one would expect from an increase in relative density because of the effect it has on pore
size and channel length on a unit cell scale level. In hindsight, it would have been useful to perform
some experiments earlier in the project, such that the source of the divergence between experiment and
simulation could have been found. Based on the currently available data, no conclusive statements
can be made about the degree to which the model that was produced based on simulation data is an
accurate representation of reality.
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Figure 7.2: Scatter and line plot of the pressure drop data of the experiments with sudden expansion
divided by TPMS type.

7.2 Experimental Acoustics and Fluid Dynamics Performance
The purpose of the second set of experiments is to evaluate the ability of the TPMS inserts to

reduce the presence of FIV. The performance in terms of the ability of the TPMS inserts to reduce
FIV and turbulent fluid pressure fluctuations are captured by the PSD plots of the acoustic pressure
fluctuations in Figure 7.3 and Figure 7.4 and the turbulent fluid pressure fluctuations in Figure 7.5
and Figure 7.6. At frequencies between 1 and 10 Hz, the presence of a TPMS insert seems to have a
detrimental effect on the magnitude of both the acoustic pressure fluctuations and the turbulent fluid
pressure fluctuations. In the range of 10 to 100 Hz, some of the inserts seem to decrease the acoustic
and turbulent fluid pressure fluctuations both before and after the insert compared to the no insert case.
From 100 Hz onward, the no insert case seems to be the best performer with some small regions where
some inserts seem to perform better.
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Figure 7.3: PSD plot of the acoustic pressure fluctuations at sensor location K1 situated upstream of
the 3D printed part of the experimental set-up

Figure 7.4: PSD plot of the acoustic pressure fluctuations at sensor location K2 situated downstream
of the 3D printed part of the experimental set-up
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Figure 7.5: PSD plot of the turbulent fluid pressure fluctuations at sensor location PCB1 situated
upstream of the 3D printed part of the experimental set-up

Figure 7.6: PSD plot of the turbulent fluid pressure fluctuations at sensor location PCB2 situated
downstream of the 3D printed part of the experimental set-up

To quantify the performance of the TPMS inserts in terms of the reduction in acoustic pressure

67



Chapter 7. Experimental Validation

fluctuations and turbulent fluid pressure fluctuations, Figure 7.7 displays the 3σ range for the no in-
sert case and the TPMS inserts for the frequency range from 1 to 60 Hz and from 60 to 1000 Hz.
In the higher frequency range, the no insert case is the best performer for both the acoustic pressure
fluctuations and the turbulent fluid pressure fluctuations upstream and downstream from the sudden
expansion. For the lower frequency range, the IW-P Sheet at a relative density Drel = 20 % is con-
sistently the best performer for both the acoustic pressure fluctuations and the turbulent fluid pressure
fluctuations upstream and downstream from the sudden expansion, although by a small margin. No-
tably, the SG Sheet at a relative density Drel = 20 % performs on par with the no inset case for the
lower frequency range. The other TPMS inserts consistently perform worse than the no insert case.

Figure 7.7: Column plot of 3σ pressure for the no insert case and for the TPMS inserts grouped by
frequency range and sensor.

Comparing the results of the simulations with the results of the experiments it is obvious that the
expected reduction in turbulent kinetic energy κ and the vorticity ω⃗ does not translate to significant
reductions in terms of the magnitude of acoustic pressure fluctuations and turbulent fluid pressure
fluctuations. While in both the simulations and the experimental data, the IW-P Sheet and the SG
Solid are among the better performing TPMS, the performance of the TPMS inserts in the experiment
is generally underwhelming.

One of the factors that may potentially contribute to this poor performance is the geometric differ-
ence between the simulation set-up and the experimental set-up. For the simulations, data collection
can occur at any arbitrary location in the fluid domain, while in real-world experiments, the locations
in which data can be gathered is limited by the ability to position sensors. In the simulations, the
turbulent kinetic energy κ and vorticity ω⃗ are computed for the entire fluid domain after the insert,
while in the experimental set-up the sensors PCB1 and PCB2 are located 190 mm and 240 mm away
from the insert respectively. For sensors K1 and K2 the distance to the insert is 580 mm and 630 mm
respectively. The fluid domain of the simulations ends 102 mm or ten times the tube diameter after the
insert. When approaching this from flow development theory, Equation 3.33 dictates that at Reynolds
number Re ≈ 10000 the length after which the flow is fully developed, for a tube with diameter 10.2
mm, is 138.6 mm. This implies that the effect of the insert on the flow has already been neutralized
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by the time the flow reaches sensor PCB2. For further research into the use of TPMS inserts as flow
altering devices, this is an important factor to consider.

Furthermore, another factor that may contribute to the poor agreement between simulation and
experiment is the simplified Darcy-Forcheimer model for flow through TPMS inserts. While for ex-
ceedingly small unit cell sizes, the TPMS inserts behave more and more like a general porous medium,
it is unknown what the effect is of the geometrical features of the TPMS inserts at larger unit cell sizes.
To illustrate this concept, consider that the feature size of the swirls exiting the TPMS insert, as shown
in Figure 7.8 are directly proportional to the unit cell size α. At a unit cell size α = 2 mm, the feature
size of these swirls is in the range of millimeters as well. But because of the non-linear nature of fluid
dynamics problems, no conclusive statements can be made about the potential performance of TPMS
inserts at different unit cell sizes.

Figure 7.8: Streamline velocity plot of the unit cell scale simulation of the SG Sheet geometry at a
relative density Drel = 30 %.
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Conclusions and Outlook

8.1 Conclusions
The aim of this research project was to reduce the presence of flow induced vibrations (FIV)

in high-tech industrial applications by leveraging metamaterials concepts. A class of metamaterials
known as triply periodic minimal surfaces (TPMS) was chosen because of their inherent properties
and excellent configurability.

Recognizing the computational challenges posed by the simulation of fluid flow through a large
three-dimensional array of TPMS unit cells, a model based on the Darcy-Forcheimer equation was
proposed. Unit cell scale simulations were conducted to derive the relevant parameters for the Darcy-
Forcheimermodel. Larger scale simulationswere subsequently performed to evaluate the performance
of TPMS inserts for the mitigation of FIV originating from sudden expansions.

The simulations revealed that TPMS are excellent candidate geometries for the mitigation of FIV,
as a reduction of around 81% in terms of turbulent kinetic energy κ and a reduction of 12.5 % in terms
of vorticity ω⃗ were observed.

To validate the findings of the CFD simulations, two sets of experiments were set up. The first set
of experiments focused on validating the Darcy-Forcheimer model for flow through porous media by
placing a TPMS insert in a straight tube and determining the pressure drop over caused by the insert.
The second set of experiments focused on the investigation of the TPMS inserts’ ability to reduce the
presence of FIV.

The data for the first set of experiments was contradictory, where one of the geometries yielded
a significantly higher pressure drop than expected, while the other geometry yielded a significantly
lower pressure drop than expected. In order to conclusively validate the Darcy-Forcheimer model,
further investigation would be necessary.

In the second set of experiments, the recorded hydrodynamic pressure fluctuations and acoustic
pressure fluctuations showed that the TPMS inserts did not significantly alter the presence of FIV as
would have been expected from the simulations.

In light of these findings, it is evident that the journey toward comprehensively understanding the
the interaction between TPMS and FIV is still ongoing. The complexities uncovered in this study
open new avenues for exploring the relationship between metamaterials and fluid dynamics, paving
the way for innovative solutions in the realm of FIV mitigation in high-tech industrial applications.
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8.2 Outlook
The present work has provided crucial insights into the potential of TPMS for mitigation of FIV

in high-tech industrial applications. However, several avenues for future exploration and refinement
emerge from the study.

Refinement of the Darcy-Forcheimer Model

The contradictory results observed in the experiments validating the Darcy-Forcheimer model
underscore the need for a more comprehensive understanding. Future research should focus on refin-
ing the model and addressing factors that may contribute to the unexpected pressure drop variations,
ensuring its robustness and accuracy.

Optimization of TPMS Configurations

Exploring a broader range of TPMS configurations, geometries and gradings, as demonstrated
in Figure 8.1, could enhance our understanding of the structures that exhibit optimal FIV mitigation.
Systematic experimentation and computational parametric studies will contribute to identifying TPMS
designs that are most effective.

(a) (b)

Figure 8.1: Examples of (a) cell size graded and (b) density graded SG Solid TPMS geometry.
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Multi-Physics Simulations

Integrating multi-physics simulations that consider fluid-structure interactions and acoustic char-
acteristics can provide a more holistic understanding of the complex interplay between TPMS struc-
tures and FIV. This approach will contribute to refining predictive models and bridging the gap be-
tween simulations and experiments.

In conclusion, the outlook for TPMS in FIV mitigation holds significant potential for advancing
both scientific understanding and practical applications. Addressing the outlined challenges and pur-
suing avenues for further research will contribute to the development of robust, reliable, and scalable
solutions for minimizing the impact of FIV in high-tech industrial settings.
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Appendices

A Prerequisites to the Derivation of Navier-Stokes

A.1 Material Derivative
The Eulerian derivative is defined as the rate of change of a quantity (e.g. velocity, pressure or

temperature) at a fixed position in space. The Lagrangian or material derivative is defined as the rate
of change of a quantity in a reference frame that follows a small volume of fluid. The concerning
quantity, which could be e.g. pressure, velocity or temperature is henceforth labeled as f . Consider a
fluid particle moving along a path in a fluid. In general, the velocity of the particle is a function of time
and its position in space. Suppose that the particle p is located at position x at time t and a short while
later it has moved to position x+ ∂x at time t+ ∂t. The change in quantity f [x1(t), x2(t), x3(t), t] is
defined as

∂f = f(x+ ∂x, t+ ∂t)− f(x, t). (A.1)

In order to arrive at the rate of change with respect to time of quantity f , one must divide by ∂t and
take the limit as ∂t → 0

Df

Dt
= lim

∂t→0

f(x+ ∂x, t+ ∂t)− f(x, t)

∂t
, (A.2)

where D
Dt

is the material derivative operator. Expanding this out to the three-dimensional case, it
becomes

Df

Dt
=

∂x1

∂t

∂f

∂x1

+
∂x2

∂t

∂f

∂x2

+
∂x3

∂t

∂f

∂x3

+
∂f

∂t
, (A.3)

where one can notice that ∂x1

∂t
, ∂x2

∂t
and ∂z

∂t
are simply the fluid velocity for the three-dimensional case

defined as v1, v2 and v3 respectively. Simplifying the equation to

Df

Dt
= v1

∂f

∂x1

+ v2
∂f

∂x2

+ v3
∂f

∂x3

+
∂f

∂t
. (A.4)

Which is simplified to

Df

Dt
=

∂f

∂t
+ (v · ∇)f , (A.5)

where∇ is the gradient operator ∂
∂x1

+ ∂
∂x2

+ ∂
∂x3

and (v · ∇) is the dot product of the velocity vector
v and the gradient operator ∇. The material derivative is a useful quantity in the analysis of fluid
parameters, not just for the intuitive case of velocities and accelerations, but also for e.g. temperature
and pressure and their respective rates of change with respect to time and location in three-dimensional
space.

A.2 Cauchy’s Stress Tensor
Consider a small volume of fluid which exerts a force to its surrounding area, normal to the surface

of the volume. The force that is exerted by the volume can be written as
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F = tnS = tS, (A.6)

where t is the force per unit area, or stress and S is the surface area of the volume. In the case of an
infinitesimally small volume, we define the force ∂F = t∂S. The force, however, does not have to
be normal to the surface of the volume such that t ̸= tn. It is therefore useful to define a stress tensor
σ which allows for the presence of both normal forces and shear forces

σ =

σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

 , (A.7)

where the the i-th component of σij represents the stress on the surface which is normal to the j-th
component of σij . Subsequently, σ11, σ22 and σ33 represent the normal forces exerted by the volume,
and σ12, σ13, σ21, σ23, σ31 and σ32 represent the shear forces exerted by the volume as shown in
Figure A.1.

Figure A.1: Schematic overview of the stress tensor σ in Equation A.7

Subsequently, the total stress in the i-th direction is given by

ti =
∑
j

σijnj, (A.8)

where nj is a unit vector with direction j. Integrating, in order to obtain the total force in direction j
results in ∫

S

tidS =

∫
S

σijnjdS, (A.9)
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where
∫
S
tidS is simply ∂F . Using the divergence theorem, which states that the surface integral of

a vector field over a closed surface is equal to the volume integral of the divergence over the region
inside the surface, this becomes

∂F =

∫
V

∂σij

∂xi

dV. (A.10)

Under the assumption of a small volume V , the expression ∂σij

∂xi
can be regarded as a constant resulting

in

∂F =
∂σij

∂xi

V. (A.11)
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B Derivation Reynolds Number
In order to derive the Reynolds number from the Navier-Stokes equation in Equation 3.19, one

must define the parameters characteristic length L and velocity U . From these, the following dimen-
sionless parameters can be defined:

x̂ =
x

L
v̂ =

v

U
τ =

tU

L
P =

pL

µU
. (B.1)

Under the assumption that the body forces are zero, substituting these parameters in the Navier-Stokes
equation results in:

ρ

(
U2

L

∂

∂τ
v̂i +

U2

L

(
v̂i ·

∂

∂x̂i

)
v̂i

)
= −µU

L2

∂

∂x̂i

P +
µU

L2

∂2

∂x̂2
i

v̂i (B.2)

From this, we divide by ρU2

L
to arrive at the dimensionless form of the Navier-Stokes equation:

∂

∂τ
v̂i +

(
v̂i ·

∂

∂x̂i

)
v̂i =

µ

ρUL

(
− ∂

∂x̂i

P +
∂2

∂x̂2
i

v̂i

)
. (B.3)

The Reynolds number is defined as:

Re =
µUL

ρ
. (B.4)
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C TPMS Lattices
This appendix contains a schematic overview of the TPMS unit cells for both the solid-wise and

sheet-wise geometries in Figure C.1 and Figure C.2 respectively. Additionally, Figure C.3 and Fig-
ure C.4 contain three by three by three constructed lattices for both the solid-wise and sheet-wise
TPMS.

(a) Schwarz Primitive (SP) (b) Schwarz Diamond (SD) (c) Schoen Gyroid (SG)

(d) Schoen I-Graph and Wrapped
Package (IW-P)

(e) Schoen F-Rhombic Dodeca-
hedra (F-RD)

Figure C.1: Lattices consisting of nine unit cells, constructed from common sheet-wise TPMS with a
relative density of 30%.
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(a) Schwarz Primitive (SP) (b) Schwarz Diamond (SD) (c) Schoen Gyroid (SG)

(d) Schoen I-Graph and Wrapped
Package (IW-P)

(e) Schoen F-Rhombic Dodeca-
hedra (F-RD)

Figure C.2: The unit cells of five of the commonly used sheet-wise TPMS lattices with a relative
density of 30%.
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(a) Schwarz Primitive (SP) (b) Schwarz Diamond (SD) (c) Schoen Gyroid (SG)

(d) Schoen I-Graph and Wrapped
Package (IW-P)

(e) Schoen F-Rhombic Dodeca-
hedra (F-RD)

Figure C.3: Lattices consisting of nine unit cells, constructed from common solid-wise TPMS with a
relative density of 30%.
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(a) Schwarz Primitive (SP) (b) Schwarz Diamond (SD) (c) Schoen Gyroid (SG)

(d) Schoen I-Graph and Wrapped
Package (IW-P)

(e) Schoen F-Rhombic Dodeca-
hedra (F-RD)

Figure C.4: Lattices consisting of nine unit cells, constructed from common sheet-wise TPMS with a
relative density of 30%.
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D Evaluation of Other CFD Packages
Below is a short evaluation of other CFD software packages. For the reasons listed below, and

the author’s and project supervisor’s familiarity with COMSOL Multifphysics, the choice was made
to stick with COMSOL.

D.1 OpenFOAM
OpenFOAM, while having a steep learning curve proved to be a capable CFD software package.

The most straight forward method for performing a CFD study in OpenFOAM is adapting one of the
included tutorials. Using these tutorials, a simulation was made of a sudden expansion without and
with a porous insert as shown in Figure D.1 and Figure D.2 respectively.

(a) Velocity plot

(b) Pressure plot

Figure D.1: Velocity and pressure plot for a sudden expansion without porous insert.
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(a) Velocity plot

(b) Pressure plot

Figure D.2: Velocity and pressure plot a sudden expansion with a porous insert, 10 mm in length and
a permeabilityK of 1 · 10−9.

The porous insert has a significant effect on the fluid flow. One can observe that the porous insert
causes a the formation of a significant pressure drop over the length of the insert. The results from
this test showed promising results with regards to the simulation of porous media. Unfortunately, the
unit cell-scale simulations were more difficult to implement. Several attempts were made to adapt
an OpenFOAM tutorial in order to simulate the behaviour of fluid flow through unit cells. None of
these attempts resulted in promising results. Subsequently, the choice was made to discontinue the
evaluation of OpenFOAM.

D.2 Ansys Fluent
Ansys Fluent is a CFD software package that is widely used in industry as well as research. One

of the articles that inspired this research also used Ansys Fluent for unit cell-scale simulations, which
is why the choice was made to evaluate it. Unfortunately, the UG does not currently have licenses
for Ansys Fluent, which is why the free student license was used. Unfortunately, this immediately
proved to be problematic, as the free student license is limited in the number of mesh elements that
can be used. At the maximum number of mesh elements, in none of the attempts to simulate simple
systems would the model converge. Subsequently, the choice was made to discontinue the evaluation
of Ansys Fluent.
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E Images of FDM Unit Cells

(a) SP Solid (b) SD Solid (c) SG Solid

(d) IW-P Solid (e) F-RD Sheet

Figure E.1: FDM 2cm unit cell prints for the (a) SD Solid, (b) SD Solid, (c) SG Solid, (d) IW-P Solid
and the (e) F-RD Solid.
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(a) SP Sheet (b) SD Sheet (c) SG Sheet

(d) IW-P Sheet (e) F-RD Sheet

Figure E.2: FDM 2cm unit cell prints for the (a) SD Sheet, (b) SD Sheet, (c) SG Sheet, (d) IW-P Sheet
and the (e) F-RD Sheet.
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F Technical Drawings of the Experimental Set-Up
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G Detailed Photos of the Experimental Set-Up

Figure G.1: Photo of the pressure tap and the Kistler 7261 piezoelectric low pressure sensor (K1) on
the inlet side of the experiment.

Figure G.2: Photo of the PCB Piezotronics 105C02 ICP pressure sensor (PCB1) on the inlet side of
the experiment.
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Figure G.3: Photo of the additively manufactured experimental set-up in-situ.

Figure G.4: Photo of the PCB Piezotronics 105C02 ICP pressure sensor (PCB2) on the outlet side of
the experiment.
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Figure G.5: Photo of the Kistler 7261 piezoelectric low pressure sensor (K2) on the outlet side of the
experiment.

Figure G.6: Photo of one of the inserts placed inside the experimental set-up
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H CFD Pressure Drop Data

H.1 Recorded Pressure Data Simulations

Table H.1: CFD pressure drop (Pa) data for the unit cell-size simulations of the SP TPMS.

1mm unit cell SP Sheet 2mm unit cell SP Sheet
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 27543 61145 192784 1373005 1.0 23333 55241 177575 1273330
1.2 37793 84744 271241 1937265 1.2 32626 78049 251798 1792413
1.4 49597 112090 362494 2592543 1.4 43421 104556 338161 2414573
1.6 62984 143204 466608 3336731 1.6 55715 134676 436853 3134799
1.8. 77916 178228 583680 4181425 1.8. 69543 168456 544332 3946562
2.0 94384 217310 713084 5098104 2.0 84824 205905 664591 4856112
1mm unit cell SP Solid 2mm unit cell SP Solid
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 Not Feasible 6252 13673 28575 1.0 Not Feasible 5376 11844 25669
1.2 8570 18887 39794 1.2 7553 16645 36184
1.4 11258 24939 52661 1.4 10102 22268 48425
1.6 14317 31834 67456 1.6 13025 28722 62381
1.8. 17747 39572 83980 1.8. 16320 36004 78030
2.0 21547 48153 102266 2.0 19988 44092 95352

Table H.2: CFD pressure drop (Pa) data for the unit cell-size simulations of the SD TPMS.

1mm unit cell SD Sheet 2mm unit cell SD Sheet
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 26247 38350 61070 96260 1.0 19544 28872 46245 73096
1.2 34689 50789 81004 127905 1.2 26417 39135 62803 99416
1.4 44125 64730 103380 163461 1.4 34233 50834 81704 129519
1.6 54539 80158 128169 202890 1.6 42986 63962 102944 163374
1.8 65921 97057 155347 246169 1.8 52668 78511 126505 200953
2.0 78258 115415 184902 293272 2.0 63279 94473 152366 242228
1mm unit cell SD Solid 2mm unit cell SD Solid
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 9196 15672 26584 36335 1.0 7174 12315 20786 28424
1.2 12338 21081 35704 48753 1.2 9766 16769 28291 38669
1.4 15871 27170 45956 62704 1.4 12703 21804 36813 50299
1.6 19783 33919 57305 78140 1.6 15975 27390 46335 63323
1.8 24066 41311 69722 95035 1.8 19564 33522 56847 77731
2.0 28710 49332 83191 113359 2.0 23450 40190 68349 93541

Table H.3: CFD pressure drop (Pa) data for the unit cell-size simulations of the SG TPMS.

1mm unit cell SG Sheet 2mm unit cell SG Sheet
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 20247 29322 41852 65880 1.0 15006 22279 31885 50263
1.2 26954 39018 55784 88016 1.2 20377 30207 43302 68130
1.4 34456 49860 71470 112637 1.4 26510 39272 56245 88343
1.6 42736 61811 88657 139737 1.6 33438 49448 70595 110804
1.8. 51782 74877 107348 168995 1.8. 41153 60708 86304 135521
2.0 61601 89074 127662 200912 2.0 49628 73029 103487 162071
1mm unit cell SG Solid 2mm unit cell SG Solid
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 5805 11086 19774 35109 1.0 4457 8838 15923 28559
1.2 7725 14921 26737 47629 1.2 6081 12145 21909 39376
1.4 9886 19274 34637 61841 1.4 7944 15948 28780 51875
1.6 12288 24139 43468 77709 1.6 10044 20243 36526 66084
1.8. 14930 29513 53221 95228 1.8. 12382 25026 45133 82053
2.0 17813 35396 63888 114397 2.0 14955 30291 54589 98167
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Table H.4: CFD pressure drop (Pa) data for the unit cell-size simulations of the IW-P TPMS.

1mm unit cell IW-P Sheet 2mm unit cell IW-P Sheet
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 22519 35040 53325 89285 1.0 17478 27060 41355 68367
1.2 30025 46678 71083 118984 1.2 23933 37005 56411 93110
1.4 38526 59816 91125 152296 1.4 31356 48443 73684 121547
1.6 48014 74443 113418 189255 1.6 39740 61363 93155 153652
1.8 58484 90552 137942 229809 1.8 49072 75752 114819 189292
2.0 69931 108145 164679 273984 2.0 59336 91604 138704 228378
1mm unit cell IW-P Solid 2mm unit cell IW-P Solid
Relative Density 20 % 30 % 40 % 50 % Relative Density 20 % 30 % 40 % 50 %
Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa) Velocity (m/s) Pressure (Pa) Pressure (Pa) Pressure (Pa) Pressure (Pa)
1.0 5929 10315 16784 32170 1.0 4430 7951 12915 25220
1.2 7821 13667 22274 42970 1.2 6020 11051 17936 34709
1.4 9948 17463 28473 55229 1.4 7846 14812 24306 45775
1.6 12312 21726 35391 68952 1.6 9907 19332 32909 58598
1.8 14911 26490 43047 84154 1.8 12202 24709 44204 73637
2.0 17745 31797 51484 100865 2.0 14730 30615 55829 91091

H.2 Second Order Polynomial Fit
This appendix contains plots of the simulation pressure data and their subsequent polynomial fit

(a) α = 1 mm (b) α = 2 mm

Figure H.1: Simulation pressure data with respective polynomial fit for SP Sheet. The number in the
name denotes relative density Drel.

(a) α = 1 mm (b) α = 2 mm

Figure H.2: Simulation pressure data with respective polynomial fit for SP Solid. The number in the
name denotes relative density Drel.
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(a) α = 1 mm (b) α = 2 mm

Figure H.3: Simulation pressure data with respective polynomial fit for SD Sheet. The number in the
name denotes relative density Drel.

(a) α = 1 mm (b) α = 2 mm

Figure H.4: Simulation pressure data with respective polynomial fit for SD Solid. The number in the
name denotes relative density Drel.

(a) α = 1 mm (b) α = 2 mm

Figure H.5: Simulation pressure data with respective polynomial fit for SG Sheet. The number in the
name denotes relative density Drel.
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(a) α = 1 mm (b) α = 2 mm

Figure H.6: Simulation pressure data with respective polynomial fit for SG Solid. The number in the
name denotes relative density Drel.

(a) α = 1 mm (b) α = 2 mm

Figure H.7: Simulation pressure data with respective polynomial fit for IW-P Sheet. The number in
the name denotes relative density Drel.

(a) α = 1 mm (b) α = 2 mm

Figure H.8: Simulation pressure data with respective polynomial fit for IW-P Solid. The number in
the name denotes relative density Drel.
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I Difference Pressure Drop Data
This section contains the raw data upon which the box plot in Section 6.1 is based.

Table I.1: Full dataset of pressure drop values resultant from simulations and theoretical derivation
for the SP geometries.
SP Sheet α = 1 v = 1m/s v = 2m/s SP Sheet α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 68920 69257 0,49% 236023 241491 2,32% 20 % 29221 31486 7,75% 106076 113216 6,73%
30 % 152671 151788 -0,58% 542924 545891 0,55% 30 % 69432 71974 3,66% 257626 264424 2,64%
40 % 483385 482094 -0,27% 1783892 1775152 -0,49% 40 % 224343 225820 0,66% 832536 835175 0,32%
50 % 3450322 3458855 0,25% 12765316 12747096 -0,14% 50 % 1579567 1574735 -0,31% 6064694 6035562 -0,48%

SP Solid α = 1 v = 1m/s v = 2m/s SP Solid α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 20 %
30 % 15588 17502 12,28% 53841 60447 12,27% 30 % 6712 8740 30,21% 24980
40 % 34138 36452 6,78% 120351 127779 6,17% 40 % 14785 17153 16,01% 55108
50 % 71557 73266 2,39% 255741 261388 2,21% 50 % 32215 34846 8,17% 119292

Table I.2: Full dataset of pressure drop values resultant from simulations and theoretical derivation
for the SD geometries.
SD Sheet α = 1 v = 1m/s v = 2m/s SD Sheet α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 65874 67230 2,06% 195836 197978 1,09% 20 % 49013 49844 1,70% 158306 164176 3,71%
30 % 96186 92926 -3,39% 288767 270727 -6,25% 30 % 72382 72842 0,64% 236328 240206 1,64%
40 % 153154 155736 1,69% 462608 465146 0,55% 40 % 115920 116714 0,68% 381144 381165 0,01%
50 % 241406 245686 1,77% 733724 739386 0,77% 50 % 183197 184525 0,73% 605923 605887 -0,01%

SD Solid α = 1 v = 1m/s v = 2m/s SD Solid α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 23157 24905 7,55% 71902 77782 8,18% 20 % 18108 19724 8,92% 58770 64307 9,42%
30 % 39479 40722 3,15% 123557 129951 5,18% 30 % 31104 33043 6,23% 100706 107237 6,49%
40 % 66974 67939 1,44% 208363 210840 1,19% 40 % 52299 53212 1,75% 171105 177574 3,78%
50 % 91522 92778 1,37% 283905 284808 0,32% 50 % 71426 71849 0,59% 234080 238278 1,79%

Table I.3: Full dataset of pressure drop values resultant from simulations and theoretical derivation
for the SG geometries.
SG Sheet α = 1 v = 1m/s v = 2m/s SG Sheet α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 50928 52126 2,35% 154218 159884 3,67% 20 % 18769 20589 9,69% 62045 68236 9,98%
30 % 73748 75265 2,06% 222975 225458 1,11% 30 % 27932 29644 6,13% 91366 96975 6,14%
40 % 105456 107463 1,90% 319750 322631 0,90% 40 % 40222 41601 3,43% 129613 135911 4,86%
50 % 166345 169182 1,71% 503313 506948 0,72% 50 % 63403 63858 0,72% 203112 206822 1,83%

SG Solid α = 1 v = 1m/s v = 2m/s SG Solid α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 14547 16061 10,40% 44555 49834 11,85% 20 % 5581 6952 24,57% 18701 23483 25,57%
30 % 27794 29599 6,50% 88546 94580 6,81% 30 % 11081 12779 15,33% 37890 43853 15,74%
40 % 49651 50255 1,22% 159875 164908 3,15% 40 % 19997 21848 9,26% 68309 74499 9,06%
50 % 88264 88806 0,61% 286333 286625 0,10% 50 % 36030 38065 5,65% 123391 129918 5,29%

Table I.4: Full dataset of pressure drop values resultant from simulations and theoretical derivation
for the IW-P geometries.
IW-P Sheet α = 1 v = 1m/s v = 2m/s IW-P Sheet α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 56342 57409 1,89% 174868 180204 3,05% 20 % 21895 23900 9,16% 74213 81002 9,15%
30 % 87757 88817 1,21% 270475 270734 0,10% 30 % 33874 35943 6,11% 114547 121342 5,93%
40 % 133654 135004 1,01% 411964 411718 -0,06% 40 % 51777 52653 1,69% 173432 178743 3,06%
50 % 224137 227784 1,63% 685565 689928 0,64% 50 % 85596 85747 0,18% 285654 288163 0,88%

IW-P Solid α = 1 v = 1m/s v = 2m/s IW-P Solid α = 2 v = 1m/s v = 2m/s
Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference Drel Darcy-Forcheimer Simulation Difference Darcy-Forcheimer Simulation Difference
20 % 14822 16184 9,19% 44363 49043 10,55% 20 %
30 % 25626 27232 6,27% 79320 84643 6,71% 30 %
40 % 41896 42986 2,60% 128620 134874 4,86% 40 %
50 % 80368 81361 1,24% 252092 253026 0,37% 50 %
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