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Abstract: This thesis examines the application of Bayesian networks in modelling criminal
cases, evaluating the benefits and limitations of the scenario idiom in a new legal case. While
earlier research has successfully applied these methods to murder cases, this study assesses their
effectiveness in fraud cases. This research uses scenario-based Bayesian networks to analyse
the Dotterbloem case, involving a former Ministry of Defence employee convicted of passive
corruption and breach of secrecy. The findings highlight several benefits, including how scenario
schemes provide guidance in the interactions of elements, as well as the ability to accommodate
various forms of evidence. However, the study also identifies limitations, including challenges in
merging different narratives and determining accurate prior probabilities.

1 Introduction

Ensuring the reliability and transparency of evi-
dence interpretation in legal judgments is crucial
to maintaining the integrity of the judicial process
(Hans & Saks, 2018). According to a study by De-
sai et al. (2016), the application of Bayesian net-
works in legal judgments improves both the relia-
bility and transparency of evidence interpretation.
This thesis focusses on Bayesian networks in con-
junction with narrative idioms. These narrative id-
ioms, a structured approach to evidence interpre-
tation, have previously been applied successfully in
the context of murder cases, as demonstrated by
Vlek et al. (2016). This research aims to use these
combined methods to investigate fraud cases.

1.1 Previous research

To formalise the theory of narrative coherence in
legal contexts, Vlek et al. (2016) introduced the
narrative idioms. This methodology aims to cap-
ture the coherence of a scenario within a Bayesian
network. The narrative idioms are based on the
premise that the elements of a scenario collectively
form a coherent whole. Vlek et al. (2014) conducted
a case study in which Bayesian networks incorpo-
rating narrative idioms were successfully applied to
murder cases.
The influence of storytelling is of great signifi-

cance for legal judgements, according to Penning-
ton and Hastie 1991. In their research, it was shown
that jurors create stories based on evidence, help-
ing them understand and remember the facts. The
created narrative framework helps jurors organise
diverse pieces of evidence into a coherent whole.
Jurors evaluate the completeness, consistency, and
coherence of their stories to make a judgment.

The approach developed by Vlek and other pre-
vious studies (Pennington & Hastie (1991); Fen-
ton et al. (2013)) has primarily focused on mod-
elling murders. The capability to evaluate forensic
evidence using statistical probabilities aligns well
with Bayesian networks, making it straightforward
to represent entire cases within Bayesian networks.
However, this prompts significant questions about
the adaptability of this method to other types of
crime, such as fraud.

Fraud cases often involve ambiguous actions and
lack physical evidence, relying heavily on the in-
terpretation of intent rather than tangible proof.
This is particularly challenging because intent must
be inferred from circumstantial evidence, such as
statements, conduct, and witness testimony. Ac-
cording to Kammen & Moudy (2023), the proof
of intent in fraud cases does not require direct evi-
dence, but rather the accumulation of circumstan-
tial evidence that collectively indicates intent be-
yond reasonable doubt.
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Unlike murder, which typically has clear, direct
actions leading to an outcome, fraud can be pas-
sive or active, involving complex layers of deception
and often lacking physical evidence. These distinc-
tions raise questions about whether Bayesian net-
works using the scenario idiom need adjustments
or a reconfigured approach to accurately accommo-
date and analyse the subtleties and complexities of
fraudulent activities.
This thesis addresses the specific challenges as-

sociated with fraud cases and the interpretation
of complex evidence in fraud. The purpose of the
study is to contribute to a better understanding of
how this scenario idiom method can be integrated
into legal proceedings to support clearer and more
reliable outcomes.

1.2 Research question

The research question for this thesis will be: To
what extent could a scenario-based Bayesian net-
work method be applied to fraud analysis?
A case will be modelled in such a scenario-based

Bayesian network. In order to do this, scenarios are
created from the Dotterbloem case, which will be
modelled using the methods described in (Vlek et
al., 2016). This Dotterbloem case concerns a former
employee at the Ministry of Defence, convicted of
passive corruption and breach of secrecy. More in-
formation on the case (in Dutch) can be found at
(Rechtbank Rotterdam, 2018b).
The application of this method to fraud inves-

tigations is expected to reveal certain limitations,
given the differences in the nature of evidence be-
tween fraud and murder cases.

2 Theoretical background

In this section, we introduce Bayesian networks,
theory on the construction of stories, and how these
two were combined to create the scenario idiom.

2.1 Bayesian networks

A Bayesian network is a compact representation of
a joint probability distribution Pr over a set of vari-
ables V. This network is structured as a directed
acyclic graph (DAG), denoted as G, where each
node represents a variable and is associated with

a conditional probability table (CPT) (Jensen &
Nielsen, 2007). The dependencies between variables
are modelled by directed edges E. These edges may
represent causal relationships, but are not neces-
sarily causal (Dawid, 2010). Together, the variables
and edges define the graph G and the Bayesian net-
work: ⟨G,Pr⟩ = ⟨V, E,Pr⟩. From the structure of
the network, it can be read which variables possibly
have an influence on each other.

In a Bayesian network, each node X includes
a CPT, which reveals the probability that X oc-
curs based only on the possible combinations of
values from its parent nodes in the network. Es-
sentially, the CPT quantifies the dependency of
X on its parent nodes. If X has parent nodes
Pa(X), the conditional probability of X is repre-
sented as Pr(X|Pa(X)). Using these tables, any
probability of interest can be calculated applying
the chain rule for Bayesian networks, which states
that the joint probability distribution over all vari-
ables X1, X2, . . . , Xn can be factored as:

Pr(X1, X2, . . . , Xn) =

n∏
i=1

Pr(Xi|Pa(Xi)) (2.1)

One use case for Bayesian networks is their abil-
ity to compactly represent a joint probability distri-
bution. Instead of enumerating all possible combi-
nations of variables and their associated probabil-
ities, which can be computationally intensive, the
network focusses on the conditional probabilities of
each node relative to its parent nodes. This com-
pact representation simplifies the computation of
probabilities and the updating of beliefs when new
evidence is introduced. For example, when new ev-
idence E is observed, the belief in any node X can
be updated using Bayes’ theorem:

Pr(X|E) =
Pr(E|X) Pr(X)

Pr(E)
(2.2)

This process, known as belief propagation or
probabilistic inference, allows Bayesian networks to
efficiently handle complex probabilistic reasoning
tasks (Pearl, 1988).

2.2 Structures of stories

The way a story is structured greatly impacts its
perceived plausibility (Pennington & Hastie, 1991).
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This is particularly clear in legal contexts, where
prosecutors often try to create a coherent sequence
of events that would have caused the evidence pro-
vided. The human cognitive tendency to organise
information into narrative structures means that
when the events of a case are presented in chrono-
logical order and contain a central action, they are
perceived as more credible and convincing.
In their work, Pennington and Hastie 1991 de-

veloped the story model of juror decision mak-
ing, which suggests that jurors create stories to
make sense of the evidence and testimonies they
encounter in court. According to this model, ju-
rors do not assess individual pieces of evidence in
isolation. Instead, they integrate these pieces into a
comprehensive narrative that explains the sequence
of events leading to the suggested outcome. This
narrative construction allows jurors to fill in gaps,
make inferences, and establish causal links between
events, thus improving their understanding and re-
tention of the case details.
The principles that determine a story’s accept-

ability and confidence level are known as certainty
principles (Pennington & Hastie, 1991). Accord-
ing to the theory, two certainty principles influ-
ence acceptance: coverage and coherence. The cov-
erage of a story refers to the way it accounts for
all the evidence provided. Greater coverage makes
the story more acceptable and increases confidence
in it. The coherence of a story affects its accept-
ability and confidence. Coherence consists of three
components: consistency, completeness, and plau-
sibility. Consistency means that the story has no
internal contradictions. Plausibility means that the
story aligns with real or imagined events. Com-
pleteness means that the story has all its parts.
Together, these components form the coherence of
the story.
Furthermore, the story must clearly demonstrate

the causal relationships between events. It should
show how one event leads to another, establishing
a chain of cause and effect that makes the narrative
logical and easy to follow.

2.3 Idioms

Pennington and Hastie’s model provides a blueprint
for how people intuitively construct and under-
stand narratives. These intuitive story structures
can be mapped to the formalism of Bayesian net-

works by using narrative idioms (Vlek et al., 2014).
These narrative idioms are a technique that helps
modelling by dividing it into smaller, more man-
ageable parts. These idioms represent common pat-
terns of inference used in legal discussions. By do-
ing so, they can illustrate intricate evidence and
theories effectively. Additionally, these idioms high-
light the importance of relevance and dependence
in legal contexts, aligning with the structure of
Bayesian networks without focussing on specific nu-
merical probabilities Lagnado et al. (2013).

2.3.1 The scenario idiom

One of the narrative idioms is the scenario idiom.
This idiom is designed to model criminal cases by
structuring the narrative around a central scenario
node. This node connects to all elements of the sce-
nario, ensuring that the evidence supporting any
part of the scenario influences the probability of the
entire scenario (Vlek et al., 2015). This idiom cap-
tures the coherence of a scenario by ensuring that if
the scenario node is true, all its connected elements
must also be true, effectively modelling the logical
flow and dependencies within a scenario. This can
be seen in Figure 2.1.

This is formalised by defining a scenario scheme
idiom as a Bayesian network fragment. The graph
of this fragment consists of a boolean scenario node,
denoted as (ScN), which represents the scenario as
a whole, and boolean nodes (E), each representing
an element of the scenario scheme. The edges of the
graph consist of unlabelled connections from (ScN)
to each element node (E), shown as double arrows.
Furthermore, the graph may contain labelled con-
nections between the element nodes (E1) and (E2)
with a label (x).
The probability table for each element node (E)

is constrained such that for any assignment to the
parent nodes within the same scenario, the proba-
bility of (E) being true given that (ScN) is true,
together with the parent nodes paS(Ei) , is equal
to 1. Formally, this is expressed as:

Pr(E = T | ScN = T, paS(Ei)) = 1 (2.3)

This constraint ensures that if the scenario node
is true, each connected element node must also be
true with a probability of 1, as illustrated in Fig-
ure 2.1. This mechanism maintains the coherence
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Figure 2.1: The scenario idiom, taken from
(Vlek et al., 2016), showing how it is connected
to the element nodes, and how this influences
the CPT.

Figure 2.2: The evidential idiom, taken from
(Lagnado et al., 2013), showing how evidence
is connected to a hypothesis.

and dependency structure among the elements of
the scenario. Since the scenario node itself is not
directly observed, it effectively manages the logi-
cal relationships and dependencies between the el-
ements, ensuring that evidence affecting one part
of the scenario influences the entire scenario.

2.3.2 The evidential idiom

In addition to the scenario idiom, the evidential
idiom will also be used in this paper. This idiom,
introduced by Lagnado et al. (2013), is based on the
relationship between evidence and the hypotheses
it supports. Each piece of evidence is connected to
one or more nodes, as seen in Figure 2.2, which il-
lustrates how the evidence impacts the probability
of different hypotheses. This idiom helps to evalu-
ate the strength and relevance of evidence in spe-
cific claims.
The relationship between the hypothesis (H) and

the evidence (E) in Figure 2.2 indicates that the
likelihood of the evidence depends on the hypothe-
sis. Specifically, the probability of observing the ev-

idence given the hypothesis is true, Pr(E|H), differs
from the probability given the hypothesis is false,
Pr(E|¬H). The strength of this dependency is mea-
sured by the likelihood ratio, the quotient of these
probabilities:

Likelihood Ratio(LR) =
Pr(E|H)

Pr(E|¬H)
(2.4)

For example, in a fraud case, a financial docu-
ment showing irregular transactions would be an
evidence node connected to the hypothesis node
representing the occurrence of fraud. The connec-
tion indicates how the presence of the document
influences the probability of fraud, allowing the net-
work to update beliefs based on the strength of the
evidence.

2.3.3 Connections

Nodes are connected to each other in the network
by directed edges. There are two types of connec-
tions between the hypothesis nodes, temporal and
causal (Vlek et al., 2015).

Temporal connections in Bayesian networks rep-
resent the sequence of events over time. They de-
scribe the order in which events occur without im-
plying that one event causes the next. In the case of
A → B → C, A happens before B, and B happens
before C, but they do not imply that A causes B
or B causes C.

Causal connections, on the other hand, indicate
a cause-and-effect relationship between events or
variables. In a Bayesian network, a node X is said
to causally influence node Y if changes in X di-
rectly affect the probability of Y . Although this
might seem similar to conditional probabilities, it
is important to note that causal influence implies
a direct effect. In contrast, conditional probabili-
ties refer to the likelihood of one event given an-
other, without necessarily implying direct causa-
tion. These connections are important in under-
standing how different evidence, hypotheses, and
scenarios interact and influence each other.

2.4 Legal framework

Passive official corruption involves the acceptance
or solicitation of gifts by a public official in circum-
stances where it is known or should be reasonably
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suspected that these gifts are intended to influence
their official duties Rechtbank Rotterdam (2018b).
The concept includes not only direct exchanges of
gifts for specific actions, but also situations where
gifts are given to foster a relationship that may
result in preferential treatment. This legal frame-
work, based on the Dutch book of criminal law, ar-
ticle 262/263, emphasises the importance of officials
recognising the implications of accepting gifts and
avoiding actions that could be perceived as corrupt,
even if there is no explicit exchange of favours.

3 Methods

Building on the model as explained in the previous
chapter, this study applies this to a different type
of criminal case. The following section outlines the
selected case, how the model was created, and how
the evidence strength was found.

3.1 The case

The Rotterdam District Court sentenced six peo-
ple for corruption on February 22, 2018, in the
Dotterbloem case (Rechtbank Rotterdam, 2018a).
The sentences ranged from community service to 12
months in prison for the main defendant. The inves-
tigation, which began in December 2012 following
an anonymous tip, focused on corruption involving
vehicle procurement for the Dutch police and the
Defence Ministry. Eleven people, including six civil
servants and five civilians, were accused, but five
were acquitted.
The main defendant, a 65-year-old mobility

policy officer at the Ministry of Defence, was
found guilty of passive bribery (passieve ambtelijke
omkoping) and violating official secrets (schending
ambtsgeheim). He leased vehicles under non-market
conditions, used fuel cards for personal vehicles,
and accepted non-work-related trips from the auto
industry. His unique position and access to confi-
dential information were misused for personal gain,
leading to a 12-month prison sentence. Other con-
victed civil servants were deemed naively complicit,
failing to recognise the impropriety of accepting
personal benefits linked to their official roles.
In order to analyse this extensive and complex

case, this paper focusses on one offence by one per-
son. The original text of the case can be found at

(Rechtbank Rotterdam, 2018b).

3.2 Creating the network

According to Vlek et al. (2015), the following four
steps will be needed to create the network: collect,
unfold, merge, and include.

Hugin, a specialised software, was used to con-
struct the Bayesian network. Designed for building
and analysing Bayesian networks, it offers an inter-
face for model creation and probabilistic inference.
Despite its wide range of functionalities, its features
can be complex and involve a learning curve.

3.2.1 Collect

The first step is to collect all relevant scenarios
from the case. For this, the positions of both the
defendant and the prosecutor are taken. These two
scenarios are the two explained in court. Other sce-
narios could be thought of, but these are not men-
tioned in the case and thus are not modelled in this
network.

The question that needs to be answered in this
case is whether the defendant could reasonably
have suspected that the claimed actions performed
by the company were done to move him to commit
fraudulent actions. According to the position of the
defendant, this scenario will be:

Approval by integrity officer AND leased
at market price, THUS the defendant did
not need to have reasonable suspicion of
fraud.

And that of the prosecution will be:

There was private use AND it was leased
for lower than market price, THUS the de-
fendant should have had reasonable suspi-
cion of fraud.

3.2.2 Unfold

The second step is to unfold the scenarios, which
means breaking down each scenario into smaller,
more detailed sub-scenarios or elements as neces-
sary.

Initially, scenarios are created using the scenario
idiom. For each element within these scenarios, a
determination is made whether further unfolding is
needed by systematically asking specific questions.
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Firstly, it is considered whether there is direct
evidence connected to the element node. If such
evidence exists, no further unfolding is required. If
there is relevant evidence for details related to this
element or if it is possible to find such evidence,
then further unfolding becomes necessary. This is
repeated iteratively for each element until no fur-
ther unfolding is required. This thorough approach
ensures that all elements are either adequately de-
tailed and supported by evidence or broken down
into smaller elements.
For each element, except for Reasonable suspi-

cion, there is evidence to be included. Reasonable
suspicion is reliant on the previous nodes and can-
not be broken down into smaller elements any more.
Two helper nodes are introduced to reduce the

complexity of the Reasonable suspicion nodes. This
is not part of the scenario and thus purposefully not
connected to the scenario node. It has been chosen
that if any of the previous nodes are true, this node
will be true (thus, with an OR construction and not
an AND construction).
When constructing logical relationships in sce-

nario modelling, the decision to use AND or OR
constructions depends on the underlying probabil-
ities and the nature of the dependencies between
elements. Typically, an AND construction is used
by default because it requires all conditions to be
true for the scenario to hold, providing a stricter
and more conservative approach to model depen-
dencies. However, there are specific cases where an
OR construction becomes more appropriate, espe-
cially in the context of the ‘explaining away’ effect
(Wellman & Henrion, 1993), where the presence of
one cause reduces the likelihood of needing other
potential causes to explain an outcome.
For example, if both A and B are potential causes

of C, confirming A as the cause of C reduces the ne-
cessity to attribute C to B. Therefore, to determine
the appropriate construction, consider whether all
conditions must be met (AND) or if any single con-
dition is sufficient (OR). Employ an OR construc-
tion when the presence of one factor lessens the
need for others and an AND construction for sce-
narios requiring strict verification.

3.2.3 Merge

After the unfolding, the two scenarios are merged.
A constraint node is connected to each of the sce-

nario nodes in the collection of scenarios. There is
a connection from each scenario node to the con-
straint node. The constraint node has values corre-
sponding to each scenario and one additional value,
NA (not applicable), indicating an illegal combina-
tion of nodes. The CPT is designed so that, unless
exactly one scenario is true, the constraint node will
have the value NA. The constraint node is set to
ensure that the prior probabilities of the scenario
nodes behave as desired, while setting the proba-
bility of NA to 0 ensures that multiple scenarios
cannot be true simultaneously, nor can it be that
none of the scenarios are true (Fenton et al., 2013).

3.2.4 Include evidence

The final step in building the Bayesian network in-
volves integrating the evidence into the network.
For each available piece of evidence, a correspond-
ing node is created and connected to the relevant
element node it supports within the scenario.

First, it is crucial to identify the relevant evi-
dence. Each piece of evidence from the case must be
examined to determine which element or hypothe-
sis it supports or contradicts. This step includes
all relevant information in the network, ensuring a
thorough analysis.

Once the relevant evidence is identified, the next
step is to create the evidence nodes. For each piece
of evidence, a separate node is created within the
network. Creating distinct nodes for each piece
of evidence is essential for later calculating the
strength of each piece of evidence. This allows for
the quantification of the influence of each piece of
evidence on the overall case.

After creating the evidence nodes, the next task
is to establish connections. Each evidence node is
connected to the element node it directly supports
or influences.

In cases where a piece of evidence can be inter-
preted in multiple ways, additional nodes are cre-
ated to represent the different interpretations of the
evidence. These interpretation nodes are then con-
nected to the original evidence node. Some eviden-
tial pieces might be interpreted differently by the
prosecution and defence, requiring a separate inter-
pretation node to capture these varying perspec-
tives. This approach ensures that all possible in-
terpretations of the evidence are considered in the
network, maintaining the network’s completeness.
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3.3 Creating CPTs

Each node in the network will have a conditional
probability table (CPT). The values related to how
likely it is that the element will be true or false are
a simplification of the interpretation of probabil-
ity phrases, as researched in Willems et al. (2020).
Table 3.1 shows the numerical mapping used.

State Value
NA or False 0
Very unlikely 0.1
Unlikely 0.3
Neutral 0.5
Likely 0.7
Very likely 0.9
True 1

Table 3.1: Numerical mapping of probability
phrases

To perform the calculations, Bayes’ theorem re-
quires the initial prior probability of the hypoth-
esis Pr(H), regardless of the evidence. Accurately
assessing this prior probability is not straightfor-
ward. The presumption of innocence, also present
in Dutch law, requires that the prior is set in favour
of the defendant (Allen et al., 1994). However, it
is unclear what the exact value should be. In this
research, it will be assumed that the defendant is
“very likely” to be innocent.
Additionally, assigning values to certain other

CPTs within the network is also challenging. Creat-
ing a CPT without prior information from evidence
will mean that assumptions have to be made. This
means that all event will be considered unlikely if
the scenario it is connected to is not true. For ex-
ample, CPT for Private use, will look as follows:

scenario prosecutor F T
private use F 0.7 0
private use T 0.3 1

Table 3.2: CPT for Private use

Here, according to the theory of the scenario id-
iom, if the scenario is true, then this node must
also be true. In all other cases, it is unlikely that
the defendant used the car for private use, without
any evidence present.

3.4 Calculating evidence strength

To assess the strength of evidence, a method was
used to analyse the likelihood ratio of observation of
evidence. The probability of each scenario given the
evidence, denoted as Pr(s|e), was calculated and
compared to the prior probability of the scenario,
Pr(s).

The measure of evidential strength used is the ra-
tio Pr(s|e)/Pr(s). A ratio greater than 1 indicates
supporting evidence for the scenario, while a ra-
tio less than 1 indicates attacking evidence. This
method quantifies the strength of evidence for or
against each scenario (Fenton et al., 2014).

For each piece of evidence, this ratio was calcu-
lated to determine its impact on the probability of
the corresponding scenario. By systematically ap-
plying this measure, it is possible to identify and
report the strength of supporting or attacking evi-
dence for each scenario.

4 Results

The resulting Bayesian network, constructed ac-
cording to the method explained above, consists of
multiple nodes representing various pieces of evi-
dence, elemental nodes which follow the structure
of the story, helper nodes to manage complexity,
and scenario nodes. The final network structure is
shown in Figure 4.1 and explained in Table 4.1.

4.1 The network

To construct the network, the process as described
in the Methods section was followed: collect, unfold,
merge, and include evidence.

4.1.1 Collect

The elements of the network were derived from
the positions of both the prosecutor and the de-
fendant. The prosecutor’s scenario suggests that
the defendant should have had reasonable suspi-
cion of fraudulent activities due to the private use
of vehicles and leasing them at a lower than mar-
ket price. On the other hand, the defendant’s sce-
nario argues that the lease agreements were ap-
proved by an integrity officer and leased at market
price, denying any need for reasonable suspicion of
fraud. Furthermore, all relevant pieces of evidence
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Figure 4.1: The Bayesian network illustrating the chosen segment of the case, showing the scenarios
for both the prosecutor and the defendant, together with the presented evidence.

Type Name Meaning Scenario Evidence

Scenario node Scenario prosecutor
The prosecutor’s

scenario
Prosecutor None

Scenario node Scenario defendant
The defendant’s

scenario
Defendant None

Story element Private use
If the car was used
for private purposes

Prosecutor Emails

Story element
Lower than
market price

If the lease price was
below market value

Prosecutor
Defendant

Hindriks
calculations

and Discount on
lease agreement

Story element
Reasonable
suspision

If there was reasonable
suspicion of fraudulent

activities.

Prosecutor
Defendant

None

Story element
Integrity officer

approval

If the lease agreement
was approved by the

integrity officer
Defendant Meeting notes

Helper node
Helper node

1 and 2

Used to manage
the complexity of

relationships between
other nodes

None None

Constraint
Constraint

node

Ensures that only one
scenariocan be true

at a time

Prosecutor
Defendant

None

Table 4.1: Detailed description of the nodes in the Bayesian network
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were collected from the court documents. This en-
sured inclusion of all relevant perspectives and ev-
idence from the Dotterbloem case for constructing
the Bayesian network.

4.1.2 Unfold

In this step, each scenario was broken down into
more detailed sub-scenarios or elements. This pro-
cess involved deconstructing the broader narratives
into smaller and manageable parts.

Initially, the scenario idiom was applied to cre-
ate high-level scenarios for both the prosecutor and
the defendant. Then each element of these sce-
narios was analysed to determine if further sub-
division was necessary. To manage complexity, two
helper nodes were introduced for the element Rea-
sonable suspicion. These nodes reduced the com-
plexity by combining influences of connected sub-
elements. If any contributing factor was true, the
relevant helper node would also be true, thus sim-
plifying the network structure.

This resulted in two scenarios: one from the pros-
ecutor’s perspective, highlighting the elements of
private use, below market lease price, and reason-
able suspicion of fraud and another from the de-
fendant’s perspective, highlighting the integrity of-
ficer’s approval, market-rate leasing terms, and the
lack of reasonable suspicion.

4.1.3 Merge

In this step, the two detailed scenarios of the pros-
ecutor and the defendant were combined into a sin-
gle Bayesian network. A constraint node was in-
troduced to ensure that only one scenario could be
true at a time, maintaining the logical consistency
of the network. This node was connected to each
scenario node, enforcing a mutual exclusivity con-
straint. Each scenario node was then connected to
its relevant elements.

The edges in the network represent the condi-
tional dependencies between the nodes, which can
be temporal or causal. In this research, edges are
not specifically labelled, as the focus is on the over-
all structure and functionality of the network rather
than the precise categorisation of each edge.

4.1.4 Include evidence

Lastly, the following pieces of evidence were in-
cluded into the network:

• Emails: There was an email correspondence
stating that employees of the car company
involved knew that the defendant wanted to
lease the car for private use.

• Hindriks calculations: This node represents the
interpretation of financial calculations on the
lease price of the vehicle. The defence pointed
to the calculations by the expert Hindriks,
which was based on the investment value pro-
vided by the owner/director. Hindriks’ find-
ings suggest that the lease price was calculated
fairly and aligned with market rates, support-
ing the defence’s claim that the leasing terms
were legitimate and did not indicate fraud. The
prosecutor has interpreted these calculations
differently, which is beneficial for their narra-
tive. To model this, an extra node is created,
called Interpretation of calculations.

• Discount on lease agreement : This evidence
piece demonstrates that the company provided
significant discounts on the delivery of the ve-
hicle, thus contributing to the Lower than mar-
ket price node

• Meeting notes: These meeting notes were used
to validate the approval of the integrity officer.

4.2 Creating CPTs

Each node is associated with a CPT, which shows
how the node relies on its parent nodes. All CPTs
can be found in Appendix A. Particularly interest-
ing nodes are the Lower than market price node and
the Reasonable suspicion nodes, which presents a
challenge due to the conflicting scenarios proposed
by the prosecution and the defence. The complex-
ities and resolutions of this node are discussed in
detail in the Discussion section.

4.3 Calculating evidence strength

The strengths of individual pieces of evidence were
calculated based on Pr(s|e)/Pr(s), where Pr(s) is
the prior probability of the scenario and Pr(s|e) is
the conditional probability given the evidence. A
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strength greater than one indicates that it is sup-
porting the scenario. A strength between one and
zero indicates that the evidence is attacking the
scenario.

• Emails: The conditional probability of the
prosecutor’s scenario given the emails is
Pr(s|emails) = 0.2273. This results in an ev-
idence strength of 2.273. The probability of
the defendant’s scenario given the emails is
Pr(¬s|emails) = 0.7727. The strength of this
evidence for the defendant’s scenario is 0.859.
This makes this piece of evidence supporting
for the prosecutor’s scenario.

• Discount on lease agreement: The evidence
from the discount on the lease agreement sig-
nificantly supports the prosecutor’s scenario
with Pr(s|discount) = 0.5. The strength of this
evidence is 5.0, suggesting a five-fold increase
in the likelihood of the scenario, making it a
very influential piece of evidence. The proba-
bility of the defendant’s scenario given the dis-
count is Pr(¬s|discount) = 0.5. The strength
of this evidence for the defendant’s scenario is
0.556. This makes this piece of evidence sup-
porting for the prosecutor’s scenario.

• Hindriks calculations (interpretation of
the defence): The conditional probabil-
ity of the prosecutor’s scenario given
the Hindriks calculations, given it is in-
terpreted as the defence proposes, is
Pr(s|Hindriks calculations (defence)) =
0.0122. This results in an evidence
strength of 0.122. The probability of
the defendant’s scenario given this inter-
pretation of the Hindriks calculations is
Pr(¬s|Hindriks calculations (defence)) =
0.9878. The strength of this evidence for the
defendant’s scenario is 1.098. This makes
this piece of evidence supporting for the
defendant’s scenario.

• Hindriks calculations (interpretation of
the prosecutor): The conditional proba-
bility of the prosecutor’s scenario given
the Hindriks calculations, given it is in-
terpreted as the prosecutor proposes, is
Pr(s|Hindriks calculations (prosecutor)) =

0.5. The probability of the defen-
dant’s scenario given this interpreta-
tion of the Hindriks calculations is
Pr(¬s|Hindriks calculations (prosecutor)) =
0.5. The strength of this evidence for the
defendant’s scenario is 0.556.

• Documentation: The documentation’s condi-
tional probability is Pr(s|documentation) =
0.0753. This yields a strength of 0.753, in-
dicating that this piece of evidence slightly
weakens the prosecutor’s scenario when con-
sidered in isolation. The probability of the de-
fendant’s scenario given the documentation is
Pr(¬s|documentation) = 0.9247. The strength
of this evidence for the defendant’s scenario is
1.027.

The piece of evidence with the most strength for
the prosecutor’s scenario is Discount on the lease
agreement. This evidence significantly supports the
prosecutor’s scenario with a strength of 5.0, indi-
cating a five-fold increase in the likelihood of the
scenario compared to the prior probability. The ad-
dition of Hindriks calculations also provides a sig-
nificant strength of 5.0, indicating that both pieces
of evidence strongly support the scenario of the
prosecutor. The piece of evidence with the most
strength for the defendant’s scenario is Hindriks
calculations (interpretation of the defence). This
evidence slightly supports the defendant’s scenario
with a strength of 1.098, indicating that it increases
the likelihood of the defendant’s scenario slightly,
compared to the prior probability.

5 Discussion

In this research, a Bayesian network has been ap-
plied to model criminal fraud cases. This section
will focus on the benefits and limitations of inte-
grating the scenario idiom in this context. Combin-
ing Bayesian networks with scenario schemes offers
a structured approach to understanding complex le-
gal cases. Scenario idioms help in finding out if all
elements of the scenario are consistent and thor-
oughly documented, helping in transforming the
network structure into a clear narrative.
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5.1 Benefits

A major benefit of this approach is that it en-
ables judges and juries to make decisions through a
scenario-based method while including probabilis-
tic data. This framework improves comprehension
by helping decision makers understand the content
and implications of various pieces of evidence. In
this case, for example, this approach facilitated the
evaluation of complex financial documents, email
correspondences, and even multiple interpretations
of one piece of evidence.

One specific benefit observed was the ability to
quantify the strength of evidence. For example, the
analysis of emails indicating private vehicle use pre-
cisely quantified how this evidence supported the
prosecution’s scenario. These numerical values pro-
vided a clear measure of how strongly the evidence
supported the scenario.

Lastly, the use of scenario schemes provided a
structured way to assess the coherence of the nar-
ratives presented by both the prosecution and the
defence. This method ensured that all elements of
the scenarios were accurately and thoroughly repre-
sented, allowing for a more transparent evaluation
of the case.

5.2 The scenario node

However, there are also notable limitations. Al-
though scenarios provide valuable context, it is not
always necessary to attach a scenario to every node.
Some nodes represent elements that do not require
additional narrative context. In this research, this
was shown by the helper nodes. As these were not
part of the narrative, they do not need the sce-
nario node as their parent node. This could lead
to unnecessary complexity. Moreover, merging two
distinct storylines into one Bayesian network adds
considerable complexity, especially when building
CPTs. The CPTs that result can be challenging to
handle, requiring intricate construction and valida-
tion. Additionally, most cases, either fraud or not,
involve more than two scenarios. The Dotterbloem
case in the study was simplified, but more intricate
cases might encounter numerous complexity issues.

5.3 Integration of scenarios

The modelling of certain elements presented signif-
icant semantic challenges, especially when integrat-
ing the two scenarios within the Bayesian network.
The Lower than market price node and the nodes
that represent reasonable suspicion were particu-
larly problematic.

One particularly interesting node in the Bayesian
network is the Lower than market price node. This
node presents a challenge due to the conflicting sce-
narios proposed by the prosecution and the defense.
According to the CPT for this node, if the prosecu-
tion’s scenario is true while the defense’s scenario is
false, then the Lower than market price node must
indeed be true. This aligns with the prosecution’s
argument that the car was rented for less than the
market value.

However, the situation becomes more complex
when the defence scenario is true and the prosecu-
tion scenario is false. Semantically, to support the
defence’s claim that the car was not rented below
the market price, this node should be false. This
creates a contradiction with the theory of the sce-
nario idiom, which says that if a scenario is true,
all its associated nodes should also be true. Accord-
ing to this theory, for the defence’s scenario to be
true, the Lower than market price node would in-
correctly have to be true, implying that the car was
rented below market price.

To resolve this conflict and accurately model the
network, the semantic meaning of the element was
prioritised over the rigid application of the scenario
idiom theory. This adjustment ensures that the net-
work faithfully represents the defence scenario, in
which the car was not rented for less than the mar-
ket price, maintaining logical consistency.

Since this node is connected to both scenario
nodes, it functions as a constraint node. In a con-
straint node, this situation is represented as “NA”.
However, in this particular case, applying such a
constraint is not applicable to a normal element
node. The constraint node in the network will en-
sure that these two combinations (both scenarios
being true and both scenarios being false) will not
occur.

The concept of reasonable suspicion was a sim-
ilar challenge, but with a different solution. Origi-
nally represented by a single node, it was split into
Reasonable suspicion and No reasonable suspicion
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nodes to avoid conflicts like with the Lower than
market price node, and to represent the defence
and prosecution scenarios clearly. This solves the
issues that showed for the Lower than market price
node, but the nodes do lose important semantic in-
formation. This is because they do not have both
scenarios as their parent nodes, but one of the two.

These adjustments revealed a limitation in the
network’s ability to integrate elements from both
scenarios without contradictions. This limitation
shows the complexity of modelling legal cases with
Bayesian networks, where shared elements must ac-
curately reflect their roles in both narratives.

5.4 Responsibilities

Addressing the inclusion of story elements, it was
noted that the final decision on the relevance of the
nodes usually lies with the decision maker, not the
person constructing the network. This distinction
is crucial, as it highlights the role of the legal deci-
sion maker in interpreting the network’s output and
ensuring that only pertinent information influences
the judgment. The network must be designed to ac-
curately accommodate issues such as those shown
in this research. These issues are very important
in the construction of the network and addressing
them compels the network builder to make deci-
sions that ideally should not be their responsibility.

5.5 The problem of priors

The problem of establishing priors in Bayesian net-
works remains a significant issue. The presump-
tion of innocence dictates that the prior probability
should favour the defendant. However, determining
the exact value of this prior is not straightforward
and can significantly influence the outcomes of the
network.

5.6 The variation idiom

Lastly, the potential application of the variation id-
iom, which was not used in this research, suggests
an area for future exploration. The variation idiom
could offer a structured way to handle different in-
terpretations of the same evidence, thus enriching
the network’s ability to model complex legal sce-
narios more accurately.

6 Conclusion

This thesis investigated the application of Bayesian
networks, incorporating scenario idioms, to model
criminal fraud cases. The study focused on the Dot-
terbloem case to examine how well these methods,
previously used in murder cases, translate to the
domain of fraud. This analysis revealed several ben-
efits and limitations emerged.

One of the significant benefits observed was the
ability of the method to accommodate various
forms of evidence. This capability is particularly
important in fraud cases, which often involve in-
terpreting financial documents, emails, and other
circumstantial evidence. The scenario idioms facil-
itated the construction of a narrative that linked
these various pieces of evidence into a coherent
whole, assisting legal decision makers in their as-
sessments.

However, the study also identified several lim-
itations. Fraud cases often require more complex
Bayesian networks, which can be challenging to
construct and validate. The merging of different
stories into a single network introduced significant
semantic challenges, such as nodes that must be
false according to one scenario but true according
to another, and the appearance where nodes func-
tion as constraint nodes when they should not.

In addition, the challenge of establishing accurate
prior probabilities within the network remains an
issue. The presumption of innocence requires set-
ting priors that favour the defendant, but determin-
ing the exact value of these priors is not straight-
forward and can significantly impact the outcomes
of the network.

Future research should continue to improve these
methods, address their limitations, and explore
their application to other types of legal cases.

In conclusion, the adaptation of Bayesian net-
works with scenario idioms for fraud cases might
offer an approach to legal evidence analysis. Al-
though scenario idioms offer structure, they require
careful design to ensure semantic and logical consis-
tency, crucial for reliable and transparent evidence
interpretation.
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A Conditional probability tables

A.1 Scenarios

The truth tables of the scenario nodes (A.1 and A.2) represent the priors of the networks. The main
issue of this representation is that there is no prior available. As explained in Chapter 3, a presumption
of innocence resulted in the following CPTs:

state value
false 0.9
true 0.1

Table A.1: CPT for Scenario prosecutor

state value
false 0.1
true 0.9

Table A.2: CPT for Scenario defendant

When the two scenarios are merged, a constraint node is connected to each of the scenario nodes.
There is a connection from each scenario node to the constraint node. The constraint node has values
corresponding to each scenario and one additional value, NA (not applicable), indicating an illegal
combination of nodes. The CPT is designed so that, unless exactly one scenario is true, the constraint
node will have the value NA. The constraint node is set to ensure that the prior probabilities of the
scenario nodes behave as desired, while setting the probability of NA to 0 ensures that multiple scenarios
cannot be true simultaneously, nor can it be that none of the scenarios are true Fenton et al. (2013).

scenario defendant F T
scenario prosecutor F T F T
scenario prosecutor T 0 1 0 0
scenario defendant T 0 0 1 0
NA 1 0 0 1

Table A.3: CPT for Constraint node

A.2 Elemental nodes

For the Private use node (A.4), if the scenario node is true, this node must also be true. On the other
hand, if the scenario node is false, it remains possible that the car was used for private purposes, but
this is considered unlikely.

scenario prosecutor F T
private use F 0.7 0
private use T 0.3 1

Table A.4: CPT for Private use

Similarly, for the Integrity officer approval node (A.5), if the scenario node is true, then the Integrity
officer approval node must also be true. If the scenario node is false, it is still possible that the lease
agreement was approved by an integrity officer. This is considered to be likely.

scenario defendant F T
integrity officer approval F 0.3 0
integrity officer approval T 0.7 1

Table A.5: CPT for Integrity officer approval
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The Lower than market price node presents a challenge due to the conflicting scenarios proposed by
the prosecution and the defence. According to the CPT for this node (A.6), if the prosecution’s scenario
is true while the defence’s scenario is false, then the Lower than market price node must indeed be true.
This aligns with the prosecution’s argument that the car was rented for less than the market value.
However, the situation becomes more complex when the defence scenario is true and the prosecution

scenario is false. Semantically, to support the defence’s claim that the car was not rented below the
market price, this node should be false. This creates a contradiction with the theory of the scenario
idiom, which says that if a scenario is true, all its associated nodes should also be true. According to this
theory, for the defence’s scenario to be true, the Lower than market price node would incorrectly have
to be true, implying the car was rented below market price.
To resolve this conflict and accurately model the network, we prioritise the semantic meaning of the

element over the rigid application of the scenario idiom theory. This adjustment ensures that the network
faithfully represents the defence scenario, in which the car was not rented for less than the market price,
maintaining logical consistency.
Since this node is connected to both scenario nodes, it functions as a constraint node. This means

that, in theory, it enforces a rule where multiple scenarios cannot be true simultaneously, nor can it
allow a situation where none of the scenarios are true. Typically, in a constraint node, this situation is
represented as “NA”. However, in this particular case, applying such a constraint is not feasible. The
constraint node in the network will ensure that these two combinations (both scenarios being true and
both scenarios being false) will not occur.

scenario defendant F T
scenario prosecutor F T F T
lower than market price F 0.7 0 1 0
lower than market price T 0.3 1 0 1

Table A.6: CPT for Lower than market price

The CPTs for the two helper nodes use an OR structure, which simplifies the complexity of certain
nodes by ensuring that if any contributing factor is true, the helper node itself will be true. This structure
is based on the principle expressed in Equation A.1

Pr(C = T |A = T,B = T )

Pr(C = T |A = T,B = F )
≤ Pr(C = T |A = F,B = T )

Pr(C = T |A = F,B = F )
(A.1)

For the first helper node A.7, if either the Private use node or the Lower than market price node is
true, the helper node will also be true. This is represented in the CPT as follows: If both contributing
nodes are false, the helper node is false; if either one or both of the contributing nodes are true, the helper
node is true. This OR structure is useful in scenarios where the truth of any single element justifies the
truth of the overall helper node.

private use F T
market price F T F T
helper node1 F 1 0 0 0
helper node1 T 0 1 1 1

Table A.7: CPT for Helper node 1

Similarly, the second helper node aggregates the influences of multiple nodes. For example, if the
Integrity officer approval node is true, the second helper node will be true. The CPT for this node also
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follows the OR structure: It is false only if all contributing nodes are false; it is true if any one of the
contributing nodes is true. This approach ensures that the presence of any significant evidence supports
the helper node, simplifying the complexity of the network while maintaining logical consistency.
As explained in the method section, the node representing whether there should have been reasonable

suspicion of fraud is split into two nodes.
The node representing reasonable suspicion is structured as follows:

scenario prosecutor F T
helper node1 F T F T
reasonable suspicion F 0.9 0.1 0 0
reasonable suspicion T 0.1 0.9 1 1

Table A.8: CPT for Reasonable suspicion

If the prosecution’s scenario is false and the helper node is also false, it is very likely that there is no
reasonable suspicion.
Similarly, the node representing no reasonable suspicion follows the same structure, but the interpre-

tation is inverted. If the defendant’s scenario is false and the helper node is also false, it is very likely
that the defendant was not obligatory to have reasonable suspicion at the situation.

scenario defendant F T
helper node2 F T F T
no reasonable suspicion F 0.9 0.1 0 0
no reasonable suspicion T 0.1 0.9 1 1

Table A.9: CPT for No reasonable suspicion

An additional node in the network is the Interpretation of calculations node (A.10). This node captures
the ambiguity in how financial calculations are interpreted within the context of the case. The node
influences the evidence node and is defined with equal probabilities for being true or false:

state value
defence 1
prosecutor 1

Table A.10: CPT for Interpretation of calculations

A.3 Evidence nodes

The CPT for the evidence node Documentation represents the relationship between the presence of docu-
mentation and the approval by an integrity officer. If the integrity officer approval is false, the probability
of not having documentation is very likely (0.9), while the probability of having documentation is very
unlikely (0.1). This aligns with the expectation that in the absence of approval, supporting documenta-
tion is likely to be absent. If the integrity officer approval is true, the probability of having documentation
is very likely (0.9), and the probability of not having documentation is very unlikely (0.1). This reflects
the expectation that when approval is granted, it is usually documented.
The CPT for Discount on lease agreement represents the relationship between the presence of a

discount on the lease agreement and whether the lease price is lower than the market price. If the lease
price is not lower than the market price (false), the probability of not having a discount on the lease
agreement is very likely (0.9), while the probability of having a discount is very unlikely (0.1). This aligns
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with the expectation that without a discount, the lease price is likely to be at or above the market rate.
If the lease price is lower than the market price (true), the probability of having a discount on the lease
agreement is very likely (0.9), and the probability of not having a discount is very unlikely (0.1). This
reflects the expectation that a lease price below the market rate is usually associated with some form of
discount.

integrity officer approval F T
documentation F 0.9 0.1
documentation T 0.1 0.9

Table A.11: CPT for Documentation

lower than market price F T
discount on lease agreement F 0.9 0.1
discount on lease agreement T 0.1 0.9

Table A.12: CPT for Discount on lease agreement

The CPT for Emails represents the relationship between the presence of emails indicating private use
of the vehicle and whether the vehicle was indeed used for private purposes. If the vehicle was not used
for private purposes (false), the probability of not having emails indicating private use is very likely
(0.9), while the probability of having such emails is very unlikely (0.1). This aligns with the expectation
that in the absence of private use, there would likely be no emails suggesting otherwise. If the vehicle
was used for private purposes (true), the probability of having emails indicating private use is very likely
(0.9), and the probability of not having such emails is very unlikely (0.1). This reflects the expectation
that private use would be documented or discussed in emails.
The evidence table for Interpretation of calculations is structured to represent the relationship between

the interpretation of financial calculations and whether the lease price is considered lower than the market
price, as viewed by both the defence and the prosecution. This CPT indicates that the interpretation of
the financial calculations is heavily influenced by the perspectives of both the defence and the prosecution.
The interpretation of each support their respective arguments whether the lease price is lower than the
market price.
From the defence perspective, if the lease price is not lower than the market price (false), it is very

likely (0.9) that the interpretation calculations will align with this view and it is very unlikely (0.1)
that they will indicate otherwise. If the lease price is lower than the market price (true), the probability
that interpretation calculations align with this view is very unlikely (0.1), and the probability that they
indicate that the lease price is lower than the market price is very likely (0.9).
For the prosecution’s perspective, if the lease price is not lower than the market price (false), it is very

unlikely (0.1) that the interpretation calculations will align with this view and it is very likely (0.9) that
they will indicate otherwise. If the lease price is lower than the market price (true), the probability that
interpretation calculations align with this view is very likely (0.9), and the probability that they indicate
that the lease price is not lower than the market price is very unlikely (0.1).

private use F T
emails F 0.9 0.1
emails T 0.1 0.9

Table A.13: CPT for Emails

interpretation calculations defense prosecutor
lower than market price F T F T
hindriks calculations F 0.1 0.9 0.9 0.1
hindriks calculations T 0.9 0.1 0.1 0.9

Table A.14: CPT for Hindriks calculations
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