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Abstract
This thesis is discussing a model inspired by the 2021 paper by Smith
et al. In that paper, the introduction of a self-incompatible mating
type into a unisexual population is investigated. This thesis delves
deeper into the dynamics of a population of semi-self-incompatible in-
dividuals: a transition state from unisexually reproducing individuals
to completely self-incompatible individuals.
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1 Introduction

One of the biggest challenges of sexually reproducing organisms is finding a
suitable mate. Locating a mate is sometimes already a hard task, so finding
out that you are of incompatible sex is a hindrance in the pursuit of repro-
ducing. Biologically, it would therefore, naively, make sense that traits for
indiscriminately mating are selected for, while individuals that have trouble
finding mates are selected against. However, it is found that most organ-
isms are not free to mate indiscriminately. In humans we see a two sexes
system, a female and a male can produce offspring, while a male and male
or a female and female are not able to do this. The sex chromosomes of
Animalia are therefore what you would call self-incompatible.

In the 2021 paper by Smith et al. the case of a totally unisexual population
is considered, a population where every individual is free to mate indis-
criminately. In that paper, the mating type of individuals are discussed,
which the reader can crudely think of as the ancestor of sex chromosomes.
Most models of early evolution of sexual reproduction consider this unisex-
ual mating type as the ancestor of the self-incompatible mating types [1].
The paper then investigates the introduction of self-incompatible (SI) mat-
ing types into this population and looks at which mating type sweeps into
fixation with which parameters.

However, the model by Smith et al. gives rise to some questions. For ex-
ample, the sudden introduction of SI mating types does not have a sound
biological explanation. In an evolutionary sense, the self-incompatible mat-
ing type would make sense as slowly evolving from the unisexual type. A
certain individual has lower chance of mating with its own type than mating
with the rest of the types. This intermediate form could then give rise to
a totally self-incompatible mating type. The goal of this thesis is to look
at a semi-self-incompatible (SSI) mating type population and see what the
dynamics of such a population are. This could give an intuition for further
papers where from a unisexual population, gradually, self-incompatible mat-
ing types arise.

As this thesis views the problem through a mathematical lens, the use of
biological jargon will be limited. Some terminology will be explained in this
section, for the general understanding of the reader. A haploid population
is a population where all the individuals have cells with a single set of chro-
mosomes, as opposed to a diploid population, where cells have two sets of
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chromosomes. In this thesis, the population that is discussed will always
be of the haploid type. A DNA sequence is composed of alleles, which are
different forms of a gene. Alleles can for example change eye colour, or influ-
ence nothing. Alleles are located at a place in the DNA sequence, called the
locus. Demes refers to a certain subpopulation that can interbreed. When
this thesis uses the term deme, you can think of the designated group being
on another island than the main population, where interaction with other
islands can occur through ‘migration’. When considering parents in a pop-
ulation model, one parent is considered the ‘searching’ parent, that is called
the focal parent.

A mathematical preliminary rooted in biology is the Moran model. First
introduced in 1958 by Patrick Moran [2], this model is used to describe the
stochastic behaviours of a population over time. In a neutral Moran model
for a haploid population of size N, the total rate of reproduction events oc-
curring is

(
N
2

)
. When such an event occurs, a pair of individuals is chosen

uniformly at random from the population, where one individual dies, and
the other produces one offspring. The offspring inherits the type of the par-
ent and the population size stays the same.

The Moran model can be modified to model a sexually reproducing pop-
ulation. As a reproduction event occurs, a trio of individuals is chosen
uniformly at random from the population, where one is chosen to die, and
the offspring inherits genetic material from the two other individuals. This
inheritance of genes is further explained in Section 2.

In this thesis, we will first look at the model introduced in the 2021 paper
by Smith et al. and explain the slight changes we made to it in Section 2.
After this, to aid the reader in the understanding of the rest of the paper,
Section 3 explains diffusion processes as these are widely used in the field
of population dynamics. In Section 4 we will state the main results found
in this thesis and shortly review what they mean for the model. In the
following section, Section 5, we will show how we achieved the main results.
Finally, we will conclude and discuss on our findings in Section 6.

2 Model

In our model, we consider a population that can reproduce both asexually
and sexually. This is therefore considered as a special case of the Moran
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model, where if asexual reproduction occurs the model reverts back to the
neutral Moran model, and otherwise it becomes the model briefly explained
at the end of the introduction. For simplicity’s sake, the rate at which an
individual enters a reproductive phase is set to t. In our model, the ratio
of sexual and asexual reproduction can be captured by ν̄ ∈ [0, 1], which will
govern the proportion of the mating events that are sexual.

To be precise, an individual attempts to reproduce asexually at rate t(1− ν̄).
Upon being chosen for an asexual reproduction event, a new individual is
born that inherits the mating type of its parent. On the other hand, an
individual reproduces sexually at rate tν̄, where it inherits genetic material
from both parents when the mating attempt is successful. The dynamics of
this inheritance is explained in Section 2.3.

2.1 Replacement

As has been explained about the Moran model, in both type of reproduction
events, the new individual replaces another individual in the population. A
uniformly random individual is chosen to die, so that the new individual can
take its place and the total amount of individuals stays equal to N .

2.2 Mating rounds

After having briefly introduced the different mating types, a clear distinction
will be made between different mating types. Considering sexual reproduc-
tion, the self-incompatible (SI) mating type is a mating type that can mate
with any mating type other than itself. For example, a mating type a in-
dividual can mate with individuals of type b, c, d, etc. but not with a type
a individual. The unisexual mating type can mate indiscriminately, and
therefore a sexual reproduction event always ends in success. The semi-self-
incompatible (SSI) mating type is a hybrid of the previous two types, that
can mate with any type, but has a preference for types other than its own.

During each sexual mating attempt, a potential mate is chosen uniformly
at random from the N − 1 remaining individuals. In the original model by
Smith et al. [3], the mating attempt of an SI individual would be rejected
once it is instigated with an individual of the same mating type. In this the-
sis, that condition is relaxed for the SSI individuals. A parameter ρ ∈ [0, 1]
describes the probability that an attempt of an SSI individual reproducing
with the same mating type is successful.
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The number of attempts an individual gets at sexual reproduction is a ran-
dom value A. Fixing a value c > 0, we choose A to be geometrically dis-
tributed with parameter 1− e−c leading to

P[A > n] = e−cn, n ≥ 1.

This can be understood as, after each attempt, the individual decides to stop
mating with probability 1 − e−c independently. Therefore, the probability
of the number of mating attempts being equal to n becomes

P[A = n] = e−c(n−1)(1− e−c), n ≥ 1. (2.1)

Note here that this probability stands for the individual giving up for the
first time after the nth attempt.

Limits give interesting properties of this distribution. The limit c → ∞
corresponds to a high mating cost for individuals, which results in them,
asymptotically, only having one attempt, since P[A = 1] goes to one as
1− e−c grows close to one. The limit c → 0 is the case where mating cost is
low, and therefore the number of mating attempts go to infinity.

2.3 Recombination

When a sexual mating attempts ends in success, we need to understand
which genes are inherited from which parent so that we know the effect of
the reproduction event on the genetic composition of the population. As we
consider a haploid population with distinct mating types, the mating type
of an individual is determined by an allele at a single locus. The genome
of the individuals in the population is considered to be so long, that we ap-
proximate the position of the mating type locus by a single point m within
the normalized genome length [0, 1].

l m

d

l mr

P(r between l and m)

= d

l mr

P(r outside l and m)

= 1− d

Figure 1: A quick visual representation of the inheritance of genes, if r is
placed uniformly on the genome.
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Progeny inherits genetic material from both parents as follows: a recom-
bination site r is uniformly selected at random on the normalized genome.
The offspring inherits the genetic material left of the chosen recombination
point r from one random parent and the genetic material right of r from the
other parent. In this thesis, a neutral genetic marker at position l ∈ [0, 1]
on the genome is considered. We use this to track the effect of mating types
on genetic diversity. The allelic type of this marker has no influence on an
individual’s mating type. The distance on the genome between the locus
of the mating type and the locus of the neutral marker will be denoted by
d = |m − l|. Therefore, the probability that mating type and the neutral
marker are inherited by different parents is set to d, as the recombination
site is chosen uniformly and the locus of the mating type m and neutral
marker l are a distance d apart. When considering genetic diversity on a
separate chromosome from the mating type, d is set to 1

2 . This ensures that
there is no linkage between the neutral marker and mating type.

l m

d = 1
2

r

l m r

Figure 2: With d being equal to 1
2 , we can see that there is no linkage

between neutral marker and mating type.

2.4 Mutation

Lastly, in correspondence to biological processes in nature, a mutation event
will be added to the model, regardless if the reproduction is sexual or asex-
ual. For simplicity’s sake, the possibility of mutating mating types is not
considered in this thesis and only mutation at the neutral locus is possible.
If mutation occurs at this locus l, it mutates to a new allele not present in
the population at that time (the neutral locus has choice of an endless set
of alleles {a1, a2, ...}). For the probability of a mutation event occurring,
the parameter µ̄ ∈ [0, 1] is chosen. After any reproduction event (sexual
or asexual) the genetic material is incorrectly transmitted (mutation) with
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probability µ̄. Where µ̄ = 0 would therefore be the artificial case that no
mutation occurs in the model.

3 Diffusion process

To aid the reader in the understanding of the model, this section will intro-
duce diffusion processes, as they play a big role in the field of genetics to
describe the limiting evolution of a population as its size tends to infinity.

Definition 3.1 (Diffusion process). A k-dimensional diffusion process is a
Markov process in Rk with continuous sample paths. A diffusion process is
described by the drift and diffusion coefficients, that describe the mean and
covariance in the change of each coordinate Xi(t) over an infinitesimal time
period.

A special case: a standard Brownian motion (B1
t , ..., B

k
t ) multiplied by

Σ ∈ Rk×k and added to A for A ∈ Rk is a diffusion process with con-
stant drift A and constant diffusion Σ.

By the Markov property, the drift and diffusion at time t can depend on the
position of the diffusion at time t, but not on t. In population dynamics
this makes sense, as the population’s behaviour is influenced by the amount
of individuals of type i there were at time t. Pick i, j = 1, ..., k and h > 0,
then set ∆hXi(t) := Xi(t + h) − Xi(t), for the change of X over the time
interval (t, t + h). The following equations, as seen in Chapter 1.3 of the
lecture notes by Etheridge [4], then determine the elements of the drift and
diffusion coefficients respectively.

Definition 3.2 (Drift and diffusion). The drift coefficients for a diffusion
process1:

ai(x) := lim
h↘0

1

h
E[∆hXi(0)|X(0) = x]. (3.1)

The diffusion coefficients for a diffusion process:

bij(x) := lim
h↘0

1

h
E[∆hXi(0)∆hXj(0)|X(0) = x]. (3.2)

1Note here that the a and b are swapped from the notation by Smith et al. This choice
was made by the author as there was no apparent reason why bi and aij were chosen by
Smith et al. and a comes earlier in the alphabet than b
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By looking at Definition 3.2, the following result is achieved about bij(x).

Proposition 1. The matrix b(x) is positive semi-definite for all x.

Proof. If we take σ as the decomposition matrix of b and zi as factors of
the vector z̄, we can say that

∑
i,j

zibijzj =
∑
i,j,k

ziσi,kσj,kzj =
∑
k

(∑
i

ziσi,k

)2

≥ 0.

So b(x) is a positive semi-definitive matrix, which makes sense as it ex-
presses the covariance in the change of each coordinate Xi(t), and it is thus
possible to be expressed as b(x) = σ(x)σ(x)T .

Then {X(t)}t≥0 describes the solution to the system of stochastic differential
equations

dXi(t) = ai(X(t))dt+
k∑

j=1

σij(X(t))dBj(t), (3.3)

where B1, ..., Bk are independent Brownian motions. This can be approxi-
mated, for very small h, by

Xi(t+ h) ≈ Xi(t) + ai(X(t))h+
k∑

j=1

σij(X(t))
√
hξj(t),

where, for each j = 1, ..., k and t ≥ 0, ξj(t) is a standard normal random
variable and ξi(t) and ξj(s) are independent if either i ̸= j or t ̸= s.

Diffusion processes can occur as the limit of a sequence of Markov processes
with increasingly frequent but diminishing jumps. This can be viewed as a
generalisation of Donsker’s Theorem, Theorem 8.1.4 in Probability theories
and examples by Durrett [5], that states that scaling the time steps of a
random walk by 1

n and the increment by 1√
n
results in a Brownian motion.

Consider a sequence of continuous time Markov processes {XN}∞N=1, where
XN takes values in SN ⊆ Rk. Then the following coefficients can be defined,
which are the counterparts of drift and diffusion coefficients for a finite
population.
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aNi (x) := lim
h↘0

1

h
E[∆hX

N
i (0)|XN (0) = x]

bNij (x) := lim
h↘0

1

h
E[∆hX

N
i (0)∆hX

N
j (0)|XN (0) = x].

Theorem 3.1. If for all R < ∞, aNi and bNij get close to ai and bij respec-

tively as N goes to infinity and a tightness condition holds, then XN ⇒ X
in Rk as N → ∞. Here, ⇒ denotes weak convergence in the space of càdlàg
paths equipped with the Skorokhod topology.

Where càdlàg paths stand for paths that are continuous from the right and
converging from the left, and the Skorokhod topology informally is a topol-
ogy of almost uniform convergence with the allowance of jumps being made
[6]. The proof of this Theorem is beyond the scope of this thesis, and there-
fore the reader is referred to Theorem 7.1 and Lemma 8.2 in Durrett [7].

When we express this mathematically, this leads to the following three con-
ditions:

lim
N→∞

sup
|x|≤R

|aNi (x)− ai(x)| = 0, sup
x∈[0,1]k

|ai(x)| < ∞,

lim
N→∞

sup
|x|≤R

|bNij (x)− bij(x)| = 0, sup
x∈[0,1]k

|bij(x)| < ∞,
(3.4)

and

lim
N→∞

sup
|x|≤R

lim
t↘0

1

t
E[|XN (t)−XN (0)|4|XN (0) = x] = 0. (3.5)

This expression has an equivalent expression explained in Section 1.3 by
Etheridge [4], where a sequence of transition rates, defined as

d

dt
P[XN

t ∈ A|XN
0 ]|t=0 = QN (x,A),

needs to satisfy the following three conditions for all R > 0:∫
Rk

(yi − xi)(yj − xj)Q
N (x, dy) = bNij (x) → bij ,∫

Rk

(yi − xi)Q
N (x, dy) = aNi (x) → ai(x)
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and ∫
Rk

|y − x|4QN (x, dy) = γN → 0. (3.6)

Eq. 3.5 or, equivalently, Eq. 3.6 guarantees that the discrete process does
not make jumps of macroscopic scale, which is a necessary condition for a
limit process to be continuous.

4 Results

Two main results have been achieved in this thesis. One regards the stabil-
ity of the fixed points of the proportions of mating types in the population.
The other regards the diffusion process that the system investigating the ge-
netic diversity in the mating type i deme approximates as N goes to infinity.

Theorem 4.1. The stability of the fixed point p∗ of the system decreases as
ν̄ and c decrease or k and ρ increase.

What is interesting to see is that all these values stand for an increase in
successful reproduction. As ν̄ decreases, the population tends to reproduce
asexually, which decreases the chance of a failed mating attempt. As c
decreases, we have seen the limit of the amount of mating attempts go to
infinity, which means that with more mating attempts, the total chance of
one being successful increases. With k increasing, there are more mating
types in the population and therefore the chance of picking the same mating
type and a mating attempt failing is smaller. Lastly, as ρ increases, the
population tends to a unisexual mating type population, from which we
have seen that mating attempts always end in success.

Theorem 4.2. As N goes to infinity, the system modelling genetic diversity
tends to the solution of the stochastic differential equation

Xi(t) = xi −
∫ t

0
µXi(s)ds+

∫ t

0

k∑
j=1
j ̸=i

mij(p, c)(Xj(s)−Xi(s))ds

+

∫ t

0

√
2

pi
Xi(s)(1−Xi(s))dBi(s).

(4.1)

What is interesting to note is that this differential equation is almost the
same as the one proposed by Smith et al. However the slight difference is
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nested in the mij
2, the transition rates from one mating type to another. We

will see in Section 5.4 that only the factor with mij originates from sexual
reproduction in the SDE and it would therefore make sense for it to be the
only one to change when we change the dynamics of sexual reproduction.

5 Analysis

In this section, the model introduced in Section 2 will be investigated to
prove the main Theorems given in the Results section. If the reader has
forgotten about the way the model works, we urge them to go back and
revisit Section 2 to ensure that this section will make sense.

5.1 Asexual reproduction

Asexual reproduction, which happens at rate t(1− ν̄) for a given individual,
occurs at rate tN(1 − ν̄) in a group of N individuals. When such an event
occurs, a mating type i individual is picked from the population proportional
to its frequency, p̄i =

Ni
N , and an individual of mating type j is assigned death

with probability proportional to its frequency, p̄j . Thus, the probability per
unit time of mating type i increasing by one, as mating type j decreases by
one during asexual reproduction is

tN(1− ν̄)
Ni

N

Nj

N
. (5.1)

5.2 Sexual reproduction

For investigating the dynamics of the probability of mating type i increasing
by one and type j decreasing by one through sexual reproduction per unit
time, we need some extra analysis. In Section 2.2 we discussed the probabil-
ity of a mating attempt being successful, here we will find a mathematical
expression for this probability. At a given mating attempt, an SSI individual
of the mating type i attempts to mate with an individual of mating type
j with probability proportional to the individuals with mating type j. If j
is different from i, the attempt is always successful. If j = i the attempt
succeeds with probability ρ. Creating a sum where the mth attempt is a

2Note here that mij denotes the transition rate of SSI individuals in this paper and
m∗

ij denotes that of SI individuals as opposed to mij denoting the transition rate of SI
individuals in Smith et al.
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successful mating attempt, we need the first m − 1 mating attempts to be
with the same mating type and probability (1 − ρ) to ensure failure, this
yields the equation

θNij (c, ρ) :=

∞∑
n=1

P[A = n]

n∑
m=1

(
(1− ρ)

Ni − 1

N − 1

)m−1 Nj

N − 1

= (1− e−c)ec
∞∑
n=1

e−cn
1−

(
(1− ρ)Ni−1

N−1

)n
1− (1− ρ)Ni−1

N−1

Nj

N − 1

=
1

1− (1− ρ)e−c Ni−1
N−1

Nj

N − 1
,

(5.2)

where the expression for P[A = n] comes from Eq. 2.1.

The second case is the probability that a reproductive event of a type i SSI
individual results in a sexual reproduction with another type i individual.
This will keep the equation almost completely the same, only that the mth
successful mating attempt is with a type i individual with probability ρ for
it being successful. This garners:

θNii (c, ρ) :=

∞∑
n=1

P[A = n]

n∑
m=1

(
(1− ρ)

Ni − 1

N − 1

)m−1

ρ
Ni − 1

N − 1

=
ρ

1− (1− ρ)e−c Ni−1
N−1

Ni − 1

N − 1
.

(5.3)

Then the probability of a type i SSI individual finding a compatible mate
in a population with k distinct mating types equals the sum of θij with j
ranging from 1 to k:

θNi (c, ρ) :=
k∑

j=1

θNij (c, ρ) = θNii (c, ρ) +
k∑

j=1
j ̸=i

θNij (c, ρ)

=
ρ

1− (1− ρ)e−c Ni−1
N−1

Ni − 1

N − 1
+

1

1− (1− ρ)e−c Ni−1
N−1

(1− Ni − 1

N − 1
)

=
1

1− (1− ρ)e−c Ni−1
N−1

(
1− (1− ρ)

Ni − 1

N − 1

)
.

(5.4)
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Sexual reproduction attempts occur in the population at total rate tNν̄.
Three cases are considered for creating a progeny of type i: the first is that
the focal parent is of type i and mates with another type i individual, which
creates type i individuals with probability 1. The second is where a focal
parent of type i mates with another type and produces type i offspring with
probability 1

2 . The last is that the focal parent is of type l ̸= i and produces
type i offspring with probability 1

2 by mating with a type i individual. The
equation expressing the gaining of a mating type i individual and the loss
of a type j individual through one sexual reproductive event for k distinct
mating types becomes

1
2 tNν̄

2Ni

N
θNii (c, ρ) +

k∑
l ̸=i

Ni

N
θNil (c, ρ) +

k∑
l ̸=i

Nl

N
θNli (c, ρ)

 Nj

N
(5.5)

with θNli (c, ρ) from Eq. 5.2.

5.3 System dynamics and fixed points

For convenience, the reproductive rate t will be set to N . Summing Eq. 5.1
and 5.5, all cases of type i increasing and j decreasing through a reproductive
event are expressed in one equation. Therefore the rate of the system transi-
tioning from stateN = (N1, N2, ..., Nk−1) toN

(i,j) = (..., Ni+1, ..., Nj−1, ...)
can be expressed as Tij(N), with

Tij(N) = N2(1−ν̄)
Ni

N

Nj

N
+1

2N
2ν̄

2Ni

N
θNii (c, ρ) +

k∑
l ̸=i

Ni

N
θNil (c, ρ) +

k∑
l ̸=i

Nl

N
θNli (c, ρ)

 Nj

N
.

We want to study the probability of being in state N at time t. This is
expressed as ΦN(t), which is given by equation

dΦN(t)

dt
=
∑
i,j

[
Tji(N

(i,j))ΦN(i,j)(t)− Tij(N)ΦN(t)
]
, (5.6)

where the net change is equal to the rate at which state N is entered minus
the rate at which state N is left [8].

Now we consider a change of variables by dividing N by the number of
individuals N , where p̄i = Ni

N is the proportion of a certain mating type
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in the population. This creates the states p = (p̄1, p̄2, ..., p̄k−1) and p′ =
(..., p̄i +

1
N , ..., p̄i − 1

N , ...). Additionally, we make the transformation of
τ = t

N
3 to ‘slow’ time so that macroscopic changes to the make-up of

the population happen in Θ(1) units of time. Taking the Taylor expansion
around 1

N and truncating at order O(N−1) (which is justified as we let
N → ∞), we find that the limiting density ϕ is described by:

∂Φ(p, t)

∂τ
= −

k−1∑
i=1

∂

∂pi
[Ai(p)Φ(p, τ)]. (5.7)

Here Ai(p) is given by

Ai(p) = lim
N→∞

k∑
j=1

1

N2
[Tij(pN)− Tji(pN)]

=
ν̄

2
lim

N→∞

k∑
j=1

[
2
Ni

N

Nj

N
θNii (c, ρ) +

k∑
l ̸=i

Ni

N

Nj

N
θNil (c, ρ) +

k∑
l ̸=i

Nl

N

Nj

N
θNli (c, ρ)

− 2
Nj

N

Ni

N
θNjj(c, ρ) +

k∑
l ̸=j

Nj

N

Ni

N
θNjl (c, ρ) +

k∑
l ̸=j

Nl

N

Nj

N
θNlj (c, ρ)

]

=
ν̄

2

k∑
j=1

[
pipj

(
1− 2(ρ− 1)pi
1− (1− ρ)e−cpi

− 1− 2(ρ− 1)pj
1− (1− ρ)e−cpj

)]
|pk=1−

∑k−1
j=1 pj

,

where pi = limN→∞ p̄i.

Eq. 5.7 is equivalent to the ODE

dp

dτ
= Ai(p). (5.8)

From this system, we can find the fixed points for the proportions of the
population. First, let us look at some results from linear algebra regarding
fixed points of a system.

Definition 5.1 (Fixed point). A fixed point of an ODE has derivatives
w.r.t. time equal to zero.

3This is a different notation from the paper by Smith et al. , where it is denoted by
τ = tN . This must have been a mistake in notation by Smith et al. as their calculations
also use τ = t

N
.
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Essentially, what this means for us is that we are looking for the answers to
the equation:

Ai(p) =
ν̄

2

k∑
j=1

[
pipj

(
1− 2(ρ− 1)pi
1− (1− ρ)e−cpi

− 1− 2(ρ− 1)pj
1− (1− ρ)e−cpj

)]
|pk=1−

∑k−1
j=1 pj

= 0.

(5.9)

From this equation, we can derive that anything that picks pi = pj will
result in Ai(p) being equal to zero. As pi’s stand for the proportions in
the population, we need the sum of all these to be equal to 1. This leaves
one option for the fixed point, where all pi’s are equal to 1

k for a population
with k mating types. This would mean that each mating type is equally
represented in the population. Interesting to check is whether this fixpoint
is attracting (asymptotically stable), as this would mean the system will
tend towards this point.

Theorem 5.1. A fixed point of a system of differential equations is asymp-
totically stable if the real parts of the eigenvalues of the Jacobian of the
system evaluated at the fixed point are negative.

The proof of this Theorem is beyond the scope of this paper, but it can be
found in Chapter 3.1 in Differential Equations, Dynamical Systems, and an
Introduction to Chaos, Second Edition by R. Devaney and M.W. Hirsch[9].
When calculating the Jacobian at the fixed point p∗, we get a (k−1)×(k−1)
matrix looking like

Jii =
ν̄2e2c(2ec + 1)(ρ− 1)

((ρ− 1) 1k + ec)3
∀ i,

Jij = 0 ∀ i ̸= j.

(5.10)

Note here that the Jacobian is already diagonal, so the eigenvalues are the
entries on the diagonal. The denominator of the fraction is positive and
ν̄2e2c(2ec + 1) also is, and since ρ ∈ [0, 1] it means that (ρ − 1) is negative
and therefore the eigenvalues of the system are non-negative. Note here
that the case where the eigenvalues are zero is the case that ρ is equal to 1
and we are dealing with a unisexual population. This would mean that it
is an attractive fixed point, and the system will tend to it if given the chance.
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Corollary 5.1.1. The stability of a fixed point decreases as the real parts of
the eigenvalues of the Jacobian evaluated at the fixed point get bigger (closer
to zero).

With this lemma, the proof of Theorem 4.1 is complete. From Eq. 5.10
we can deduce that the stability decreases as ν̄ and c decrease and k and ρ
increase.

As this paper looks into the dynamics of SSI mating types, it is interest-
ing to say something about the results regarding ρ. As ρ increases and the
eigenvalues get closer to zero, the population tends more to a unisexually
reproducing population. In a totally unisexual population mating types are
considered obsolete, as anyone can mate with anyone regardless of what
mating type they have. Since mating attempts are always successful in this
system, we would expect more erratic behaviour in the proportions of the
population, and N

k would not represent a fixed point.

When a mutation event occurs that introduces a new type (k → k+ 1), the
fixed point (with p̄k+1 ≈ 0) becomes unstable, however the fixed point with
p̄i =

1
k+1 for all i is stable with eigenvalues equal to those in Eq. 5.10, only

then with k + 1 instead of k.

5.4 Diffusion approximation

From now on, it is assumed that both mutation at locus l and sex are rare,
as this assumption makes it able to find interesting results about the system.
It will be assumed that for ν > 0 and µ > 0,

ν̄ =
ν

N
,

and

µ̄ =
µ

N
,

where ν is interpreted as the average number of sexual mating rounds per N
reproductive events, and µ is the average number of successful reproductive
events with mutation per N successful reproductive events.

Recall that we have introduced a neutral genetic marker at locus l. This
marker can contain one allele of an infinite set of alleles {a1, a2, ...}. To
track the genetic diversity in the mating type i deme, we define the following
equation.
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Definition 5.2.

XN
i (t) :=

#{Type i individuals carrying allele a1 at locus l at time t}
Ni(t)

,

(5.11)
is a Markov process that tracks the proportion of individuals of the ith mating
type carrying the allele a1 at the neutral marker at time t.

As we have seen in Section 5.4, XN
i (t) will approximate a diffusion process.

This means that it will converge to some Xi(t), which is the solution of the
stochastic differential equation introduced in Theorem 4.2.

In Eq. 5.11 we can see that both the numerator and the denominator will
change over time in the system. In order to make only one of these de-
pend on time, we will fix the proportion of type i individuals. By using our
knowledge from Section 5.3, we can set Ni(t) to N

k , as we know that the
fixed point for proportions 1

k is attracting. By making the population size
N go to infinity, relatively little information is lost, and this seems a good
assumption to simplify our model.

From Definition 5.2, certain terms arise for aNi (x) and bNij (x) with x =

(x1, ..., xk). As their derivation is very similar, the derivation of aNi (x) will
be highlighted and then some changes will be explained to arrive at bNij (x).

The terms of aNi (x) stand for each possible outcome of an individual’s re-
productive phase. Let us first consider the case of asexual reproduction.
Here, individuals of mating type i carrying a1 at the neutral locus l can be
gained by asexual reproduction without mutation. They can also be lost by
being replaced by mutation, or by being chosen to die as an individual of
another type reproduces asexually (in which case the mutation of this other
individual does not matter, as it will replace the i type individual nonethe-
less). This yields the following expression for a first term of aNi (x), with xi
denoting the initial frequency of a1 alleles in the ith mating type deme:

1

Ni
NixiN(1−ν̄)(1−µ̄)(1−xi)−

1

Ni
NixiN(1−ν̄)µ̄xi−

1

Ni
Ni(1−xi)N(1−ν̄)xi,

which simplifies to

−
(
1− ν

N

)
µxi.
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The following six cases are the cases where individuals of type i with allele
a1 at l increase or decrease by 1

Ni
through sexual reproduction without mu-

tation. For clarity, we will refer to individuals of type i with allele a1 at l
as tracked individuals from now on. The first three cases are those where
a tracked individual is gained. So there is no mutation, a non-tracked indi-
vidual is picked to be replaced (with probability 1− xi) and the probability
of inheriting type i conditional on mating with a type j individual is given
by 1

2(dxj + (1 − d)xi). One case considers a type i individual as the focal
parent, another considers type j the focal parent, and the third considers a
type i individual mating with another individual of type i:

1

Ni
Nν̄Ni

k∑
j=1
j ̸=i

θNij (c, ρ)
1
2(dxj + (1− d)xi)(1− µ̄)(1− xi)

+
1

Ni
Nν̄

k∑
j=1
j ̸=i

Njθ
N
ji (c, ρ)

1
2(dxj + (1− d)xi)(1− µ̄)(1− xi).

+
1

Ni
Nν̄Niθ

N
ii (c, ρ)xi(1− µ̄)(1− xi)

The other three cases are those where a tracked individual is lost, so the
typing or allele is inherited from the non-tracked individual and a tracked
individual is assigned death, resulting in:

− 1

Ni
Nν̄Ni

k∑
j=1
j ̸=i

θNij (c, ρ)
1
2(d(1− xj) + (1− d)(1− xi))(1− µ̄)xi

− 1

Ni
Nν̄

k∑
j=1
j ̸=i

Njθ
N
ji (c, ρ)

1
2(d(1− xj) + (1− d)(1− xi))(1− µ̄)xi

− 1

Ni
Nν̄θNii (c, ρ)(1− xi)(1− µ̄)xi

These six terms sum to

(
1− µ

N

) νd

2

 k∑
j ̸=i

Niθ
N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni

 (xj − xi).
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Then the last three terms cover the cases where during a sexual reproduction
phase, a tracked individual is lost due to mutation. One where the focal
parent is of type i and the other of type j and the last where a type i
individual mates with another type i individual.

− 1

Ni
Nν̄Ni

k∑
j=1
j ̸=i

θNij (c, ρ)
1

2
µ̄xi

− 1

Ni
Nν̄

k∑
j=1
j ̸=i

Njθ
N
ji (c, ρ)

1

2
µ̄xi

− 1

Ni
Nν̄Niθ

N
ii (c, ρ)µ̄xi

This simplifies to

− µ

N

ν

2
xi

2θNii (c, ρ) + k∑
j ̸=i

Niθ
N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni

 .

Proposition 2. The counterpart of the drift coefficient for finite popula-
tions:

aNi (x) =−
(
1− ν

N

)
µxi +

(
1− µ

N

) νd

2

 k∑
j ̸=i

Niθ
N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni

 (xj − xi)

− µ

N

ν

2
xi

2θNii (c, ρ) + k∑
j ̸=i

Niθ
N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni

 .

Proposition 3. When N goes to infinity, the ith factor of the drift coeffi-
cient of X(t) is expressed as

ai(x) := −µxi +
νd

2

k∑
j ̸=i

piθij(c, ρ) + pjθji(c, ρ)

pi
(xj − xi), (5.12)

where θij(c, ρ) and θii(c, ρ) are defined by letting N go to infinity in Eq. 5.2
and Eq. 5.3, resulting in:

θij(c, ρ) =
1

1− (1− ρ)pie−c
pj (5.13)
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θii(c, ρ) =
ρ

1− (1− ρ)pie−c
pi.

Proof. To check that aNi (x) converges to this equation, it is needed to check
condition 3.4.

Firstly, let us check that supx∈[0,1]k |ai(x)| < ∞. This boundedness follows
because variables µ, xi, ν and d in the sum stay between 0 and 1. Now
check the second condition:

|aNi (x)− ai(x)| ≤
ν

N
µxi

+
νd

2

 k∑
j ̸=i

∣∣∣∣∣Niθ
N
ij (c, ρ) +Njθ

N
ij (c, ρ)

Ni
− piθij(c, ρ) + pjθij(c, ρ)

pi

∣∣∣∣∣
 |xj − xi|

+
µ

N
νθNii xi

+
µ

N

ν

2

 k∑
j ̸=i

Niθ
N
ij (c, ρ) +Njθ

N
ij (c, ρ)

Ni

 (d|xj − xi|+ xi),

(5.14)

Which goes to zero because the first, third and fourth element go to zero
as N goes to infinity as we divide by N . The second element goes to zero
because as θij is the limit of θNij as N goes to infinity.

When looking at the bNij (x) case, only bNii (x) elements are considered, as

bNij (x) = 0 for all i ̸= j because we keep the demes at equal size (Nk ). These

are derived in the same way as before but now instead of plus or minus 1
Ni

all first elements turn into + 1
N2

i
. Then these new sums cancel to

2
(
1− ν

N

)(
1− µ

N

) N

Ni
xi(1− xi) +

µ

N

(
1− ν

N

) N

Ni
xi,

1

Ni

(
1− µ

N

) ν

2
4θNii (c, ρ)xi(1− xi)+

1

Ni

(
1− µ

N

) ν

2

k∑
j ̸=i

(2xi(1− xi) + d(1− 2xi)(xj − xi))
Niθ

N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni
,
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and

1

Ni

µ

N

ν

2
xi

2θNii (c, ρ) + k∑
j ̸=i

Niθ
N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni

 .

Proposition 4. The counterpart of the diffusion coefficient for finite popu-
lations:

bNii (x) :=2
(
1− ν

N

)(
1− µ

N

) N

Ni
xi(1− xi) +

µ

N

(
1− ν

N

) N

Ni
xi

1

Ni

(
1− µ

N

) ν

2
4θNii (c, ρ)xi(1− xi)+

1

Ni

(
1− µ

N

) ν

2

k∑
j ̸=i

(2xi(1− xi) + d(1− 2xi)(xj − xi))
Niθ

N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni
+

1

Ni

µ

N

ν

2
xi

2θNii (c, ρ) + k∑
j ̸=i

Niθ
N
ij (c, ρ) +Njθ

N
ji (c, ρ)

Ni

 .

(5.15)

Proposition 5. This means that as N goes to infinity, the equation for
bij(x) becomes:

bij(x) :=
2

pi
xi(1− xi), j = i

0, j ̸= i.

(5.16)

Proof. Once again, to check that bNii (x) indeed goes to bii(x), check condition
3.4. Firstly, supx∈[0,1]k |bij(x)| < ∞ holds as all elements are between 0 and
1. Then,

|bNij (x)− bij(x)| ≤

|2
(
1− ν

N

)(
1− µ

N

) N

Ni
xi(1− xi) +

µ

N

(
1− ν

N

) N

Ni
xi −

2

pi
xi(1− xi)|

+
1

Ni

ν

2

[
4xi(1− xi)θ

N
ii (c, ρ) +

k∑
j ̸=i

(2xi(1− xi) + d|1− 2xi||xj − xi|)
Niθ

N
ij (c, ρ) +Njθ

N
ij (c, ρ)

Ni

]

+
1

Ni

µ

N

ν

2

[
(2xi(1− xi) + xi)θ

N
ii (c, ρ)

+

k∑
j ̸=i

(2xi(1− xi) + d|1− 2xi||xj − xi|+ xi)
Niθ

N
ij (c, ρ) +Njθ

N
ij (c, ρ)

Ni

]
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This equation once again goes to zero as N goes to infinity, by the same
logic as Eq. 5.14.

Lastly, it is needed to check the tightness condition given in 3.5. Take
γN as defined in 3.6. It follows from Jensen’s inequality, Theorem 1.5.1 in
Probability theory and examples by Durrett[5], that

|x− y|4 ≤ k
k∑

i=1

|xi − yi|4,

therefore

γN (x) ≤ k
k∑

i=1

∫
Rk

|xi − yi|4QN (x, dy) = k
k∑

i=1

1

N2
i

bNii (x) = k3
k∑

i=1

1

N2
bNii (x).

We can see that the right-hand side of this equation goes to zero, so γN (x) =
0 and the tightness condition is verified.

In this scenario, as N → ∞, the allele frequencies within mating type are
well approximated by a k-dimensional diffusion process which is a solution
to a stochastic differential equation. From Eq. 5.12 and 5.16, the following
SDE arises:

Xi(t) = xi −
∫ t

0
µXi(s)ds+

∫ t

0

k∑
j=1
j ̸=i

mij(p, c)(Xj(s)−Xi(s))ds

+

∫ t

0

√
2

pi
Xi(s)(1−Xi(s))dBi(s),

(5.17)

where Bi’s are independent Brownian motions and mij(p, c) is the migration
rate of from SSI mating type i to SSI mating type j. As seen in Eq. 5.12,
mij(p, c) is characterised by

mij(p, c) :=


νd

2

piθij(c, ρ) + pjθji(c, ρ)

pi
, i ̸= j,

0, j = i.

Which can be rewritten with Eq. 5.13 as:
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mij(p, c) =
νd

2

(
1

1− (1− ρ)e−cpi
+

1

1− (1− ρ)e−cpj

)
pj , i ̸= j.

(5.18)
This is slightly different from the SDE given in the paper by Smith et al.
for SI mating types. The difference lies in the factor containing the mi-
gration rate, which makes sense biologically, as the other two factors arise
from asexual reproduction and this is the same in both mating types. The
migration rates for SI mating types look like:

m∗
ij(p, c) =

νd

2

(
1

1− e−cpi
+

1

1− e−cpj

)
pj , i ̸= j. (5.19)

Here we can see that if ρ is zero, Eq. 5.18 reverts to Eq. 5.19 as we are
looking at the SI case. As ρ goes to one, Eq. 5.18 becomes νdpj , which
loses any factor including i and stops making sense as we are looking at a
unisexual population where mating types are obsolete. With ρ anywhere
between zero and one, we see that the transition rates become lower. This
makes sense in the model, as mating types can now mate with the same
mating type and therefore keep their typing. This lowers the probability of
transitioning to another mating type.

6 Discussion & Conclusion

As we have seen from the Theorems in this thesis, interesting results have
been found on the dynamics of a totally SSI population. We can conclude
from Theorem 4.1 that the population prefers to go to unisexual repro-
duction if given the chance. This biologically makes sense, as this causes
more successful reproduction in the population. We have also seen that the
transition rates from mating type i to type j are influenced by semi-self-
incompatibility. The probability of transitioning from one to another type
becomes smaller, as there is an added probability of mating with the same
type and not transitioning at all.

What is interesting to note is the minimal effect the introduction of semi-
self-incompatibility appears to have on the genetic diversity. However, this
can be explained by discussing an assumption we made in Section 5.4. In
the beginning of that section, we explained that we keep the proportions of
type i individuals equal to N

k . This causes the elements bij with j ̸= i in
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Eq. 5.16 to be equal to zero, since we cannot lose a type j individual when
a type i individual is reproducing, as we are forced to lose another type
i individual with these assumptions. Although this choice can be justified
with the population growing to infinity and the fixed point being at these
proportions, we can still conclude that a lot of information is lost. In future
research, we therefore urge to not make this assumption, to more accurately
express the dynamics of the system.

As the extension of the model to include semi-self-incompatibility was quite
simply, it gives rise to the possibility of other models. We can for example
think of some mating types being less compatible with other mating types
that are not their own. In this way, we can think of mating types as a spec-
trum, where interaction between mating types is based on how compatible
they are. We can translate this to the following mathematical model. Uni-
formly assign every mating type a unique value from the unit interval [0, 1].
Then the compatibility of the individuals is determined by a function of ei-
ther the distance of these numbers g(z) = g(|x− y|) or the numbers f(x, y).
Obviously this function is a probability of mating attempt being successful
and therefore maps to the unit interval. Initially, we can assume that these
functions are smooth, to make mathematical results and conclusions follow
easier. However, as natural processes are unpredictable, the functions may
show jumps. With these functions, we can express the new model in the
following way: instead of ρ, we now put the function for the probability of
a mating attempt being successful in the model.

In conclusion, the field of stochastic differential equations is a fascinating
mathematical field with a lot of real life applications. From telecommu-
nications to finance to of course population dynamics. With this thesis,
we have investigated the evolutionary case of semi-self-incompatible mat-
ing types, created as an enrichment of the 2021 model by Smith et al. As
Smith et al. repeatedly state in their paper, there are several other models
that investigate the early evolution of mating types in species. These other
models make other assumptions about their populations and simplify their
equations in other ways than Smith et al. do, as their angle of research is
differently motivated [10]. What is good to keep in mind in future research
is whether simplifications of the model are correctly made and do not cause
any essential information to be lost or misinterpreted.
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