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Abstract

In this thesis, an exploration of formulations of phase space in a non-commutative
de Sitter spacetime is undergone. Mappings between classical phase space and quantum
mechanics are discussed. Methods of defining a phase space in a Lorentz-violating
noncommutative de Sitter space are considered and its spacetime symmetries are
discussed.

An overview of classical phase space and its QM formulation is given through
Weyl quantization and the Groenewold-Moyal bracket. Different bracket structures are
explored for the case of the Poisson and Groenewold-Moyal bracket. It’s demonstrated
that the Jacobi identity of both the Groenewold-Moyal bracket and the Dirac commutator
in a noncommutative Minkowski spacetime requires a constant self-commutator of the
4-position operators [q̂µ , q̂ν ].

A short introduction to de Sitter spacetime, its group and algebra is given. It’s
concluded that a noncommutative de Sitter spacetime lacks both complete Lorentz
symmetry and translational invariance.

It is speculated that, in contrast to the case of a noncommutative Minkowski space-
time, the de Sitter momentum operator and its commutation relations lead to the Jacobi
Identity demanding a non-constant self-commutator of 4-position operators.

It is finally concluded that to define a phase space on a noncommutative de Sitter
spacetime, its symmetry group and algebra must first be explicitly defined.
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1 Introduction

When attempting to describe nature, physicists tend to take a modelling approach. We
select a system in nature, we observe its behaviour and we come up with a (mathematical)
model of that behaviour. Then, if we can use that model to make accurate predictions
of the selected system’s behaviour, we gain confidence in the belief that the model we
created is representative of that system. It is through the systematic modelling of different
systems’ behaviours that we can "connect the dots" and peek into the underlying fundamental
behaviour of nature to form theories. For us to describe the behaviour of a system, it is often
helpful to rely on a well-defined and accepted formalism. We seek a formalism that allows
for the compatibility of different models and allows us to identify the general properties of
all systems.

The formalism that will be used throughout this thesis is that of phase space. Phase
space is defined as the space of all states that a dynamic (changing) system can be in. We
can describe points (states) in a phase space using coordinates and typically, a mechanical
system’s phase space is described in terms of position q and momentum p coordinates. For
example, consider a mass hanging from a spring and oscillating vertically.

Figure 1: Diagram of a mass hanging from a spring oscillating vertically and its correspond-
ing graph in phase space.

We can define functions in phase space that represent certain properties of the system
that we want to describe. Through tools available in Hamiltonian mechanics, we can obtain
equations of motion that allow us to make predictions of how a system’s states and its
behaviour evolve with time.

One way of checking that a model is reasonable is by verifying that there are no
contradictions in combining it with other accepted models. In this endeavour, it is important
to find ways to combine different accepted theories in a coherent manner. One of the biggest
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issues in this aspect, for the past century, has been unifying our theory of gravity and quantum
mechanics. This will relate to the motivations outlined in the next section.

In this thesis, formulations of phase space on a noncommutative spacetime and on a
Sitter spacetime will be explored. The goal is to understand how to define a phase space of
systems in a noncommutative de Sitter spacetime. Furthermore, it is relevant to guarantee
that this formulation is properly defined in quantum mechanics and reduces correctly
in the classical limit (h̄ → 0).

To begin, the motivations for this research are outlined in the next section along with a
series of research questions that will be explored. In section 2, there is an introduction to
noncommutative spacetime and some of its properties are discussed. There is an explanation
of Poisson structures and their application in Phase space in section 3. In section 4, a
prescription for mapping Classical phase space to quantum mechanics and vice versa is
introduced. In sections 5 and 6, de Sitter space is described and how a phase space formalism
could be defined on it. Finally, in section 7, the effect of a noncommutative spacetime on the
symmetries of spacetime will be discussed.

1.1 Motivations

1.1.1 Noncommutative Spacetime

Noncommutative spacetime is used in certain approaches towards combining gravity with
quantum mechanics and quantum field theory. It defines a minimum uncertainty in position
measurements. In doing so, it serves as a way of implementing, into quantum mechanics,
the experimental and theoretical limits of making arbitrarily small length measurements.
Different thought experiments and motivations for these limits are discussed at length in
Hossenfelder’s review of the topic [21]. One of the more easily digestible arguments made
involves the Hoop Conjecture, which states:

"If an amount of energy ω is compacted at any time into a region whose circumference
in every direction is R ≤ 4πGω , then the region will eventually develop into a black hole."

In which G is Newton’s gravitational constant. While, experimentally unproven, it has
been shown that the conjecture holds in analytic and numerical models very well [13][22].
This conjecture is relevant to our topic due to the inverse proportionality between the length
scale of a measurement and the energy required to make that measurement. In general, matter
on the smallest scales is probed through scattering experiments in which higher energies of
particles directly relate to shorter wavelengths through the de Broglie relation λ = h

p .

So, one can expect that there exists some limit in which the energy required for a
precision scattering experiment is so high and concentrated that the Hoop conjecture comes
into play and the system that is being measured is destroyed by the formation of a black hole.
Not only that but, in theory, no measurements can be made past the event horizon of a black
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hole. This argument is explored in thorough detail in Mead [26] and shortly in Hossenfelder
[21]. The important takeaway of the argument is that our theory of gravity, by not allowing
arbitrarily high concentrations of energy, along with the inverse relation between energy and
measurement scale, leads to an emergent limit in the precision of position measurements.
This is a feature that could be included explicitly in a theory of quantum gravity and one of
the ways that can be done is through defining a noncommutative spacetime.

Noncommutative spacetime is a theory that has been explored for over 90 years since
Heisenberg first sent a letter to his student mentioning that he was trying to understand
how to define a minimal length through setting the commutator of 4-position operators
be non-zero [q̂µ , q̂ν ] ̸= 0 [19]. While initially disregarded, the idea has expanded into a
mathematical subject of its own named noncommutative geometry [9] and physical theories
such as noncommutative field theories [11], amongst others. Our focus will be on its most
basic form, in which the commutator of 4-position operators defines a constant background
field θ̂ µν . Through the uncertainty principle, this field defines minimum areas of uncertainty
in position measurement, effectively defining a maximum resolution in position space.

1.1.2 de Sitter Space

Typically, when one is discussing Special Relativity or General Relativity, it is assumed that
the spacetime in the absence of mass or energy is a Minkowski spacetime with the metric
ηµν = diag(−1,1,1,1). This metric is a solution to the Einstein Field Equations for the
sourceless case (no mass or energy). The Einstein Field Equations allow one to solve for the
geometry of spacetime given a certain mass-energy distribution. This geometry and its effect
on the motion of matter describes the theory of gravity we know as General Relativity. Many
of the effects predicted by General Relativity have been proven [32], which along with its
beauty and applications, has led to it being the most widely accepted theory of gravity.

The sourceless Einstein Field equations (sEFE) have the following covariant form [28]:

Rµν −
1
2

Rgµν +Λgµν = 0 (1)

in which Rµν and R are the Ricci curvature tensor and the scalar curvature, respectively.
gµν is the metric of the spacetime. The most important component with respect to this
motivation is the cosmological constant Λ. Einstein originally included the constant in 1917
to counteract the effect of gravity such that the solution was that of a static universe [14].
Once the expansion of the Universe was discovered, the idea was disregarded. However,
it was later revived when, in 1998, it was found that the expansion of the universe was
accelerating, indicating a positive cosmological constant (Λ > 0) [16] [29].

Minkowski spacetime is the solution of the sEFE for a vanishing cosmological constant
(Λ = 0). However, when it is a positive constant (Λ > 0), the (maximally symmetric) solution
is instead de Sitter spacetime [1]. de Sitter spacetime has a few fundamental differences from
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Minkowski spacetime that have to be taken into account in our formulation of phase space
and so will be a part of our exploration. Furthermore, "momentum" in de Sitter space has a
noncommutative aspect that, much like our noncommutative spacetime, should be included
in our phase space coordinates. The details of this are discussed in sections 5 and 6.

1.2 Research Questions

So, given the motivations that have been laid out. We will look to explore ways of includ-
ing noncommutative spacetime and de Sitter spacetime in a formulation of phase space.
Therefore, this thesis will attempt to tackle the following research questions:

1. Can noncommutative position and noncommutative momentum coordinates be defined
consistently in phase space?

2. Can the commutator of 4-position operators be non-constant in phase space?

3. Does noncommutative spacetime violate Lorentz symmetry? If so, what proper sub-
group remains?
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2 Noncommutative Spacetime

2.1 Physical Interpretation of θ µν

As mentioned in the introduction, we define spacetime as noncommutative when, in quantum
mechanics, we define the position vector operators to not commute with themselves. We may
refer to this as the position vector operator having a non-zero self-commutator. For the type
of noncommutative spacetime we will be using, the commutator between two 4-position
operators q̂µ = (q̂0, q̂1, q̂2, q̂3) has the following form [21]:

[q̂µ , q̂ν ] ≡ q̂µ q̂ν − q̂ν q̂µ = ih̄θ̂
µν (2)

q̂µ −→ Hermitian operators associated with each spacetime coordinate
θ̂ µν −→ Real-valued, hermitian, anti-symmetric rank-2 tensor operator of dimension posi-
tion/momentum.

When two operators don’t commute, they cannot be simultaneously diagonalizable.
In other words, no quantum state can simultaneously be an eigenstate of both operators.
This means that when a state is an eigenstate of one observable operator Ô1, it must be a
superposition of states with respect to the other operator Ô2. From this, arises an uncertainty
principle between the quantities represented by those operators. The relation between the
uncertainty principle and the commutator of those operators is generally defined by [17]:

∆O1∆O2 ≥ | 1
2i
⟨[Ô1, Ô2]⟩| (3)

∆O is the uncertainty in a measurement of O. ⟨Ô⟩ denotes the expectation value of Ô. For
the case of the commutator between 4-position operators as defined in equation 2, we obtain
the uncertainty principle:

∆qµ
∆qν ≥ h̄

2
|⟨θ̂ µν⟩| (4)

In which ∆qµ is the uncertainty in the measurement of the µth component of a quantum
state’s spacetime 4-position. From this inequality, one can interpret that h̄

2 |⟨θ̂
µν⟩| defines a

minimum area of uncertainty in every µν-plane in spacetime that a measurement can have.

Given that the effects of this principle have yet to be observed experimentally, we expect
that its area of uncertainty is of the Planck scale [21]. Due to this, there are currently no
known measurements of the non-zero entries of θ µν , thus they remain free parameters. The
upper bound of any spatial component of θ , currently seems to be [7]:

h̄θ̂ ≤ 10−40m2,

or in natural units (h̄ = 1, c = 1),

θ̂ ≤ 10−8GeV−2.
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2.2 Lorentz Symmetry Violation

The Principle of Relativity states the following:
"The Laws of Physics remain the same for all observers moving with respect to one
another within inertial frames."

In other words, experimental results should be independent of lab orientation or boost
velocities. This principle’s claim is a result of the Lorentz symmetry of Minkowski spacetime.
This means that Minkowski spacetime is invariant under rotations and boosts. Typically, on
most scales, one would want to include Lorentz symmetry when constructing a physical
theory. One of the main reasons for this is that a violation of Lorentz symmetry has never
been detected. Upper bounds on different parameters representing violations of Lorentz
symmetry have been set experimentally, leading to very high constraints on the possible
scale of a violation [25].

However, noncommutative spacetime seems to have an intrinsic inconsistency with this
symmetry. θ µν defines a minimal observable length scale. Its values must be defined in
some frame, which will be a preferred frame. Its components would then transform and mix
under boosts and rotations. If a system’s behaviour is dependent on θ µν , it would violate the
Principle of Relativity by behaving differently in different inertial frames.

A measurement of this variation between frames would allow one to distinguish (by
isolated experiment) which frame of reference they are in and so the Principle of Relativity
no longer holds. By θ µν defining a preferred frame, it violates Lorentz symmetry.

There are theories of a Lorentz invariant noncommutative spacetime that take varying
approaches [6][4]. But, that will not be the focus of this thesis. We will remain with this
type of noncommutative spacetime with a focus on its inclusion in a de Sitter phase space.
Nevertheless, in section 7 we will consider how different forms of θ µν might affect its
violation of Lorentz symmetry and under what proper Lorentz subgroups it remains invariant.

2.3 Hermiticity of θ µν

Let’s verify the hermiticity of θ̂ µν to verify that equation 2 is consistent in that regard. To do
so, we have to observe how both sides of the equation behave under hermitian conjugation:
We assume that ([q̂µ , q̂ν ])† = (ih̄θ̂ µν)†

The hermitian conjugate of the left-hand side can be easily evaluated by taking into account
that the operator of an observable such as position must be hermitian (q̂µ)† = q̂µ and the
hermitian conjugate follows the product rule (A ·B)† = B† ·A†. So we find that:

([q̂µ , q̂ν ])† =−[q̂µ , q̂ν ] (5)
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The commutator of hermitian operators is anti-hermitian. So for consistency, the right-
hand side must also be anti-hermitian (ih̄θ̂ µν)† =−ih̄θ̂ µν

(ih̄θ̂
µν)† =−i(h̄θ̂

µν)† =−ih̄θ̂
µν (6)

Hence, we can conclude that (θ̂ µν)† = θ̂ µν is hermitian.

This can be surprising if one assumes that θ̂ µν follows a matrix algebra where (Aµν)† =

((Aµν)T )∗ = Aνµ and so when A is an anti-symmetric, real-valued matrix we would expect
that (Aµν)† =−Aµν is anti-hermitian. This is not the case for θ̂ µν .
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3 Poisson Structures

To include the commutator result of a noncommutative spacetime in both a quantum and
classical formulation of phase space, we need to understand bracket structures. More specifi-
cally, we need to understand what conditions brackets must satisfy and how we can modify
their structure based on the results we want. From these conditions, we will extract further
conditions on what type of noncommutative spacetime can be defined consistently within the
phase space formulation.

Furthermore, we need to understand the purpose that bracket structures serve in phase
space formulations of classical mechanics. In classical mechanics, the Poisson bracket is
used in evaluating the behaviour of classical systems defined in phase space. Poisson brackets
and their structure are defined in the following way:

Definition: A Poisson bracket is a binary map on the space C∞(M) of smooth functions
on a smooth manifold. This (Poisson) manifold is denoted (M,{·, ·}) [10]. The mapping of
the Poisson bracket is defined as follows:

{·, ·} : C∞(M)×C∞(M)→C∞(M)

Let f ,g,h ∈C∞(M). The conditions this bracket must satisfy are:
R-bilinearity,

{a f +bg,h}= a{ f ,h}+b{g,h} a,b ∈ R (7)

skew-symmetty,
{ f ,g}=−{g, f} (8)

and the Jacobi Identity.

{ f ,{g,h}}+{h,{ f ,g}}+{g,{h, f}}= 0 (9)

By satisfying the above conditions, {·, ·} is a Lie bracket. To be a Poisson bracket it must
also satisfy the Leibniz Rule:

{ f ,gh}= g{ f ,h}+{ f ,g}h (10)

If we consider a Poisson Structure on an n-dimensional smooth Manifold M with local
coordinates {xi}n

i=1, we can describe a Poisson Bracket of two functions f and g on M
through its structure functions π i j in the following form:

{ f (x),g(x)}= π
i j ∂ f

∂xi
∂g
∂x j , i, j = 1,2, ...,n (11)

The structure functions must be smooth on M and anti-symmetric under i ↔ j exchange
to satisfy the bracket’s skew-symmetry.
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3.1 Canonical Poisson Bracket in Phase Space

For example, the canonical Poisson bracket on R2 phase space, in which (x1,x2) = (q, p) and
q is canonical position and p is canonical momentum, has the (constant) structure functions:

π
i j =

(
0 1
−1 0

)
(12)

Hence, if we sum over the structure functions, the Poisson bracket takes the explicit
form:

{ f (q, p),g(q, p)}=
(

∂ f
∂q

∂g
∂ p

− ∂ f
∂ p

∂g
∂q

)
(13)

It can more generally be defined on R2n phase space of coordinates (x1,x2, ...,xn|xn+1, ...,x2n)=

(q1,q2, ...,qn|p1, ..., pn) with the following structure function tensor:

π
i j =

(
0 1

−1 0

)
(14)

with 1 being the nth-dimensional identity. With this form, our higher dimension Poisson
bracket takes the form:

{ f (⃗q, p⃗),g(⃗q, p⃗)}=
n

∑
i=1

(
∂ f
∂qi

∂g
∂ pi −

∂ f
∂ pi

∂g
∂qi

)
(15)

With the bracket explicitly defined, we can discuss its purpose in classical phase space
mechanics.

The canonical Poisson bracket is used in Hamiltonian Mechanics as a binary operator that
evaluates the time evolution of functions on phase space. This can be seen in the Liouville
equation:

d
dt

f (⃗q, p⃗, t) = { f ,H}+ ∂ f
∂ t

(16)

in which H is the Hamiltonian of the system as a function of the canonical phase space
coordinates. The derivation of this is simple, one can apply the chain rule to the left-hand
side:

d
dt

f (⃗q, p⃗, t) =
∂ f
∂qi

dqi

dt
+

∂ f
∂ p j

dp j

dt
+

∂ f
∂ t

(17)

Utilize Hamilton’s equations of motion:

∂qi

∂ t
=

∂H
∂ pi

∂ pi

∂ t
=−∂H

∂qi (18)

Then given that dpi

dt = ∂ pi

∂ t and the same for qi, by applying substitution we obtain:

d
dt

f (⃗q, p⃗, t) =
∂ f
∂qi

∂H
∂ pi −

∂ f
∂ pi

∂H
∂qi +

∂ f
∂ t

= { f ,H}+ ∂ f
∂ t

(19)
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Which is the Liouville equation. Hence, if one is looking to see how certain properties of a
system evolve over time, a function representative of the property can be defined on phase
space. The Poisson bracket of that function with the system’s Hamiltonian will then equate
to that function’s implicit time dependence.

For the specific case in which the function has no explicit time dependence ( ∂ f
∂ t = 0),

then the equation simplifies to:

d
dt

f (⃗q, p⃗) = { f ,H} (20)

For this case, when { f ,H}= 0, the property represented by f (⃗q, p⃗) is known as a constant
of motion as its value is constant in time and so is conserved in that system. By the anti-
symmetry condition of the Poisson bracket, H itself is a constant of motion {H,H}= 0. This
is nothing more than conservation of energy, given that the system is closed ( ∂H

∂ t = 0).

3.2 Noncommutative Poisson Structure

We can include our noncommutative spacetime result in the classical Poisson bracket by
modifying the structure function. A good way to go about this is to recognize that the
structure function of a bracket is always returned by the bracket of local coordinates [10]:

π
i j = {xi,x j} (21)

Hence, if we want to describe a phase space of 4-position qµ and 4-momentum pν with an
analogy to the noncommutative result, we can define:

{qµ ,qν}NC = θ
µν (22)

This leads to the overall structure function having the following form:

π
i j =

(
θ 1

−1 0

)
i, j = 1,2, ..,8 (23)

If we write out our noncommutative Poisson bracket in terms of 4-position and 4-momentum:

{ f ,g}NC = λθ
µν ∂ f

∂qµ

∂g
∂qν

+η
µν

(
∂ f
∂qµ

∂g
∂ pν

− ∂ f
∂ pµ

∂g
∂qν

)
µ,ν = 0,1,2,3 (24)

In which ηµν = diag(−1,+1,+1,+1) is the Minkowski metric and λ is a dimensionful
constant that maintains the same dimensions between terms. This results in the following
structural relations:

{qµ ,qν}NC = λθ
µν {qµ , pν}NC = η

µν {pµ , pν}NC = 0 (25)

We can define θ µν as being a function of local coordinates. If the function is linear, this leads
to what is called an affine Poisson structure ([24], pg. 21).
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3.3 Affine Poisson Structure

So, if we are looking to construct a Poisson Structure with a λθ µν = {qµ ,qν} linear in q.
We simply define our structure functions to be such:

{qµ ,qν}Affine = λ (aµν

γ qγ +bµν) (26)

The bracket can be written in terms of 4-position and 4-momentum.

{ f ,g}Affine = λ (aµν

γ qγ +bµν)
∂ f
∂qµ

∂g
∂qν

+η
µν

(
∂ f
∂qµ

∂g
∂ pν

− ∂ f
∂ pµ

∂g
∂qν

)
µ,ν = 0,1,2,3

(27)
aµν

γ and bµν must continue to maintain anti-symmetry in µ ↔ ν exchange such that the
skew-symmetry condition is satisfied (eq. 8).

3.4 The Jacobi identity

The Jacobi identity as displayed in equation 9 is a condition that every Lie bracket must
satisfy. A Poisson bracket is, by definition, a Lie bracket [10]. Furthermore, the Dirac
commutator used in quantum mechanics is also a Lie bracket and so, must also satisfy the
Jacobi identity. We will be using this identity as both a sanity check when making major
modifications to bracket structures and as a base to argue consequential conditions on the
brackets applicable to the phase space of a system in a noncommutative de Sitter spacetime.

We need to recognize an important distinction between the Jacobi identity of a Poisson
bracket and the Jacobi identity of the commutators of generators of a symmetry. Due to the
definition of the Poisson bracket and the Dirac commutator, both always satisfy the Jacobi
identity, as long as the functions used in it belong to the algebra on which the bracket is
defined. If we find that the Jacobi identity isn’t satisfied, we must consider what needs to be
changed. What do we need to sacrifice and remove from our formulation of phase space?
The functions used in the identity or the structure of the bracket itself?

The symmetries, defined by the space-time we use, lead to Lie algebras with generators
and a bracket that must also satisfy the Jacobi identity (see section 5). If we wish to include
them as operators in quantum mechanics, then they will also need to satisfy the Jacobi identity
between all operators. If we agree that the generators of the symmetry of the spacetime being
used are fundamental elements that must be included, we should not conclude that the Jacobi
identity can enforce conditions on them. Instead, we should modify other aspects that can
guarantee the satisfaction of the identity, such as the bracket structure.

With this line of reasoning, in section 4.6, we will see that the Jacobi identity of quantum
operators results in a limitation of the types of noncommutative Minkowski spacetime that
can be defined. We will also later argue, in section 6.3, how this condition might also limit
the types of noncommutative de Sitter spacetime. These limitations are not absolute, but,
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something to take into account when looking to define a formulation of phase space on a
noncommutative de Sitter spacetime.
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4 Groenewold-Moyal Bracket

According to the Ehrenfest theorem, the time-evolution of a quantum operator f̂ of functions
in Hilbert space and its expectation value ⟨ f̂ ⟩ is dictated by [17]:

d⟨ f̂ ⟩
dt

=
i
h̄

〈
[Ĥ, f̂ ]

〉
+

〈
∂ f̂
∂ t

〉
(28)

This looks like a Quantum Mechanical version of the Liouville equation. It is clear that
the Dirac commutator [a,b] = ab−ba serves a similar purpose in quantum mechanics as the
canonical Poisson bracket serves in classical phase space (equation 16). So, if we want to
define a map between classical and quantum mechanics such that we can describe quantum
and classical equivalents of a system, a reasonable goal would be to map the Poisson bracket
to the Dirac commutator:

{ f ,g}→ 1
ih̄

[ f̂ , ĝ] (29)

4.1 Dirac’s Canonical Quantization

The first attempt at this was Dirac’s proposition in 1930 [24]. He proposed simply replacing
the position qi and momentum pi coordinates with their respective operators. Let’s denote
this quantization by Q̂().

Q̂(qi) = q̂i Q̂(pi) = p̂i (30)

When acting on a wavefunction φ in Hilbert space, they have the following explicit form:

q̂i
φ = qi

φ p̂i
φ =−ih̄

∂

∂qi φ (31)

Furthermore, Dirac’s canonical quantization also maps the Poisson bracket in the following
way:

Q̂({ f ,g) =
1
ih̄

[ f̂ , ĝ] (32)

Under this quantization, the Liouville equation (16) maps to equation 28 describing the time
evolution of operators. So, this quantization serves the purpose of allowing for a phase space
formulation of quantum mechanics. However, it has two major problems.

One is that it is not well-defined for terms containing products of q and p. This is due
to an issue of ordering. In classical phase space, the coordinate variables are commutative
([qi, p j] = 0), while their corresponding operators are not ([q̂i, p̂ j] = ih̄δ i

j). So, the quantiza-
tion of the term q · p can map to multiple orderings of their operators (q̂ · p̂, p̂ · q̂) which are
not equivalent. Dirac’s quantization is hence not well-defined for the quantization of certain
functions on phase space.

Furthermore, according to the Groenewold-van Hove Theorem, there can be no consistent
quantization of the Poisson algebra of polynomials on phase space [24]. Groenewold realized
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that any quantization of the Poisson bracket was only precise up to first-order powers of h̄
[24]:

Q̂({ f ,g}) = [ f̂ , ĝ]+O(h̄2) (33)

Hence, if one aims to describe a phase space formulation of Quantum Mechanics, one
must define a quantization and bracket that allow for a consistent 1-1 mapping.

This was achieved through the Weyl-Wigner Mappings and the Groenewold-Moyal
Bracket which allowed for a consistent quantization of a classical bracket to the Dirac
commutator of operators in quantum mechanics [24].

4.2 Weyl Quantization

Weyl quantization is a general prescription that describes how to map functions of (q, p) in
classical phase space to their equivalent operator as a function of (q̂, p̂) in Hilbert Space.
This is done through a Weyl Map W ([31], Chapter 6 F. Lizzi, pg. 103) here defined in R2

phase space (x1,x2) = (q, p):

Ŵ ( f )(q̂, p̂) =
1

2π

∫
dζ dηdqdp f (q, p)e

i
h̄ (ζ (p̂−p)+η(q̂−q)) (34)

which can be seen as two consecutive Fourier transforms (q, p)→ (η ,ζ )→ (q̂, p̂). The
inverse map is called the Wigner Map and can be formulated as such:

W−1(F̂)(q, p) =
∫ dηdζ

(2π)2h̄
e

i
h̄ (ζ (p̂−p)+η(q̂−q))TrF̂ (35)

We can define the ⋆-product (Moyal Product) as the following:

f ⋆g =W−1(Ŵ ( f )Ŵ (g)) (36)

This product is associative but noncommutative and so can reproduce quantum mechan-
ical commutation relations with functions of classical phase space. This definition can be
expanded into different forms, one of which is the differential form [3] in local coordinates
of our phase space {xi}8

i=1:

( f ⋆g)(x) = exp
(

ih̄
2

∂

∂x j π
jk ∂

∂yk

)
f (x)g(y)

∣∣∣
y=x

j,k = 1,2, ...,8 (37)

We can expand the exponent into a power series in h̄ in which the second term is
proportional to the Poisson Bracket:

f ⋆g = f g+ ih̄{ f ,g}+O(h̄2) (38)
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4.3 Bracket Mapping

Now that the Weyl-Wigner mappings and the ⋆-product have been defined, we can define the
Groenewold-Moyal bracket. It is defined as follows:

{ f ,g}GM =
1
ih̄
( f ⋆g−g⋆ f ) (39)

Recalling the definition of the star-product in equation 36 we see that by construction, one
can map this bracket to the quantum Dirac commutator through a Weyl Map Ŵ ():

Ŵ ({ f ,g}GM) =
1
ih̄

[Ŵ ( f ),Ŵ (g)] (40)

It is this compatibility between the Weyl Map and the Groenewold-Moyal bracket that
allows for a 1-1 mapping of the Groenewold-Moyal classical bracket to the commutator
of quantum operators (Groenewold, 1946 [18]). With this, one can have a phase space
formulation of Quantum Mechanics.

We can represent the bracket more explicitly through the following expression:

{ f ,g}GM =
2
h̄

sin
(

h̄
2

π
i j ∂

∂xi
∂

∂y j

)
f (x)g(y)

∣∣∣∣∣
y=x

i, j = 1,2, ...,8 (41)

π i j is the structure function of this bracket. The standard GM bracket for a commutative
phase space has the same structure function as the canonical Poisson bracket (eq. 14). This
standard bracket can be written in terms of 4-momentum and 4-position:

{ f ,g}GM(q, p) =
2
h̄

sin

(
h̄
2

η
µν

(
∂

∂qµ

∂

∂ p′ν
− ∂

∂ pν

∂

∂q′µ

))
f (q, p)g(q′, p′)

∣∣∣
(q′,p′)=(q,p)

(42)
in which ηµν = diag(−1,1,1,1) is the Minkowski metric.

The major difference between this bracket and the canonical Poisson bracket is a de-
formation in powers of h̄. This allows for one to obtain the Poisson bracket from the GM
bracket in the limit of h̄ → 0:

{ f ,g}GM = { f ,g}Poisson +O(h̄) (43)

A summary of the different brackets discussed until now and their maps is displayed in the
diagram in Figure 2.

4.4 Noncommutative Groenewold-Moyal Bracket

Much like the Poisson bracket, if we want to include a noncommutative bracket result, we
simply need to modify the structure function. It turns out that despite the higher complexity
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Figure 2: Summarizing diagram of mappings between phase space of classical and quantum
mechanics.

of the Groenewold-Moyal bracket, we can continue to define the structure function (in local
coordinates) as:

{xi,x j}GM = {xi,x j}Poisson +O(h̄) = {xi,x j}Poisson = π
i j(x) i, j = 1,2, ...,8 (44)

The higher-order terms vanish due to the higher-order derivatives of x vanishing. So, to
include the noncommutative result we can modify the structure function to have the same
form as the noncommutative Poisson structure shown in equation 23.

We can again write the bracket in terms of 4-position and 4-momentum (qµ , pν). How-
ever, much like in equation 24, the inclusion of ∂

∂qµ

∂

∂q′ν and ∂

∂qµ

∂

∂ p′ν terms in the same
sum will require splitting up our structure function into different tensors and including
dimensionful constants λ ,τ to take into account dimensional coherence.

{ f ,g}GM(q, p) =
2
h̄

sin

(
h̄
2

(
λθ

µν ∂

∂qµ

∂

∂q′ν
+

τη
µν

(
∂

∂qµ

∂

∂ p′ν
− ∂

∂ pν

∂

∂q′µ

)))
f (q, p)g(q′, p′)

∣∣∣
(q′,p′)=(q,p)

(45)

So, in terms of 4-position and 4-momentum, this noncommutative bracket structure gives the
result:

{qµ ,qν}NCGM = λθ
µν {qµ , pν}NCGM = τη

µν {pµ , pν}NCGM = 0 (46)

4.5 Affine Groenewold-Moyal Bracket

We are free to define the structure functions to be linear in an analogy to the Affine Poisson
Structure. For simplicity, let’s define this formulation in local coordinates (recall section 3.1):

π
i j(x) = ai j

k xk +bi j (47)

{ f ,g}AGM =
2
h̄

sin
(

h̄
2

π
i j(z)

∂

∂xi
∂

∂y j

)
f (x)g(y)

∣∣∣∣
y=z=x

i, j,k = 1,2, ...,n (48)

If we re-formulate this in terms of canonical 4-momentum and 4-position, we can define a
linear θ µν for this bracket (similarly to section 3.3):

{qµ ,qν}AGM = {qµ ,qν}Affine +O(h̄) = θ
µν = cµν

γ qγ +dµν

γ pγ + kµν (49)
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Once again, the higher order terms in the expansion only contain higher order derivatives
and so they vanish since ∂∂x = 0.

However, in any modification of the bracket structure, it’s important to verify that our
bracket remains a Poisson bracket or even a Lie bracket. Other than checking that linearity,
skew-symmetry and the Leibniz Rule still hold, it’s important we verify the Jacobi Identity
as a test.

4.6 Jacobi Identity Limitation

When we apply the Jacobi Identity to the Groenewold-Moyal bracket with the structure func-
tions defined in eq. 46 with respect to qµ , qν and pσ and let {·, ·}GM = {·, ·} for simplicity:

J(qµ ,qν , pσ )≡ {qµ ,{qν , pσ}}+{pσ ,{qµ ,qν}}+{qν ,{pσ ,qµ}}= 0 (50)

The first and third term vanish due to:

{qµ ,{qν , pσ}}= {qµ ,τη
νσ}= 0 = {qν ,{pσ ,qµ}} (51)

By substituting {qµ ,qν}= λθ µν , we obtain the equation:

{pσ ,θ µν}= 0 (52)

Given that this is the Groenewold-Moyal bracket, we can apply a Weyl Transformation to
both sides and obtain the equation (with the hat on a symbol (e.g. Ô) denoting an operator):

[ p̂σ , θ̂ µν ] = 0 (53)

Given that the momentum operator p̂σ =−ih̄∂ σ , if we include a test function f (q̂) we obtain:

∂
σ (θ̂ µν f )− θ̂

µν
∂

σ ( f ) = θ̂
µν

∂
σ ( f )+ f ∂

σ (θ̂ µν)− θ̂
µν

∂
σ ( f ) = 0 (54)

this then cancels to:
∂

σ (θ̂ µν) = 0 (55)

So, the Jacobi Identity directly requires that the quantized structure function of {q,q} be
constant with respect to position. If we were to define the structure function of the Groenwold-
Moyal Bracket θ µν as any function dependent on position, assuming that the Weyl mapping
continues to apply, the Jacobi identity would not be satisfied and our modified bracket would
no longer satisfy the conditions to be a Lie bracket, nor a Poisson bracket. This is a serious
limitation that will henceforth be referred to as the "Jacobi limitation".

To drive this point further, we obtain the same equation (55) if we evaluate the Jacobi
identity of the commutators of quantum operators (J(q̂µ , q̂ν , p̂σ ) = 0). So, regardless of the
applicability of the GM bracket and the Weyl-Wigner mappings, this limitation remains for
the following structure:

[q̂µ , q̂ν ] = ih̄θ̂
µν [q̂µ , p̂ν ] = ih̄η

µν [ p̂µ , p̂ν ] = 0 (56)

What modifications we can make to avoid this result will be discussed in section 6.
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5 de Sitter Space

Similarly to the noncommutative position defined in a noncommutative spacetime. A de
Sitter spacetime has a noncommutative momentum. This originates from its symmetry group
and the respective algebra of infinitesimal generators. However, before we can approach the
noncommutative aspects of that algebra, let’s revise what de Sitter space is.

To describe the structure and form of spacetime in a universe, we want to first describe
the spacetime in the simplest case, that of an empty universe, without mass or energy. To do
this, one solves the Einstein field equations without a source term (a.k.a. sourceless) to find
the spacetime metric that describes the geometry of that spacetime solution.

de Sitter spacetime is a solution to the sourceless Einstein equation in the case of a
non-vanishing cosmological constant Λ [1]. For a vanishing Λ, the solution to the sourceless
Einstein field equations is special relativity’s Minkowski spacetime. However, given the
current observational evidence for a non-vanishing cosmological constant [29], there are
reasons to believe we exist in a universe with a spacetime whose sourceless condition is
that of the de Sitter spacetime. One might also call our universe an asymptotically de Sitter
universe, meaning that as the universe expands and becomes less matter-dominant, our
spacetime asymptotically approaches de Sitter spacetime.

A constant non-vanishing cosmological constant in the sourceless limit leads to a space
with a constant curvature. There are two viable solutions: one with a positive curvature (de
Sitter with ε =+1), and one with a negative curvature (anti-de Sitter with ε =−1). Both
have the following 5-D metric:

ηABξ
A
ξ

B =−(ξ 0)2 +(ξ 1)2 +(ξ 2)2 +(ξ 3)2 + ε(ξ 4)2 = εR2 (57)

in which R is the pseudo-radius of the de Sitter Space and ξ A = (ξ 0,ξ 1,ξ 2,ξ 3,ξ 4) are
the Cartesian coordinates of the space. We will be focusing on the solution with positive
curvature (ε =+1).

Defined by this metric equation, one can model the de Sitter space as a 4-D one-sheeted
hyperboloid submanifold embedded in a (4+1)-D Minkowski space [27]. A 2-D example of
a hyperboloid is shown in Figure 3. This hyperboloid can be further interpreted as a spatial
3-sphere of radius R with a time dimension in which it is hyperbolic. Due to this geometry,
the de Sitter Space of diagonal metric ηAB = diag(−1,1,1,1,1) has the symmetry of the
pseudo-orthogonal group SO(4,1) [15], henceforth referred to as the de Sitter group.

We can decompose this metric into a combination of the Minkowski metric ηµν =

diag(−1,1,1,1) and the 4th component ε = η44:

ηabξ
a
ξ

b + ε(ξ 4)2 = εR2. a,b = 0,1,2,3 (58)
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Figure 3: 2-D Hyperboloid in 3-D space rendered using GeoGebra. Three spatial dimensions
are contracted into one horizontal axis, leaving the other horizontal axis as the fourth spatial
dimension and the vertical axis as the time dimension.

We can apply a stereographic mapping from the curved surface of the hyperboloid
embedded in 5-D space to a 4-D Minkowski plane. The coordinates on this mapped plane qµ

are obtained through the following formula [2]:

qµ ≡ 1
2
(1− ξ 4

R
)δ

µ

ν ξ
ν (59)

The first 4 components of the de Sitter metric ηµν map to the metric on the Minkowski plane
gµν with a conformal factor n:

gµν ≡ n2(q)ηµν n(q) =
1

1+ ε
σ2

4R2

(60)

in which σ2 = ηαβ qβ qα . For further details on this mapping, see [2] [12].

5.1 de Sitter Group

While, in a Minkowski spacetime, isometry transformations are determined by the Poincaré
group. In a de Sitter spacetime, they are instead determined by the de Sitter group. This group
follows a certain representative algebra (de Sitter algebra). The generators of infinitesimal de
Sitter transformations in terms of our stereographic coordinates are the following [2]:

Jab = δ
µ
a δ

ν
b
(
gρµqρPν −gρνqρPµ

)
(61)

in which
Pµ =−i∂µ (62)
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are the generators of Poincaré translations and

Lµν = gµρqρPν −gνρqρPµ (63)

are the generators of the Lorentz group. The 4th component (5th dimension) of the de Sitter
transformations is:

Ja4 = Rδ
µ
a

(
ε(Pµ +

ε

4R2 Kµ)
)

(64)

in which
Πµ = ε(Pµ +

ε

4R2 Kµ) (65)

are the generators of de Sitter Translations with,

Kµ = (2gµλ qλ qρ −σ
2
δ

ρ

µ )Pρ (66)

as the generator of special conformal transformations. We can for now interpret Πµ as
the de Sitter momentum operator and it has the following self-commutation relation:

[Πµ ,Πν ] =−εiR−2Lµλ (67)

This non-zero self-commutator is another noncommutative aspect that must be included
in a phase space formulation of de Sitter space.

5.2 Inönü-Wigner Contraction

If one takes the limit of the pseudo-radius R → ∞, de Sitter space and the de Sitter group
both contract to Minkowski space and the Poincaré group, respectively. This limit is called
the contraction limit. We find, mathematically, that:

lim
R→∞

Πµ = Pµ lim
R→∞

Lµν = Lµν (68)

The generator of de Sitter translations contracts to that of Poincaré translations. Furthermore,
the metric of the stereographic coordinates on the hyperboloid itself reduces to the Minkowski
metric:

lim
R→∞

gµν = ηµν (69)

Effectively showing that this limit contracts the de Sitter geometry to the Minkowski geometry
for a vanishing Λ.

5.3 Classical Phase Space in a Noncommutative de Sitter Spacetime

Let’s define a bracket that describes a formulation of phase space in which we have both
noncommutative aspects from de Sitter Space and the noncommutative geometry described
by the Groenewold-Moyal Bracket.

We can formulate a Poisson bracket with the desired structure and then apply a deforma-
tion to have a modified Groenewold-Moyal bracket. Then, if we can map this bracket to a
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theory of quantum mechanics and avoid the Jacobi limitation (section 4.6), we can obtain a
quantum noncommutative de Sitter phase space.

A Poisson bracket with the combined non-zero structure function results of the non-
commutative spacetime ({qµ ,qν} = θ µν ̸= 0), de Sitter Space ({pµ , pν} = Ωµν ̸= 0) and
classical phase space ({qµ , pν}= δ

µ

ν = Kronecker delta) has the following form:

{ f ,g}NC = λθ
µν ∂ f

∂qµ

∂g
∂qν

+κΩ
µν ∂ f

∂ pµ

∂g
∂ pν

+ τgµν

(
∂ f
∂qµ

∂g
∂ pν

− ∂ f
∂ pν

∂g
∂qµ

)
(70)

This bracket is defined on an algebra of functions in 4-position and 4-momentum phase
space with the same coordinates as described in section 3.1. θ µν and Ωµν are real and
anti-symmetric. The constants λ ,κ,τ are to maintain consistency of dimension of the terms
being added.

One can rewrite this bracket in terms of local coordinates {xi}8
i=1 with the following

form and structure function tensor:

{ f (x),g(x)}NC = π
i j ∂ f

∂xi
∂g
∂x j π

i j =

(
θ 1

−1 Ω

)
(71)

In which every block is a 4×4 matrix. We can see that the structure function has the same
form as the canonical Poisson bracket except we’ve replaced the diagonal block elements
with anti-symmetric tensors. Given that they are anti-symmetric, the tensor as a whole
remains anti-symmetric and with a 0 diagonal.

Now, if we wish to define non-constant structure functions, we can, as long as they
satisfy the Jacobi identity and so maintain a coherent Poisson Structure. One option is to
define:

θ
µν = Ω

µν = Lµν = qµ pν −qν pµ (72)

in which Lµν is the generator of Lorentz transformations. However as we saw in section 4.6,
it is not possible to have a Groenewold-Moyal bracket with a non-constant {q,q} structure
function. How we can try to overcome this will be discussed in the next section. It seems
that given the limitation, we must define θ as a constant. What form of θ is most suitable
and its symmetries is discussed in section 7.
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6 de Sitter Phase Space

It seems that the issue of the Jacobi limitation essentially resides in the algebra of quantum
operators as we only ran into the limitation when we mapped the GM bracket to the Dirac
commutator. So, let’s attempt to define a noncommutative quantum algebra that avoids that
limitation. We can then consider what classical phase space formulation can be defined with
the results obtained.

We will be using the momentum operator defined as p̂µ =−ih̄∂ µ . With that, the de Sitter
momentum operator will simply be defined as:

Π̂µ = ε(p̂µ +
ε

4R2 (2gµλ qλ qρ −σ
2
δ

ρ

µ )p̂ρ) (73)

Its self-commutator will then gain a factor of h̄:

[Π̂µ ,Π̂ν ] =−εih̄R−2L̂µλ (74)

6.1 de Sitter Jacobi Identity

Before attempting to make the position self-commutator non-zero ([q̂µ , q̂ν ] ̸= 0), we first
have to check that the position operator and de Sitter momentum operator can satisfy the
Jacobi identity. To do this, while allowing [q̂µ , q̂ν ] = 0 for simplicity, let’s verify that the
Jacobi Identity holds for:

J(q̂µ ,Π̂ν ,Π̂σ ) = [q̂µ , [Π̂ν ,Π̂σ ]]+ [Π̂σ , [q̂µ ,Π̂ν ]]+ [Π̂ν , [Π̂σ , q̂µ ]] = 0 (75)

Using the relation [Π̂ν ,Π̂σ ] =−εih̄R−2Lνσ we find that:

− εih̄R−2[q̂µ ,Lνσ ] = [Π̂σ , [q̂µ ,Π̂ν ]]− [Π̂ν , [q̂µ ,Π̂σ ]] (76)

Is this true? Both sides certainly demonstrate the same skew-symmetry in ν ↔ σ exchange.
If we simplify and evaluate both sides, we find that:

− εih̄R−2[q̂µ ,Lνσ ] = ε
3h̄2R−2(q̂νgµσ − q̂σ gµν) (77)

[q̂µ ,Lνσ ] = ε
2ih̄(q̂νgµσ − q̂σ gµν) (78)

In which ε2 = (±1)2 =+1. This is the correct result! Hence, the identity is satisfied for our
de Sitter algebra with the following commutation relations:

[q̂µ , q̂ν ] = 0 [q̂µ ,Pν ] = ih̄gµν [Π̂µ ,Π̂ν ] =−εih̄R−2Lµν (79)

It seems that with this definition of momentum, the Jacobi limitation (section 4.6) for
the case of J(q̂µ , pν , pσ ) = 0 has been overcome in a sense. However, how are we to do the
same with position? We cannot set [q̂, q̂] to be non-constant as this would directly contradict
the limitation once again.
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A possible way of avoiding this would be to define a modified Dirac commutator or
Groenewold-Moyal bracket that can satisfy the Jacobi identity with a non-constant θ µν .
However, how this could be defined correctly is beyond the expertise of this thesis. For now,
let’s consider doing the following:

Re-define canonical position and momentum such that the Jacobi limitation does not
apply in any case.

6.2 Q-Position

In transitioning from the Poincaré group to the de Sitter group the momentum operator
changes to a noncommutative momentum due to the change in the generators of translations.

p̂µ → Π̂µ [ p̂µ , p̂ν ] = 0 → [Π̂µ ,Π̂ν ] =−εih̄R−2Lµν (80)

As shown in the previous chapter, this allowed the JI limitation to be avoided.

Following the same reasoning, we can re-define canonical position itself in a similar
manner:

q̂µ → Q̂µ [q̂µ , q̂ν ] = 0 → [Q̂µ , Q̂ν ] = λ L̂µν (81)

In which λ would maintain dimensional consistency (units of position/momentum).

In this way, given that the generator of de Sitter Translations Π is a function of q, we can
avoid modifying its commutation relations by maintaining that [q̂, q̂] = 0. If Q can be defined
in a consistent and motivated manner such that we avoid the Jacobi limitation and we define
Q as the canonical position, we will have established a noncommutative space of Q and Π.

If we follow the same form of Π̂ for our definition of Q̂, we look for something of the
form:

Q̂µ = q̂µ +aF̂µ (82)

In which the non-commutativity is contained in the aF̂µ term and [q̂µ , q̂ν ] = 0. a must have
units of (position/units of F).

If we want the commutator result [Q̂µ , Q̂ν ] = λ L̂µν , we must look for an F̂µ that satisfies
the following commutation relation:

[Q̂µ , Q̂ν ] = a([q̂µ , F̂ν ]− [q̂ν , F̂µ ])+a2[F̂µ , F̂ν ] = λ L̂µν (83)

A simple demand would be to find an F̂µ such that:

• [q̂µ , F̂ν ] is symmetric in µ ↔ ν exchange

• [F̂µ , F̂ν ] = λ

a2 L̂µν

These conditions would allow the relation to be satisfied.
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It just so happens that F̂µ = Π̂µ satisfies these conditions. Let’s explicitly show this. If
we let Q̂µ = q̂µ +aΠ̂µ , we then find that:

[q̂µ ,Π̂ν ] = (ε − ε2

4R2 σ
2)gµν +

ε2

R2 q̂µ q̂ν (84)

Which is symmetric in index exchange (given that [q̂µ , q̂ν ] = 0). By definition, the second
condition is also satisfied [Π̂µ ,Π̂ν ] = λ

a2 L̂µν as long as:

λ

a2 =−εih̄
R2 (85)

A simple way of satisfying this, given that both constants have the same units, is to let λ = a
and define:

λ =−ε
R2

ih̄
(86)

This then results in:

Q̂µ = q̂µ + iε
R2

h̄
Π̂

µ [Q̂µ , Q̂ν ] = iε
R2

h̄
L̂µν (87)

We have defined a noncommutative 4-position operaator that gives the non-constant commu-
tator we were searching for. This definition, by construction, should avoid the JI limitation
given that we’ve verified that Π̂ and q̂ satisfy the Jacobi identity (6.1). There is, however, a
major problem in this definition.

Contrary to the requirements set out in sections 1 and 5.2, it does not reduce to a viable
position coordinate in the classical limit (h̄ → 0) nor in the Inönü-Wigner Contraction limit
(R → ∞). For both cases:

lim
h̄→0

Q̂µ = ∞ lim
R→∞

Q̂µ = ∞ (88)

So not only does it not reduce correctly, it diverges to infinity. This is unacceptable. If we
want a classical formulation of noncommutative spacetime, we need it to reduce properly in
the classical limit.

With no other simple options in the de Sitter algebra to make [Q̂µ , Q̂ν ] equal to, we’ve
seemingly exhausted our search for a re-definition of position in this way. However, there is
one more way we could deal with the Jacobi limitation.

6.3 Non-constant Canonical Commutator

One of the conditions for the Jacobi limitation (discussed in section 4.6) to apply is that the
canonical commutator [q̂µ , p̂ν ] is a constant. This property arises from the generators of the
Poincaré group since p̂ν =−ih̄∂ ν is defined as the generator of translations on a Minkowski
spacetime. With this definition, we obtain the canonical commutator result [q̂µ , p̂ν ] = ih̄ηµν

which is a constant.
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If we take another look at the same Jacobi Identity but, this time, of commutators of
quantum operators:

J(q̂µ , q̂ν , p̂σ ) = 0 ⇔ [ p̂σ , ih̄θ̂
µν ] = [q̂ν , [q̂µ , p̂σ ]]− [q̂µ , [q̂ν , p̂σ ]] (89)

If we evaluate the LHS of the equation using p̂σ =−ih̄∂ σ

h̄2
∂

σ (θ̂ µν) = [q̂ν , [q̂µ , p̂σ ]]− [q̂µ , [q̂ν , p̂σ ]] (90)

With this, we see that the RHS would not necessarily vanish if [q̂µ , p̂σ ] is not constant. This
would establish a differential equation of θ̂ µν and possibly allow for non-constant solutions.

However, that is not a result that could exist in a Minkowski spacetime due to its Poincaré
symmetry and its generator of translations, assuming that the momentum operator must be
defined the same as the generator of translations of the spacetime being used. In a de Sitter
spacetime, however, the canonical commutator is not so trivially constant ([q̂µ ,Π̂ν ] in eq. 84).
If one were to write the Jacobi Identity J(q̂µ , q̂ν ,Π̂σ ) = 0 for a noncommutative spacetime
[q̂µ , q̂ν ] = ih̄θ̂ µν , it would simplify to this equation:

h̄2
∂

σ (θ̂ µν) = [q̂ν , [q̂µ ,Π̂σ ]]− [q̂µ , [q̂ν ,Π̂σ ]]− 1
4R2 [K̂µ , θ̂ µν ] (91)

if we assume that Πµ maintains the same definition and form for a noncommutative spacetime.
We then see that θ̂ µν ’s position-dependence depends on the RHS of equation 91. The extra

1
4R2 [K̂µ , θ̂ µν ] term arises from the second term of the definition of Π̂µ as defined in equation
74.

From this expression, we can conclude that a noncommutative de Sitter spacetime
may require a non-constant commutator of position operators θ µν through the Jacobi
identity. This would be in line with the loss of (Poincaré) translational invariance of the de
Sitter spacetime mentioned in section 5, as a position-dependent θ̂ µν would also violate the
same symmetry. However, we cannot be sure of this conclusion until we define the symmetry
group of a noncommutative de Sitter spacetime. Why this is the case will be discussed in
subsection 7.3.

Furthermore, it is important to keep in mind that J(q̂µ , q̂ν , p̂σ ) = 0 continues to demand
that θ̂ has no position-dependence, while J(q̂µ , q̂ν ,Π̂σ ) = 0 might demand a non-constant
θ̂ . If the latter is definitely the case, then both Jacobi identities cannot be simultaneously
satisfied. This is not an issue if we accept that in a de Sitter spacetime, since p̂σ no longer
serves as a generator of translations, it does not need to be the momentum coordinate in
phase space nor the momentum operator and so it does not need to satisfy the Jacobi identity
in either context. We can require that J(q̂µ , q̂ν ,Π̂σ ) = 0 must be satisfied in a de Sitter
spacetime but not in a Minkowski spacetime and vice versa for J(q̂µ , q̂ν , p̂σ ) = 0.

Nevertheless, once we define the symmetry group and algebra of a noncommutative de
Sitter spacetime, we can explicitly evaluate the Jacobi identity J(qµ ,qν ,Πσ ) = 0 to find the
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conditions on the position-dependence of θ µν . So, let’s then discuss what are the symmetries
of a noncommutative spacetime.
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7 θ Group

As mentioned in section 2.2, the frame-dependence of θ̂ µν leads to a violation of Lorentz
symmetry. In each frame it defines a particular direction in space θ̂ i ≈ εi jkθ̂ jk [20].

It is common practice to set the time components to vanish θ̂ 0i = 0 to avoid loss of
unitarity (S matrix being unitary) and causality in a noncommutative QFT [5]. However,
given that any violation of these properties would be on the Planck scale, there is nothing
to say these should hold. Furthermore, these difficulties can be avoided by perturbative
approaches [30]. Nevertheless, this condition is important to take into account when defining
the form of θ̂ µν .

We can understand in what ways the symmetry is violated by understanding under what
proper Lorentz subgroup θ̂ µν remains invariant, essentially representing the symmetry of
θ̂ µν . The result of this will be dependent on its form. We will need to specify a specific form
to be able to reach any conclusions.

θ̂ µν ’s violation of Lorentz symmetry has no effect on the translational invariance of
spacetime as long as the commutator and its uncertainty principle are independent of 4-
position. If it were to be position-dependent it would define an origin in spacetime and so
lose translational symmetry as mentioned at the end of section 6.3. However, regardless of
it being constant, it violates rotational and boost symmetry. So, we might be looking at a
subgroup of Poincaré that represents what is called a Very Special Relativity (VSR).

Definition: Very Special Relativity is a scheme whose spacetime symmetries consist of
translations and a proper Lorentz subgroup. Physically meaning that the translation symmetry
of spacetime remains while its boost or rotation symmetries are less than that of the Lorentz
group [8].

7.1 θ ’s Rotational Symmetries

The group of rotations in space SO(3)’s defining vector representation is an irreducible
representation. Then, according to Schur’s lemmas, a tensor that is invariant under any
rotation must be proportional to the identity (θ̂ i j ∝ 1) [23]. This condition requires that all of
the spatial block θ̂ i j’s non-diagonal elements be zero. For θ̂ to satisfy this condition, along
with its anti-symmetry θ̂ µν =−θ̂ νµ (which requires diagonal elements to be zero), then all
of its spatial components must be zero.

θ̂
xy = θ̂

xz = θ̂
yz = ...= θ̂

i j = 0 (92)

However, this very condition would mean that a minimal length would no longer be defined.
It was this feature of noncommutative spacetime that served as motivation to investigate it
(section 1.1) in the first place. So, it seems that if we want to maintain that feature, we must
discard complete rotational symmetry of a noncommutative spacetime.
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Nevertheless, for certain forms of the spatial block θ̂ , there could be a subgroup of
rotations that leave it invariant. Firstly, recall that a member of SO(3)’s matrix representation
R must satisfy the identity:

RRT = 1 (93)

A spatial rotation R(φ , n⃗) of angle φ around axis n⃗ acts on θ̂ in the following way:

R(φ , n⃗)α
µ θ̂

µνRT (φ , n⃗)β

ν = ˜̂
θ

αβ (94)

˜̂
θ is the transformed tensor. Let’s consider if a certain form of θ̂ can be invariant under any ro-
tation around a specific axis. For convenience, the z-axis. A spatial counterclockwise rotation
in spacetime of angle φ around the positive z-axis has the following vector representation:

R(φ ,⃗z) =


1 0 0 0
0 cosφ −sinφ 0
0 sinφ cosφ 0
0 0 0 1

 (95)

z⃗ is the z-direction unit vector. If we are looking for a form of θ̂ that is invariant under this
rotation, then it must satisfy the equation:

R(φ ,⃗z)α
µ θ̂

µνRT (φ ,⃗z) β

ν = θ̂
αβ (96)

The solution to this equation turns out to be:

θ̂ =


0 0 0 θ̂ tz

0 0 θ̂ xy 0
0 −θ̂ xy 0 0

−θ̂ tz 0 0 0

 (97)

So, we have a noncommutative spacetime that is invariant under rotations about a specific
direction. Given that this form is not boost-invariant, θ̂ ’s rotational invariance only holds in a
preferred frame.

In the frame in which this form is defined, there is only a single plane in which there is
an uncertainty principle arising from the commutator, the xy-plane. In measurements in the
xz- and yz-planes there would be no uncertainty principle arising from the noncommutative
spacetime. Whether this fails to align with our motivation of defining a minimal length scale,
it is hard to say.

With regard to the rest of the Lorentz group, let’s consider if there is any boost-invariant
form of θ̂ that is non-trivial (θ̂ i j ̸= 0).

7.2 θ ’s Boost Symmetries

Given that the Lorentz group is SO(3,1), any member of the group’s matrix representation Λ

must satisfy the identity:
ΛΛ

T = 1 (98)
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Λ(β⃗ ) acts on a 4-vector as a boost of velocity cβ⃗ = v⃗. If we want to find a boost β⃗ and a
form of θ̂ µν such that θ̂ is left invariant under such a boost, we must solve the following
equation:

Λ(β⃗ )α
µ θ̂

µν(Λ(β⃗ )T ) ν

β
= θ̂

αβ (99)

With some re-arranging,
Λθ̂Λ

T
Λ = θ̂Λ ⇔ Λθ̂ − θ̂Λ = 0 (100)

this is equivalent to:
[Λ, θ̂ ] = 0 (101)

So, to find what boosts θ̂ µν would be invariant under, one could solve equation 99 or the
commutator equation 101. Finding the solutions to these equations is beyond the scope of
this thesis. However, it is a possible approach recommended to the interested reader, although
likely not the easiest.

7.3 Noncommutative de Sitter group

So, we’ve established that a noncommutative spacetime of this form leads to a loss of Lorentz
symmetry. If we were to define a noncommutative de Sitter spacetime, its symmetry group
would be smaller than the de Sitter group due to the loss of Lorentz symmetry as a result of
the non-commutativity of spacetime.

As explained in section 5, the de Sitter group has 10 generators: the 6 generators of
Lorentz transformations Lµν and the 4 generators of de Sitter translations Πµ . It is a fair
assumption that the loss of Lorentz symmetry of a noncommutative de Sitter spacetime
would lead to fewer generators of boosts and rotations, if any, in its Lie algebra. With this, the
algebra of a noncommutative de Sitter group must be different from that of its commutative
counterpart.

More importantly, the generator of translations in the algebra of a noncommutative de
Sitter group ΠNC should have a different self-commutator. This is because, according to
the closure condition, a commutator of generators of a Lie algebra must also belong to that
algebra. The commutator is a Lie bracket and Lie brackets must satisfy the closure condition.
The closure condition requires that any Lie bracket of two elements of an algebra must
also be a part of that algebra. We then expect that the self-commutator of the generator of
translations in the noncommutative de Sitter algebra must not be the same as the one of the
commutative de Sitter algebra.

[Πµ

NC,Π
ν
NC] ̸=−εih̄R−2Lµν (102)

We expect this because many of the group elements generated by the Lorentz generators
Lµν would not be a part of the noncommutative de Sitter group and so the generator itself
would not be a part of the algebra. Essentially, the closure condition of a Lie bracket and
the loss of Lorentz symmetry in a noncommutative de Sitter spacetime would require the
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self-commutator of Π
µ

NC to be different from the self-commutator of Πµ . Given this, we
cannot expect to use the self-commutator result from the de Sitter algebra in verifying the
satisfaction of the Jacobi identity in a noncommutative de Sitter algebra.

So, as we have not managed to define what is the Lie algebra of a noncommutative de
Sitter group, this thesis has reached its limit of exploration of this topic. In the next section,
the conclusions we’ve reached are stated. What next steps need to be taken to further our
understanding of a noncommutative de Sitter spacetime and its phase space will also be
discussed.
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8 Conclusion

Defining a self-consistent phase space formulation of a noncommutative de Sitter space is
not a trivial task.

Figure 4: On the left-hand side is a diagram summarizing the research goal and some unan-
swered questions. On the right-hand side is a diagram summarizing the bracket mappings
between classical and quantum mechanics.

Let’s analyze the progress we made in answering the research questions set out in section
1.2.

Question 1: Can noncommutative position and noncommutative momentum coordi-
nates be defined consistently in phase space?

We have seen that it is certainly possible to define a phase space with noncommutative
position coordinates (section 3.2) for a constant {qµ ,qν}= θ and that it can be mapped to
quantum mechanics through the Groenewold-Moyal bracket and the Weyl-Wigner mappings
(section 4.4).

We have also seen that we can include the noncommutative de Sitter momentum in a
quantum phase space (section 6.1) with commutative position. However, we did not verify
if this could be done together with noncommutative position coordinates. As discussed in
sections 2.2 and 7, this type of noncommutative spacetime violates Lorentz symmetry and so
the symmetry group of a non-commutative de Sitter spacetime would be even smaller than
that of a commutative de Sitter spacetime. If θ̂ is constant, translational symmetry should
remain the same and so the generator of translations Π should also remain the same, but its
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commutator would be different as argued in section 7.3. So, to evaluate the Jacobi Identity,
one might need to first define the Lie algebra of a noncommutative de Sitter spacetime.

This task is beyond the scope of this thesis but is a necessary step in better understanding
the properties of a noncommutative de Sitter spacetime.

However, the expectation remains: A phase space formulation on a noncommutative
spacetime de Sitter spacetime must exist, given the motivations laid out in section 1.1.
Nevertheless, its possibility was not verified in this thesis.

Question 2: Can the commutator of 4-position operators be non-constant in phase
space?

This question was quite easily answered for the case of a phase space in Minkowski
space (in section 4.6). Given that classical phase space relies on a Poisson algebra and
quantum phase space relies on a Lie algebra, in both cases, it is required that the brackets
defined satisfy the Jacobi identity. It was found that the Jacobi identity J(q, p, p) = 0 directly
requires that θ̂ µν has no position-dependence. There is also no reason to believe it has any
momentum-dependence.

So, for the case of the GM bracket and the Dirac commutator bracket, assuming a constant
canonical commutator [q̂, p̂], we have reason to believe that θ̂ µν , the self-commutator of
the 4-position operator and the structure function of the position-position bracket, must be
constant with respect to position in a phase space in Minkowski space.

However, it was also found that this need not be the case in a de Sitter spacetime. In such
a spacetime, the canonical commutator [q̂µ ,Π̂ν ] is not constant. This changes the situation
we had in the JI limitation in section 4.6. It turns out that a noncommutative de Sitter
spacetime could require a non-constant commutator of 4-position operators ˆθ µν given
that the Jacobi identity is satisfied in section 6.3.

We have then, that in a Minkowski spacetime, θ̂ must be constant. However, in a de Sitter
spacetime, θ̂ must not be constant given the Jacobi identities discussed in sections 4.6 and
6.3. Furthermore, θ̂ ’s position dependence for this case must vanish under the Inönü-Wigner
contraction limit (R → ∞).

Question 3: Does noncommutative spacetime violate Lorentz symmetry? If so, what
proper subgroup remains?

We have concluded that a noncommutative spacetime has reduced boost and rotational
symmetries and so does not have a full Lorentz symmetry. In section 7, we also found
that a noncommutative spacetime that defines a minimum length cannot have complete
rotational invariance. So, complete rotational symmetry is disregarded. With regard to the
boost symmetries, a possible method for verifying them is laid out but the calculation is
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not undergone in this thesis. Furthermore, a constant θ̂ µν does not result in any loss of
translational invariance of spacetime.

The main interest of this thesis was to define a phase space in a noncommutative de
Sitter spacetime. In section 6.3, we concluded that a noncommutative de Sitter spacetime
might require that θ̂ µν be non-constant if the Jacobi identity J(q̂µ , q̂ν ,Π̂σ ) = 0 is to be
satisfied, resulting in a θ̂ µν that is not translationally invariant. What dependencies θ̂ µν

would be required to have from the Jacobi identity are defined in equation 91. However, they
cannot be explicitly calculated without first defining an algebra of the symmetry group of a
noncommutative de Sitter spacetime. Finally, this leads us to what further research can be
done to continue the exploration undergone in this thesis.

8.1 Further Research

Regardless of the accuracy of the conclusions stated in this thesis, the next step in better
understanding noncommutative de Sitter spacetime is to define its symmetry group and
algebra. Once this is defined, one can attempt to formulate a phase space with its algebra.
The Weyl-Wigner mappings would likely no longer apply due to the change in phase space
coordinates (p → Π) and would need to be modified.

Other curiosities related to this exploration would be:

• What physical quantities are conserved locally and globally in a universe whose
spacetime symmetry is that of a noncommutative de Sitter group?

• What are the effects of a noncommutative de Sitter spacetime on the time-evolution of
important physical systems?

• What experiments can be designed to test for physical features unique to a QFT in a
noncommutative de Sitter spacetime?

We then conclude this thesis and what further research is suggested.
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