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Abstract

Silicon Photomultipliers (SiPMs) are a relatively new multi-pixel technology intended for nuclear and
particle physics uses. They consist of a silicon substrate onto which multiple Single Photon Avalanche
Diodes (SPADs) are connected to a quenching resistor, which forms one of the pixels. These pixels
are connected in parallel, which result in a well defined signal. The use of SiPMs in arrays, such as
series, parallel or mixed can prove useful in constructing a vacuum-friendly detector that is unaffected
by magnetic fields. The parallel SiPM configuration, composed of two Hamamatsu S13360-6050CS
SiPMs is studied. The optimal parameters of the experimental setup are researched and discussed. A
table of Relative Energy Resolutions is given, containing data from the original sampling rate of 2
GHz, as well as data from simulated 1 GHz, 500 MHz, 250 MHz and 125 MHz devices.
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1 Introduction

1.1 Background and Motivation

Neutron detection and spectra imaging play a critical role in various fields, including nuclear physics,
homeland security, and medical diagnostics. Traditional neutron detectors often rely on photomul-
tiplier tubes (PMTs), which, despite their widespread use and high sensitivity, present several chal-
lenges such as bulkiness, sensitivity to magnetic fields, and amplification of all present radiation
noise. Silicon photomultipliers (SiPMs) have emerged as a recent and promising alternative, with ef-
ficiencies similar to PMTs. At the same time, they offer distinct advantages in terms of compactness,
operating voltage and insensitivity to magnetic fields [1].

Figure 1: Hamamatsu S13360-6050CS used in the experiment [2]

SiPMs are semiconductor devices composed of an array of micropixels operating in Geiger mode.
These micropixels can detect single photons and provide high gain, making them suitable for vari-
ous applications in photon detection and neutron spectroscopy [1][3]. Unlike PMTs which operate
at 300V-1500V, SiPMs operate at a voltage of around 55V. The SiPMs lack the voltage divider com-
ponent that is present in PMTs. This allows SiPMs to be operated in vacuum, where measuring
neutron scattering is significantly easier due to a lack of air, which would introduce extra scattering
for the neutrons. SiPMs are also more mechanically robust, with operation surfaces on the order of
mm?, which simplifies their integration into portable and compact detection systems [1]. Additionally,
SiPMs offer a higher single photon detection efficiency (PDE) across a broader range of wavelengths,
as opposed to PMTs which are more limited for single wavelengths [1].

Despite these advantages, SiPMs are not without their drawbacks. The main disadvantages are the
dark count rate (DCR) and the weak gain dependence on temperature [1]. Furthermore, the dynamic
range of SiPMs is limited by the number of micropixels, with a theoretical technological upper limit
of (2 —3)*10°mm=2 [1]. These limitations suggest that study and improvements of SiPM-based
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neutron detectors are necessary.

To address these challenges, this paper explores the possibilities of optimization of SiPM readouts
for neutron detectors. Specifically, various detector configurations are investigated. SiPM parallel,
series, and mixed configurations are promising candidates for study using a LED pulser.

One of the main characteristics of particle detectors that is studied is the energy resolution. Energy
resolution is crucial for accurately identifying and quantifying particle interactions through the iden-
tified energy ranges. Various SiPM configurations can influence factors such as gain uniformity, noise
reduction, and photon detection efficiency. For example, connecting SiPMs in parallel can increase
the dynamic range, while series configurations might improve the signal-to-noise ratio due to a higher
breakdown voltage.

Another detector type that might be useful for study is the digital SiPM, which overcomes some chal-
lenges of the normal detectors, such as parasitic capacitance [4].

The following chapters will detail the methodology used to test and evaluate the parallel SiPM con-
figuration, present experimental results, and discuss the implications of these findings. This research
aims to further the area of Silicon-based radiation detectors and to explore the possibilities of im-
provement. This, in turn, will contribute to the development of more efficient, compact, and accurate
radiation detection systems, which are essential for advancements in various scientific and industrial
applications. Through a study of the parallel SiPM configuration, the paper examines the current
limitations and proposes possibilities for future innovations in the field of radiation detection.
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1.2 Problem Definition

With the comparison made between PMTs and SiPMs, it becomes clear that a vacuum-friendly neu-
tron measuring device can be achieved through the use of SiPMs. This would help reduce neutron
scattering in air and would allow for less residual heat as there is no voltage divider element present.

To be able to properly and efficiently construct such a device, a characterisation of the optimal param-
eters of the hardware and software components is needed. The elements that make up the hardware
and software part are shown in figure 2.

As such, this study aims to highlight and discuss the key parameters involved in the operation of a
detector based on a parallel SiPM arrays in conjunction with a preamplifier, digitizer, LED Pulser and
a Python Data Processing program. The optimal relative energy resolution can be found in this way.
The necessity of this research arises from a need to update the currently known neutron scattering
interactions in nuclear databases with more accurate data.

Hardware Software

- Detector (Parallel SiPM Array)
- Preamplifier
- Digitizer

- Digitizer settings
- Python Data Processing program

Figure 2: Setup Hardware and Software components
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2 Theory

2.1 Neutron Detection

Understanding the theoretical background is essential for grasping the experimental motivations and
methods in neutron detection. Generally, particle detection in high-energy physics is realized using
detectors that rely on photon emissions with energies proportional to the incoming radiation. The pro-
portionality is determined by the type of detector or configuration used to detect the relevant particles.

In nuclear physics, the traditional and well-known detection method is through the use of photomul-
tiplier tubes (PMTs). PMTs operate based on an accelerated electron cascade understood through
the Photoelectric effect. On the other hand, SiPMs operate in Geiger mode, where a single photon
induces an avalanche of electrons, resulting in a detectable electrical signal.

Silicon detectors, in general, are widely used in particle physics experiments due to their excellent
energy resolution capabilities. They operate based on the ionization of silicon atoms by charged par-
ticles, creating electron-hole pairs. The generated charge carriers (electrons and holes) drift towards
the electrodes, producing a measurable electrical signal. Silicon detectors come in various forms,
including silicon strip detectors, pixel detectors, and SiPMs [5].

2.2 SiPM Operational Principles

SiPMs, also known as multi-pixel photon counters, consist of many Geiger-mode avalanche photodi-
odes (APDs), called Single Photon Avalanche Diodes (SPAD) connected in parallel. Thanks to the
multiple Single Photon Avalanche Diodes connected in parallel as shown in figure 3, the SiPM has
intrinsic gain on the order of 10°. These diodes are all kept at a bias voltage close to breakdown
voltage which enables a proper operation. They operate by the formation of electron-hole pairs when
a photon strikes the silicon. This interaction initiates an avalanche breakdown within the microcells
of the SiPM, producing a cumulative electrical signal.

__________________________________________________________

Figure 3: Internal Schematic of SiPM [2]

The microcells within SiPMs have 10ns recovery time [5], allowing for nearly proportional responses
to light if the probability of multiple photon hits within a cell’s recovery time is negligible.
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Another essential component is the quenching resistor. Each microcell is equipped with a quenching
resistor that stops the avalanche process, allowing the pixel to reset and be ready for the next photon
detection. The resistor is essential in controlling the signal strength.

When SiPMs are exposed to light, the incident photons generate electron-hole pairs in the material.
Each photon has a certain probability of triggering an avalanche breakdown in the Geiger-mode mi-
crocells of the SiPM.

In an ideal scenario, such as perfect energy resolution each detected photon results in a distinct pulse
from the SiPM. The total output signal of the SiPM is a sum of these individual pulses.

The mean number of detected photons is proportional to the incident light intensity and the detection
efficiency of the SiPM. As the intensity of the light increases, the mean number of detected photons
increases, leading to a higher overall output signal.

2.3 Moving average and Nyquist Theorem

One technique applied in signal processing is that of a moving average. A moving average is a tech-
nique in which short-term fluctuations are smoothed out, while long-term trends are preserved. This
is done by averaging a certain “window” or number of points along the studied signal. This is done
in order to reduce noise.

A moving average filter can be used for other purposes as well. Another use is in downsampling a
signal. Combined with the Nyquist-Shannon sampling theorem, a signal can be fully represented and
simulated by a lower amount of points, as long as the sampling rate is at least twice the maximum
frequency. If this condition is not respected, aliasing occurs in the data which distorts the signal. In
order to simulate a signal captured at a lower sampling rate, it is necessary to apply a moving average
filter of 2 points, after which every 2nd point is removed. Proceeding in this way, the signal would be
simulated as if captured by a device that has exactly half the sampling rate of the original device.

2.4 Amplifier

It is important to consider the theoretical aspect of amplifiers as well. According to Seifert(2009),
there exists a certain parasitic effect due to the resistor and capacitor components. This parasitic
RC in the amplifier can affect the signal output. The electronic signal may not be proportional to
the number of fired cells if the amplifier input impedance is not zero. Lower parasitic capacitance
increases the importance of the input impedance effect [6].

2.5 Statistical background

For photon counting devices, such as the SiPM, there is a close relationship between the physical
phenomena present and Poisson distributions. Poisson distributions occurs in the case of discrete in-
dependent random events. In the case of SiPMs, due to the photon counting, the measured signal will
be directly proportional to number of counts.
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A Poisson distribution has the form:
Aee2

] 6]
where P(k; ) is the probability of detecting k photons and A is the mean number of photons detected.
The variance of such a distribution is the same as the expectation value of the measured quantity, or
equivalently: A = E[X] = Var(X) .

P(k;\) =

In the limit of high number of discrete events, the Poisson distribution becomes approximately sym-
metric and can be replaced by a Gaussian distribution. In this case, the parameters become:
A — u and the variance is 6% = p.

The Gaussian distribution has the form:

1 —(—p)?
e 22 (2)

8(x) =
With u the expected value of the distribution and 62 the variance of the distribution. A gaussian fit
is an appropriate fit for determining the normal distribution of events in nuclear physics and particle
physics generally. Another relevant parameter for the Gaussian distribution in the context of particle
physics is the Full Width at Half Maximum (FWHM). This represents the width between the points
at half the amplitude of the signal. For a Gaussian distribution this can be calculated as:

FWHM =2v2In2c 3)

Using the FWHM and the expected value of the distribution, one can obtain the relative energy reso-

lution as:
FWHM

Eres(%) = *100% (4)

The relative energy resolution is an essential parameter in the context of particle detection. It is used
to characterize how well the detector can resolve the true energy of a particle. In an ideal scenario,
the particle signal should be a type of sharp peak, similar to a delta function. In reality, these energies
are scattered across a range, which can be fitted to a Gaussian function.

In the context of measuring particle energy, a deduction on the relationship between energy and the
variance measured in the Gaussian can be made. Knowing that the measured quantity is the energy
of a pulse of light:

u=E ®)
and the variance therefore is, in theory:

c=VE (6)
In reality, there are additional effects that need to be accounted for, such as a constant offset or dark
counts.
A proportionality relationship is used to account for the possible secondary effects that might affect
the value of the variance and the mean. Further developing the relationship with addition of a constant
o for the primary effect, C for the constant offset and a constant D for the dark counts:

6 WE+C+D*E (7)
Division by the energy E yields a relationship that includes the relative energy resolution:
oa C
Eres<G/u<G/E o< —+—+D ()

VE ' E
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3 Experimental Method

3.1 Experimental Setup

The experimental setup, as illustrated in Figure 4, consists of the following essential components:
two parallel connected SiPMs, an LED Pulser, a preamplifier, an Acqiris DAQ acquisition device
(Digitizer), and bias voltage supplies.

+12V

Signal /
Digitizer N
+55V

[]sirm
|

Blue LED Pulser

Figure 4: Experimental Setup

The specific SiPM model used is the Hamamatsu MPPC S13360-6050CS. Detailed specifications, in-
cluding the active surface area, quantum efficiency and other parameters can be found in the product
manual.

The Hamamatsu SiPM is housed in a black box to shield it from all external light sources due to
its high sensitivity. The bias voltage of +55V is required to power the SiPM, this is just above the
breakdown voltage for the Hamamatsu SiPM.Another +12V bias is used to power the preamplifier.
The exact bias voltage depends on the specific SiPM model, the number of devices, and their config-
uration. For parallel configurations, the voltage remains the same as for a single cell, while for series
configurations, the voltage is multiplied by the number of devices (e.g., for two SiPMs in series, the
bias voltage is 2 * 55V = 110V).

The LED Pulser, though unmarked, allows adjustment of the emitted light amplitude from O to 10
and the pulse frequency. For this experiment, the frequency was set to 2 kHz. The LED Pulser also
provides a logic signal that goes through the level adapter. This is used to accurately characterize the
received pulse, with a trigger window size of approximately 50 ns.

The acquisition device is a MAQ Box from Acqiris, offering 4 channels with a sampling rate of up to
2 GSamples/s.

The preamplifier has 2 channels with an adjustable resistance element, which can be tuned using a
screw. At one extreme, the waveform saturates faster with a higher voltage. This suggests that the
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resistance is at a maximum. On the other extreme, the waveform exhibits strong oscillatory behaviour.
For this experiment, the setting chosen was the one where the signal saturates faster, increasing the
likelihood of observing single-cell events due to the higher signal amplitude.

The digitizer provides data in the HDF5 format, which typically requires specialized software to open.
To process the acquisition data, the Python program mentioned in the previous section was used. A
length of 750ns was chosen for all captured pulses, as this is enough to capture all important features.
A moving average with a window of 50 points was chosen.

3.2 Python Data Processing

Efficient data processing methods are crucial for interpreting the signals from particle detectors. Dig-
ital filtering is required in order to properly analyze the signal and reduce the DC offset. The digital
filtering is executed in the Python programming language through a program designed for the experi-
mental setup, with the steps shown graphically in figure 5.

Data Processing Steps

Step 1
P Data without Step 2 Data Step 3 Smooth StEP 4 Histogram
Raw Data Baseline removal DC Offset Map to 0 begins Moving Wave Minima af"‘ Gaussian
ato Average Extraction Fit

Figure 5: Data processing steps

The program extracts the data from the Acquisition device, after which the data is stored and processed
through a couple of steps. A typical Raw waveform is shown in figure 6:
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Raw Data Set

r A
5000 T

3
-

-5000

—10000 4

Voltage (AU)

-15000

—20000 -

—25000

0 200 400 600 800 1000 1200 1400
Time (ns)

Figure 6: Typical Raw waveform (Step 0)

The first processing step is removal of the average of the waveform in order to get rid of the DC
offset. This reduces the y-value of all points by a fixed amount. For this particular waveform, the step
reduces the relatively flat beginning values from above 5000 units to under 5000 units in figure 7:

Filtered Data Set

5000 A

—5000 -

—10000 A

Voltage (AU)

—15000 o

—20000 A

—25000 -

—30000 A

o 200 400 600 800 1000 1200 1400
Time (ns)

Figure 7: Waveform after baseline subtraction (Step 1)

Then an additional filter is applied in order to shift the baseline as close to 0 as possible. This is
achieved by removing the value of the first point from data in order to vertically shift the whole
waveform. This is shown in figure 8.
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Mapped Data Set

—5000 4

—10000 A

—15000 1

Voltage (AU)

—20000 4

—25000 -

—30000 A

" : : T T r :
0 200 400 600 800 1000 1200 1400
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Figure 8: Waveform with the first point mapped to O (Step 2)

The filtered data is then averaged using a moving average of a 50 point window size. This is performed
in order to smooth out the signal and reduce variations in the peak of the waveform. This is shown
below in figure 9.

Moving Average Data Set

—5000 4

—10000 -

—15000 -

Voltage (AU)

—20000 4

—25000 1

o
N
o 4
(=]
<3
(=]

T T T T T
600 800 1000 1200 1400
Time (ns)

Figure 9: Smooth waveform after moving average filter (Step 3)

Finally, due to the negative value of the signal, the minima of the signal is then extracted and added
to a histogram, onto which a Gaussian function is fitted. The final step is essential in characterizing
the SiPM parallel array and the output of this step is shown in figure 10.
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Minima Spectrum 1.9 Amp, Energy Resolution=10.09%

600

500 -

400 -

300 A

Counts

200

100 A

—-30000 —28000 —26000 —-24000
Energy (AU)

Figure 10: Histogram with fitted Gaussian (Step 4)

This allows for an extraction of the variance 6> and expected value u of the histograms through the
use of the Gaussian fits. The variance and expected value are used directly to calculate the relative
energy resolution according to equation 4.
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4 Results and Discussion

In this section, the parameters obtained for the hardware and software components of the experimen-
tal setup are presented.

Data was acquired over a range of intensities set from the LED Pulser. The results are showcased
for low, middle and high intensities. The intensity range is based on the amplitude setting on the
LED Pulser. The range starts from an intensity of 1.2, going all the way to 2.2, after which the pulse
saturates. The range was chosen this way due to the possibility of obtaining differentiated single
cell signals for low intensities, with the intermediary range serving the purpose of characterising the
energy resolution of the parallel configuration. The time window of all measurements is 750 ns, with
the y-axis representing the Voltage in arbitrary units (AU) for Raw and Filtered waveforms. For the
histograms with the Gaussian fits, the x-axis is Energy in arbitrary units (AU) and the y-axis is the
number of occurences or counts.

4.1 Preamplifier Settings

The first relevant result which helped determine further the optimal parameters of the setup were the
preamplifier setting. The adjustable resistance screw element of the preamplifier offers an increase or
decrease in the resistance. There are no markings, so the increase or decrease in the resistance would
be observable based on the signal shape, as it varies drastically at the two ends. The first result is
presented in figure 11. Note the strong oscillatory behaviour.

Channel 2, t=350ns

15000 »T st A AR

10000 4

5000 +
—5000
—10000
~15000 - U
—20000 U
—— Channel 2

T T T T T T T T
0 100 200 300 400 500 600 700

Figure 11: Capacitor-dominated signal

The other extreme is where the resistance is the lowest. This region is characterized by a strong signal
that saturates fast relative to the other extreme. The signal in this region overshoots if the signal is
saturated. A lack of oscillatory behaviour suggests that the capacitor has no influence at all over the
shape of the signal. This extreme is shown below in figure 12.
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Channel 1, t=10us
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—10000 -
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0 5000 10000 15000 20000 25000 30000 35000 40000

Figure 12: Resistor-dominated signal

The Resistor-dominated setting was chosen throughout the rest of the experiment. This regime yielded
a better defined signal for lower intensities, which was preferable in order to observe and study the

nature of the SiPM parallel array.

4.2 Parallel SiPM Array
4.2.1 Low Intensity

The waveforms obtained in the low intensity regime are dominated by noise due to the low signal
strength. The characteristic of this regime are the presence of multiple peaks over the whole time
range. The raw and filtered waveforms are shown in figure 13. The energy resolutions belonging to

this mode are greater than 100%.

Initial 1.2 Amp

5000 A

Voltage (AU)

—5000 A

Time (ns)

Filtered 1.2 Amp

T T T T T T T
0 100 200 300 400 500 600 700

1000 -

—1000 -

Voltage (AU)

—2000 -

T T T T T T
0 100 200 300 400 500 600
Time (ns)

Figure 13: Raw and Filtered Waveform at 1.2 Intensity

T
700

Although the low intensity (1.2 to 1.45) signals are overwhelmed by noise, they are not without use.
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They serve as visual indicators for the phenomenon of a multiple single Avalanche Photodiodes charg-
ing. This can be observed in figure 13. There are multiple peaks present over the range. The peaks
are initially hard to distinguish in the raw signal, as the signal possesses a lot of noise. The filtering
algorithm helps distinguish the individual peaks. The algorithm is not working fully as intended, this
can be observed at the start of the signal. This is due to the variation in the signal being comparable
to the peak of the signal.

Minima Spectrum 1.2 Amp, Energy Resolution=256.37%

700 4

600

500 4

Counts

300 4

200 4

100 A

0 e
—-12500 -10000 —7500 —5000 —2500 0 2500 5000 7500
Energy (AU)

Figure 14: Gaussian Fit of 1.2 Intensity Spectrum

The energy resolution in this regime begins with a value of E,.; = 256.37% at an intensity of 1.2.
This is expected due to the algorithm not setting to O properly, the variance in the signal masking the
peak and the Histogram crossing 0.

It is important to consider the low intensity case in a better controlled environment with a known
energy source, such as a known radioactive sample. Further study of this regime is required to math-
ematically confirm the presence of the single-cell charging events. In an ideal scenario, the histogram
should contain peaks with clearly defined separation, corresponding to a different integer number of
cells charging. The wide range of the Gaussian plotted over the histogram in figure 14 might contain
the aforementioned individual peaks, but due to the low intensity regime, their separation might be
less than their variance, which would result in an overlap.

4.2.2 Intermediary Intensity

The intermediary range is characterised by the signal transitioning into a well-defined, single peak.
The intensities range from 1.5 to 1.9, with the exception of 1.55, which yields an energy resolution
above 100%. The energy resolutions specific to this region are between 10% to 100%.
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Figure 15: Raw and Filtered Waveform at 1.6 Intensity

Looking at the Initial waveform at 1.6 intensity in figure 15, the noise is still present, but it varies
much less than the total peak value. The filtered waveform starts very close to 0. This suggests
that the algorithm performs better, being more robust for increasingly stronger signals. The filtered
waveform also retains the global feature of a well-defined peak. This might suggest that the single
peaks present in the previous regime are stacking up due to the linear nature of the single cell signals.

Minima Spectrum 1.6 Amp, Energy Resolution=31.64%
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Figure 16: Gaussian Fit of 1.5 Intensity Spectrum

The mean of the Gaussian present in figure 16 is significantly farther away from 0 compared to the
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previous Low Intensity measurement. This is a general trend in the Intermediary mode. This confirms
that the signal is well-differentiated from noise and it gets more accurate as the intensity is increased.
This is seen in the value of the energy resolution which is E,.; = 31.64%. The general trend seems to
be that the peak smooths out, visible in the raw signal as well.

4.2.3 High Intensity

The best waveforms in terms of shape and energy resolution are found in the intensity range above
1.9, in which the energy resolution is less equal to 10%.

Initial 2.2 Amp
10000 A
5 0
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g —10000 -
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= —20000 -
0 100 200 300 400 500 600 700
Time (ns)
Filtered 2.2 Amp
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5 _ ]
2 10000
[1¥]
g —20000
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—30000 A
T T T T T T T T
0 100 200 300 400 500 600 700
Time (ns)

Figure 17: Raw and Filtered Waveform at 2.2 Intensity

Observing figure 18, it is noticeable that the peak tends to smooth out. Any measurements above this
intensity yield a saturated signal, which is not of interest in this experiment. The filtering algorithm
yields the best-looking waveform, with the start of the signal being extremely close to 0. The signal
is very smooth, indicating that noise along the curve is negated.
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Minima Spectrum 2.2 Amp, Energy Resolution=2.92%
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Figure 18: Gaussian Fit of 2.2 Intensity Spectrum

The high intensity regime yields the best energy resolutions up until the saturation point. The best
achieved energy resolution for the SiPM is found for an intensity of 2.2, with the energy resolution
being E,.s = 2.92%. A study from 2009 obtained that the energy resolution of a SiPM matrix that
operates as a single SiPM to be 20% FWHM at 511 keV [7]. Another study from 2014 determined
that the energy resolution of a single SiPM cell in the range of 3 MeV to 5 MeV is 3% to 4% [8].
The result is comparable to other determined values, with the parallel SiPM array at maximum light
intensity can achieve a resolution of 2.92%, which is similar to the performance of a single detector.
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4.3 Digitizer Simulated Sampling Rates

A fast digitizer with a high acquisition rate or sampling rate is essential in determining the time and
energy resolution of a detector. The Acqiris digitizer used in the experiment has a sampling rate of
2 GS/s. This is a large sampling rate and multi-channel devices which have such a sampling rate are
expensive. In order to confirm if the SiPM parallel configuration could yield similar or reliable results
for other acquisition devices, a simulation was conducted based on the sampling rate. As such, energy
resolutions were calculated again from simulated, downsampled data points using moving averages
and the Nyquist Theorem.

Energy Resolution vs Amplitude for 125MHz to 2GHz Sampling Rates

® 20GHz
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Figure 19: Energy resolutions for simulated downsampled sampling rates

The results for the energy resolutions are presented in figure 19. A proportionality model was fit to
the obtained relative energy resolutions. The model is used as a visual confirmation that the general
trend is followed by all simulated cases. The model confirms the Poisson nature of the phenomenon.
A table containing all the energy resolutions for all cases is presented below in table 1, with red repre-
senting the Low Intensity measurements, yellow was used for Intermediary Intensity and finally green
for High Intensity.
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Amp 2GHz 1GHz S00MHz 250MHz 125MHz
1.2 | 256.37+5.14% | 223.84+£551% | 245.06£8.29% | 276.24+8.18% | 412.69£21.71%
1.3 187.65+4.65% | 165.62£5.80% | 172.27+4.82% | 185.60+4.30% | 244.31£5.22%
1.35 | 171.14+£9.98% | 157.08 £11.19% | 162.29+12.71% | 171.53+9.86% | 193.17 +8.89%
1.4 102.56 £3.01% 94.27+£2.63% 95.54 £2.08% 99.53£2.11% 110.62 +2.30%
145 | 111.09£7.23% | 109.01£7.36% | 108.70+7.91% | 110.07+£8.16% | 113.36£7.26%
1.5 54.13£0.85% 51.99+£1.07% 52.14+1.13% 52.80+1.09% 58.07+£0.94%
1.55 | 108.47+12.84% | 105.54£13.32% | 106.86 =13.15% | 105.27+12.54% | 105.16 £12.18%
1.6 31.64+0.77% 30.72+£0.54% 31.20+£0.35% 31.56+0.34% 32.66 £0.44%
1.65 | 41.64+1.22% 42.00+1.35% 41.69+1.39% 41.92+1.46% 42.09+1.26%
1.7 20.36 £0.26% 20.28 £0.32% 20.50£0.20% 20.52£0.17% 20.74£0.24%
1.75 17.76 £0.29% 17.48 £0.26% 17.41£0.27% 17.44 £0.34% 17.66 £0.35%
1.8 13.91£0.17% 13.91£0.15% 13.93£0.18% 13.94£0.16% 14.03£0.21%
1.85 12.62£0.15% 12.40£0.19% 12.33 £0.24% 12.26 £0.27% 12.49£0.22%
1.9 10.09£0.14% 10.13+0.15% 10.20+0.16% 10.22£0.17% 10.21+0.16%
1.95 9.70+£0.11% 9.53+£0.13% 9.59£0.11% 9.45+0.10% 9.49+0.13%
2.0 7.44+0.12% 7.40£0.09% 7.46+£0.12% 7.49+0.10% 7.47£0.10%
2.05 7.07£0.06% 7.09 £0.09% 7.05£0.05% 6.96 £0.10% 7.07£0.09%
2.1 5.79£0.05% 5.85£0.06% 5.88£0.13% 6.01 £0.08% 6.11+0.10%
2.15 4.63£0.04% 4.99+£0.07% 5.22+0.04% 5.38£0.05% 5.47£0.07%
2.2 2.92+0.05% 3.72+0.06% 4.18£0.05% 4.43£0.06% 4.56£0.04%

Table 1: Relative Energy Resolutions for original and simulated sampling rates against laser intensity

By comparing across the Low Intensity region, 2 GHz is not the best option. The 1 GHz yields a bet-
ter energy resolution, with 125 MHz yielding the worst by far. The 1 GHz simulated device mostly
outperforms all other devices in the Low Intensity region. This might be due to a lower amount of
points which might reduce the noise variance in the Raw waveforms. The 125 MHz simulated device
becomes comparable to the other device at an intensity of 1.45.

For the Intermediary region, the measurement at 1.55 intensity yields high errors and a higher than
expected value for the resolution. This might originate from an error in the measurement process.
Otherwise, the devices share the same order of magnitude in the energy resolutions, as well as in their
errors. All devices follow the same trend of converging towards values under 10%.

The High Intensity region presents mixed results, with the 2 GHz device outperforming the rest only
for 2.1, 2.15 and 2.2 amplitudes. This is important as these represent the upper intensity limits for a
non-saturated signal. This confirms that the best performing device is the 2 GHz Acqiris, but the rest
of the simulated devices perform comparably well.
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5 Conclusion

An analysis on all the components of the experimental setup described in the paper has been done.
The preamplifier, LED Pulser, Digitizer and the Python program all play essential roles in the readout
of the signals. The relative energy resolution is studied as the main parameter that needs to be opti-
mized in order to gain insight into the efficiency of a parallel SiPM array.

The Python program performed well for the task of filtering, binning and fitting in the intermediary
and high intensity ranges. The lower intensity ranges proved to be trickier to align and analyse due
to the noisy behaviour of the signal. This can be improved on in the future through a reassessment of
the filtering method.

The Preamplifier is the device mainly responsible for amplifying the signal obtained from the SiPM.
It offers a wide range of choice thanks to the adjustable resistance element, as well as 2 channels. Al-
though only one channel was used for the experiment, it can support 2 simultaneous signals as well.
The extreme with the highest resistance was chosen, as it offered the best signal-to-noise ratio. This
setting ensured that parasitic capacitance effects are minimized, which would have required higher
intensities and would have introduced unwanted oscillatory behaviour in the system.

The digitizer is an essential component in the setup as it converts analog signals into digital signals
that is then further used for data analysis. The Acqiris DAQ device is capable of handling up to 2
GS/s, with an availability for 4 channel inputs, as well as a trigger input. The digitizer could resolve
rather easily the signals in the intermediary and high intensity regions. This raised the question of
how other devices might perform. The 1 GHz sampling rate proved to be the best for low intensity
measurements, suggesting a good balance between signal integrity and noise reduction. The simu-
lated lower sampling devices maintain a degree of consistency across all ranges.

The parallel SiPM array is characterized in this study by the relative energy resolution. For low in-
tensity measurements, the best resolution was achieved by the simulated 1 GHz device. The 2 GHz
device possesses a similar energy resolution in that range. The 2 GHz device makes it possible for
Single Cell behaviour to be observed in the low intensity region. This, alongside the model that
was fit in Figure 19, confirm the Poisson nature of the parallel configuration, backed up by theory.
The Intermediary intensity region, all sampling rates show that the SiPM array maintains consistent,
increasingly better performance over the whole range. At high intensities, the 2 GHz device outper-
forms the rest, suggesting that for high intensity events to be captured accurately, a high sampling rate
device is needed, although all other simulated devices performed comparably well.

This research aimed to highlight the critical parameters involved in the optimization of the readout of a
SiPM-based detector. The preamplifier settings, the parallel configuration of the SiPMs, the sampling
rate and the data processing program all play an essential role in determining the energy resolution
of the array. This can set the foundation for further research and innovation in developing compact,
efficient and accurate neutron detectors, that are both usable in vacuum and in strong magnetic fields.

As a follow-up, it is important to study the Series configuration of 2 SiPMs in order to shed more light
into the advantages and disadvantages of different arrays. By using a well-studied radioactive source,
for instance the 511 keV peak of Na22, the energy resolution can be determined and compared to the
single SiPM. Addition of a scintillator into the setup would provide additional information into how
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the arrays would work in tandem with such a material. This would add a further parameter that can
be optimized, for instance the light yield of the material.
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A Full results
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Figure 20: Low Intensity Measurement
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Figure 24: Intermediary and High Intensity Measurement
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Figure 25: Intermediary and High Intensity Measurement



30

APPENDICES

Initial 1.85 Amp

Filtered 1.85 Amp

°

20000 4
15000 _5000
10000
-10000
5000
o] ~15000
—5000 —20000
0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700
Initial 1.9 Amp Filtered 1.9 Amp
0
0 —5000
~10000
—10000 + —~15000
~20000
—20000 4
—25000
o 100 200 300 400 500 600 700 o 100 200 300 400 500 600 700
Initial 1.95 Amp Filtered 1.95 Amp
10000 A o
5000 - -5000
04
—10000
-5000 4
—15000
0 100 200 300 400 500 600 700 4 100 200 300 400 500 600 700
Initial 2 Amp Filtered 2 Amp
20000 4 o
10000 A ~10000
04
—20000
—10000 +
—30000
—20000 4
~30000 4 —40000
0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700

Figure 26: High Intensity Measurement
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Figure 27: Intermediary and High Intensity Measurement
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B Gaussian parameters and errors

Errors were calculated from u and ¢ and their corresponding errors. The Energy resolution errors
were found as:

AuAc
UG
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APPENDICES

Error Sigma Error

-1159. 1 1206¢ : 20.06140 20.9145
-1922.8121 1486. 22.7627 22_7828
-2697.2525 1858.7684 -8953 86.2147
-5776. : ) 36.3712
-4373.8562 2018.5669 3.3633 1808.9288
-7794.
-11797.
-197a7.
-13881. 2457 .186
-21691.9 1888.
-11818. 873.7237
-17119.8241 16812.3982
-11182.7123 581.2222
-14953.8857 647.6502
-8916.4882 362.7362
; .2185 749.8127

-9576 480.1377

.3874

.5387

. 8965

[¥= I = R Ve Y = R Vs TRV
L= R R Ve R I Ve B Ve |
W B o b
(SR =Y ==
=] o 0O O g0
s R IR VYO < +]

=]
LA
[=)]
=]
V=]

(=R 1= T = R = I = Y = Vi
[V I Ve T Vs [V R TR R Ve |

1.
1.
1.
1.
1.
1.
1.
1. 9
1.
1.
1.
1.
1.
1.
1.

(¥
w0
=]

[ ]
1=l =]
V= I "= R V= R

[ ]
(1=l l=]
V=]

Figure 30: 500 MHz data

-

sigma Error Sigma Error
028.7500 L4774 13.4774
1893.5652 .18086
1428.9742 y
17687.2576
1486.7028
12088.88606
3624.7360
88 1816.1685
-9496.6186 1698.4295
-148108.1864 1298.2555
-8058.3655 596.64281
-11658.5263 689.7528 7.271@
-7534.5484 392.3426 8.2047
-18129.4557 439.5474  7.8973
-6835.1822 242.2276 2.5853
-15976.4457 587.8991 6.6188
-90828.24808 266.7175 3.7264
-18924.14106 278.9198 3.7468
-12312 5555 281.2495 2.61808
-14680.8172 263.3336 3.3286

(=]
It}

[~ I = V=R V= I = T
I R

[te]
=
1% o B+ = )
[
choga T
o Ld Q8
[FWEY

(=]
[F=]
~J
L
oo

99

]
=]
[=)]
V=]

[ e = T = T = T T = R Sy gyt
LYo BT = R e R =]
=R = - - R i}

L I R
[{=RLt=]
[T Y]

(%)
1=}
[F=}

Figure 31: 250 MHz data
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Figure 32: 125 MHz data



