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Abstract

This thesis presents the development of the LLACE1 platform, an AI-Research Manage-
ment Platform specifically designed for the healthcare domain. The platform addresses
the need for a comprehensive system to manage the lifecycle of AI models in medical
research, which includes data integration, model evaluation, and deployment. The
platform is particularly tailored to the requirements of the University Medical Cen-
ter Groningen (UMCG), emphasizing secure data management and compliance with
healthcare standards.

The methodology involved an extensive review of existing AI and healthcare informat-
ics literature and detailed user requirements analysis through interviews with UMCG
researchers. The LLACE platform integrates advanced search capabilities, user and
project management, and robust data handling features. It also facilitates the deploy-
ment of AI models.

The LLACE platform’s modular and extensible architecture ensures scalability and
maintainability, supporting the seamless collaboration of researchers. The platform’s
design promotes transparency and reproducibility in AI-driven healthcare innovations,
making it a significant contribution to the technological infrastructure of medical re-
search. This project aims to enhance the efficiency and effectiveness of healthcare
services by providing a robust tool for managing AI research activities.

1Named after Ada Lovelace, a pioneer in computer science.
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1 Introduction and Motivation

The integration of Artificial Intelligence (AI) in healthcare represents a transformative op-
portunity, promising significant advancements in diagnosis, treatment, and operational ef-
ficiency. However, the deployment and management of AI-driven solutions in this field are
fraught with challenges, including data privacy concerns, the need for high accuracy, and the
integration of diverse data sources [40, 19]. These challenges underscore the necessity for a
specialized platform to manage the lifecycle of AI model development and maintenance in
healthcare settings.

This thesis proposes the design and implementation of an AI Research Management Plat-
form, LLACE, specifically tailored for the healthcare domain. The platform addresses the
critical need for a system that not only manages the technical aspects of AI model research,
development, and deployment but also aligns with the ethical and operational standards
required in healthcare research [40, 19]. Unlike general-purpose AI platforms, LLACE is
designed to cater to the unique requirements of medical research, such as stringent data
security, regulatory compliance, and the need for accurate and reproducible results [4, 11].

The healthcare sector, particularly institutions like the University Medical Center Groningen
(UMCG), faces distinct challenges in AI research management. Currently, researchers at
UMCG often work in isolation, with research data and models stored locally or on disparate
systems. This fragmentation hinders collaboration, slows the translation of research into
clinical practice, and poses risks to data security and integrity [4]. UMCG researchers
currently utilize the Habrok HPC cluster for intensive computational tasks [24]. However,
they lack a convenient way to collaborate and share their research, underscoring the need
for a centralized platform.

The proposed platform, LLACE, aims to streamline the research process, enhance collab-
oration among scientists, and expedite the deployment of AI innovations in healthcare. It
seeks to create an ecosystem that supports the entire lifecycle of AI models—from develop-
ment and validation to deployment and monitoring. By centralizing these processes, LLACE
addresses several critical gaps identified in current systems, such as the lack of integrated
model repositories, inadequate support for multi-disciplinary collaboration, and insufficient
mechanisms for ensuring model reproducibility and ethical compliance [38, 25].

The development of LLACE is driven by the overarching research question: “How can we
design and implement an AI-research management platform that effectively caters to the
unique needs and challenges of the healthcare domain?” This question encapsulates the the-
sis’s focus on creating a robust and adaptable platform that not only meets the technical
requirements of AI research but also aligns with the unique needs and requirements of health-
care, an industry that has an extremely narrow tolerance for error and a critical need for
broad innovation and improvement.

To ensure that the platform meets these goals, the research will be guided by several sub-
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questions, including:

• How can the platform effectively integrate with existing systems to streamline data
collection and ensure compatibility?

• What are the key user requirements and workflow considerations for healthcare re-
searchers that must be taken into account in the platform’s user interface and func-
tionality design?

• What infrastructure requirements and considerations are necessary to support the scal-
ability, reliability, and performance of the platform?

• How can the platform facilitate collaboration and knowledge sharing among multidisci-
plinary teams of researchers, clinicians, data scientists, and other stakeholders involved
in healthcare research projects?

1.1 Proposal

We propose to design a system that specifically caters to the needs of researchers working
in the healthcare domain, particularly at UMCG. This system will enable researchers to
efficiently discover, manage, and collaborate on AI research projects. The platform will
address the unique challenges posed by the healthcare environment, including data security,
regulatory compliance, and the need for high accuracy in AI applications. By leveraging
existing literature and eliciting detailed requirements from UMCG researchers, the project
aims to develop a comprehensive tool that aligns with their specific needs and integrates
seamlessly with their current infrastructure. The system will include essential functionalities
such as user management, data and profile storage, advanced search capabilities, and an AI
model repository. The primary objective is to establish a robust and flexible architecture
that supports the platform’s scalability, security, and user accessibility.

The outcome of this thesis will be a detailed architectural design for LLACE, which will serve
as a blueprint for future development and implementation. This architecture will not only
meet the current needs of UMCG but will also be adaptable for potential future expansions
and integrations with other systems.
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2 Related Work

The rapid proliferation of AI research and machine learning (ML) models across various
domains necessitates robust systems to manage the entire lifecycle of these models, from
inception to retirement [38]. This section reviews the current landscape of research and model
management systems, highlighting their strengths and limitations, and how the proposed
LLACE platform aims to address these gaps.

2.1 Research Management Systems

Research Management Systems (RMS) are essential for organizing, managing, and tracking
research activities. This section provides an overview of existing platforms and discusses
their limitations and challenges.

2.1.1 Overview of Existing Platforms

Among the widely used open-source RMS platforms are DSpace and ePrints. DSpace is
a repository software that facilitates the creation of open access repositories for scholarly
and published digital content. Developed by MIT and HP, DSpace offers robust features
for archiving and disseminating digital content, including advanced metadata management,
interoperability, and comprehensive search capabilities [21].

Similarly, ePrints, developed by the University of Southampton, is another popular platform
in academic settings. It provides a user-friendly interface for managing research outputs, with
features such as customizable metadata, easy content submission workflows, and support for
various data types [8].

2.1.2 Limitations and Challenges

Despite their strengths, both DSpace and ePrints have significant limitations, especially when
it comes to creating a specialized platform like LLACE. A major issue with these platforms
is the complexity of their search interfaces. For instance, DSpace users “often preferred the
advanced search form due to its detailed filtering options,” but found the single-box search
form inadequate as it frequently returned an overwhelming number of irrelevant results
without effective refinement mechanisms [20].

In contrast, ePrints featured a simpler three-box search form, which users generally preferred
for its simplicity. However, the advanced search form in ePrints was criticized for being
overly complex, discouraging use among less experienced users. Both platforms were also
criticized for inadequate user guidance during the search process, leading to user frustration
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and inefficiencies [20]. For example, one user noted, “When you type ‘bibliometrics’ in the
search box, only the results which have ‘bibliometrics’ in their title are returned. If full-text
search is made possible, one could access any time to an article dated in 2012, which is what
I’m looking for” [43]. This issue emphasizes the need for comprehensive search capabilities,
including matching search queries with more than only result titles, which LLACE aims to
provide.

Additionally, these platforms do not adequately meet the unique needs of healthcare AI
research, such as managing sensitive data, ensuring regulatory compliance, and supporting
the lifecycle management of AI models. This is crucial because the effective management of
AI models, including versioning, tracking, and ensuring reproducibility, is vital in healthcare
research but is not adequately addressed by DSpace or ePrints [43]. For example, a user
commented, “Becoming a member is difficult” [43], highlighting user onboarding issues that
LLACE will address by integrating with the UMCG Single Sign-On system for seamless
access.

Another significant limitation of existing RMS platforms like DSpace and ePrints is their lack
of support for managing data during the initial stages of research activities. According to an
analysis conducted by Amorim et al., various research data management platforms, including
DataFlow’s DataStage and DataBank, and the Dendro platform, highlight the necessity
for integrated environments that manage and describe data interactively. These platforms,
reviewed in the analysis, demonstrate the importance of flexibility and customization in data
management, allowing researchers to add specific details, tags, and metadata to their projects
[2]. LLACE aims to incorporate these capabilities, offering a high degree of customizability to
enable users to manage and categorize data according to their specific needs, thus addressing
the shortcomings of existing platforms.

While DSpace and ePrints provide solid foundations for academic research management,
they are not designed to handle the specialized requirements of healthcare research. The
platforms are also criticized for being overly complex and not user-friendly enough, which
can hinder their usability. As such, they are not suitable as a base for LLACE. However,
these platforms have set a strong foundation, and if more time and resources were available,
it might be worth considering building upon them. For now, LLACE will focus on a simpler,
custom RMS solution that incorporates the best features of these systems while avoiding
their pitfalls.

2.2 Model Management Systems

Model Management Systems (MMS) are crucial for the efficient deployment, maintenance,
and tracking of ML models. This section provides an overview of existing platforms and
discusses their limitations and challenges.
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2.2.1 Overview of Existing Platforms

Notable systems include ModelDB and MLFlow, which offer essential capabilities such as
versioning, tracking, and sharing of ML models [36, 42]. These features are critical for
managing the lifecycle of models, from development to deployment and beyond.

In the commercial sector, platforms like SAS Model Manager, Uber’s Michelangelo, and
Facebook’s FBLearner Flow cater to specific organizational needs by providing tailored model
management solutions that align with different operational requirements [31, 33, 9].

2.2.2 Limitations and Challenges

Despite advancements in model management, several challenges persist, including ensuring
reproducibility, managing model versioning, and integrating models into production environ-
ments. Many existing systems lack the adaptability needed to accommodate diverse require-
ments across different domains, particularly in specialized fields like healthcare [38, 36, 42].

These systems also often fall short in addressing critical healthcare needs, such as regulatory
compliance and secure data handling. While they provide robust technical tools, they do
not always align with the stringent ethical and operational standards required in healthcare
research.

2.3 Contribution of LLACE

The LLACE platform is designed to address the specific needs of healthcare research that
existing RMS and MMS like DSpace, ePrints, ModelDB, and MLFlow do not adequately
meet. While these platforms are effective in their respective domains, they are too large
and complex for the specific needs of LLACE, where specialized data management is crucial.
LLACE is designed as a more lightweight and custom solution, tailored specifically for the
University Medical Center Groningen (UMCG) and similar institutions.

LLACE will incorporate a more intuitive search functionality, balancing simplicity and ad-
vanced filtering options to enhance user experience. It will feature a single-box search in-
terface with dynamic filter options, allowing users to refine their searches effectively. Addi-
tionally, LLACE will provide comprehensive support for managing sensitive healthcare data,
ensuring compliance with regulatory standards, and supporting the entire lifecycle of AI
models, including aspects like versioning, tracking, and ensuring reproducibility.

Furthermore, LLACE emphasizes high customizability in data management, allowing users
to add specific details, tags, and metadata to their research projects and AI models. This
flexibility is crucial for accommodating the dynamic and complex nature of healthcare re-
search data, making LLACE a more suitable choice than extending existing platforms like
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DSpace or ePrints.

Additional features of LLACE will be detailed in later sections, particularly in the upcoming
Requirements section.

2.4 Search Process

The literature search for this thesis was conducted using the SmartCat and Scopus databases,
supplemented by snowballing from references in relevant studies. Keywords such as “research
management platform,” “model management platform,” “healthcare research,” and ”AI in
healthcare” were used to identify pertinent studies. As new platforms were discovered, addi-
tional searches were conducted with terms such as “DSpace” and “ePrints” to gather further
information about these specific systems. Additionally, snowballing was used to explore the
references listed in the initially found literature to identify further relevant sources.
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3 Requirements

This section outlines the requirements for the AI-Research Management Platform, LLACE,
which were gathered through a comprehensive process involving interviews with researchers,
analysis of existing literature, and examination of similar platforms. The primary goal was
to identify the specific needs and challenges faced by researchers in the healthcare domain
and design a platform that effectively addresses these requirements. Detailed notes from
interviews with researchers are available in Appendix A.

3.1 Requirements Gathering

The requirements gathering process involved several key activities. Initially, two rounds of
in-depth interviews were conducted with healthcare professionals and researchers to gain a
detailed understanding of their workflows, pain points, and desired features in a research
management system. The first interview was an online meeting lasting approximately one
hour with five researchers at UMCG, focusing on their specific needs for LLACE. The second
interview was conducted with an individual at UMCG who has a strong understanding of the
technologies currently in use, providing insights into potential integrations and technological
constraints. Both interviews were semi-structured, allowing for comprehensive discussion
based on prepared questions and additional relevant input from the participants (see Ap-
pendix A).

The literature review involved analyzing existing research and platforms, such as DSpace
and ePrints, to identify their strengths and limitations. This review provided a foundational
understanding of the current state-of-the-art in research management systems and informed
the requirements for LLACE. The examination of similar platforms helped gather insights
into best practices and common features, particularly focusing on the unique needs of the
healthcare sector.

3.2 System Functionalities

The LLACE platform is designed to serve as a comprehensive tool for managing AI research
in the healthcare domain. Based on the gathered requirements, the system will offer the
following core functionalities:

• User Management: The platform will support creating, updating, and deleting user
accounts, along with managing user roles and permissions. This includes secure au-
thentication using institutional Single Sign-on credentials.

• Research Project Management: Researchers will be able to create, update, and
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manage research projects. This includes secure data storage, managing project collab-
orators, and linking projects to related models and publications.

• AI Model Management: The system will support the uploading, updating, and
management of AI models, including storing detailed metadata, versioning, and linking
to related projects and publications. Models can also be deployed to environments like
UbiOps for execution (see ”Overview of UbiOps” subsection).

• Search Functionality: LLACE will provide advanced search capabilities tailored to
different types of users, including researchers, data scientists, project managers, and
administrators. The system will offer dynamic filtering options to refine search results
effectively, catering to the unique needs of each user group.

– Researchers:

∗ Perform keyword searches and filter results by project status.

∗ Categorize and search by research topics, authors, and institutions.

∗ Utilize detailed metadata searches, including publication dates.

– Data Scientists:

∗ Access datasets and AI models based on data types, formats, and sources.

∗ Search for models using performance metrics, version history, and usage sce-
narios.

– Project Managers:

∗ Monitor project progress and status with filters for timelines and milestones.

∗ Track collaborator contributions and access project documentation.

– Administrators:

∗ Manage users by searching for activities, access patterns, and system changes.

∗ Retrieve audit logs for compliance and thorough review processes.

• Data Integration and Compliance: The platform will integrate with institutional
systems to synchronize user information and research data. It will also ensure com-
pliance with data privacy regulations like GDPR, featuring robust security measures
such as data encryption and audit logs.

• User Interface: A user-friendly interface will include separate pages for global search,
project management, model management, and a dashboard for quick access to a user’s
research activities.

3.3 MoSCoW Technique

To prioritize the project requirements, the MoSCoW prioritization technique was used, cat-
egorizing requirements into four groups: Must Have, Should Have, Could Have, and Won’t
Have [23]. This prioritization is for the ideal implementation of LLACE, recognizing that
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not all requirements may be met in the Minimum Viable Product (MVP). Each requirement
has been assigned an identification number for traceability, as shown in Table 1.

Must Should Could Won’t

Table 1: Color coding schema for MoSCoW Requirements based on interviews and
literature analysis (see Appendix A).

3.4 Functional Requirements

The functional requirements define specific functionalities that the LLACE platform must
provide to meet user needs. Each requirement is denoted by a unique identifier [F-#].
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# Requirement

F-1 User Management: The platform must allow for the creation, updating, and
deletion of user accounts.

F-2 User Authentication: Secure user authentication using institutional Single
Sign-on credentials is required to ensure the integrity and security of user data.

F-3 Role and Permission Management: The system must manage user roles and
permissions to control access to different parts of the platform.

F-4 User Profile Management: The system must enable the creation, updating,
and deletion of user profile information, including roles, affiliations, and contact
details.

F-5 Research Project Management: The platform must allow users to create,
update, and delete research projects, including the ability to upload and store
research data securely.

F-6 Data Storage: Secure storage for research data must be provided, ensuring
compliance with data privacy regulations such as GDPR.

F-7 Project-Project Linking: The platform must provide links to related research
projects, enabling users to navigate easily between them.

F-8 Project-Model Linking: The platform must provide links to related AI models,
facilitating easy navigation and access.

F-9 Project-Publication Linking: Research projects should link to related publi-
cations, facilitating access to relevant literature.

F-10 AI Model Management: The platform must allow for the uploading, updating,
and deletion of AI models, including detailed metadata management.

F-11 Model Metadata Management: Store model metadata, including versioning,
performance metrics, and links to relevant projects and publications.

Table 2: Functional Requirements based on interviews and literature analysis (see
Appendix A).
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# Requirement

F-12 Model Deployment: The platform should enable the deployment of AI models
to environments like UbiOps for execution (see ”Overview of UbiOps” subsection).

F-13 Model-Project Linking: Link AI models to related projects, providing context
and relevance to the models.

F-14 Model-Model Linking: AI models must provide links to other related models
that are clickable, allowing users to see connections and relevance.

F-15 Model-Publication Linking: Link AI models to related publications, facilitat-
ing access to relevant literature.

F-16 Model Collaborator Management: Manage collaborators for AI models, al-
lowing for role assignments and permissions.

F-17 Advanced Search: The platform must provide advanced search capabilities for
research projects, AI models, publications, authors, datasets, and user profiles.

F-18 Search Filtering: Implement filtering options to refine search results based on
specific criteria such as publication date, project status, and research area.

F-19 Institutional Repository Integration: The platform could integrate with in-
stitutional repositories to synchronize research data, providing a seamless experi-
ence for researchers.

F-20 Audit Logs: Could provide audit logs to track user activities and system changes,
supporting transparency and accountability.

F-21 International Collaboration: Could support international collaboration fea-
tures, including language localization and cross-border data sharing protocols.

F-22 Dedicated Pages: The platform could have dedicated pages for global search,
browsing research projects, AI models, and managing user profiles.

F-23 Project Management Page: Must have a dedicated page for managing Re-
search Projects, including tools for collaboration and data management.

F-24 Model Management Page: Must have a dedicated page for managing AI Mod-
els, including version control and metadata.

F-25 Account Management Page: Could have a dedicated page for managing user
account information, including security settings and personal details.

F-26 User Dashboard: Should have a dashboard that provides an overview of a user’s
projects, models, and recent activities.

F-27 Login Page: Should have a secure login page with options for account recovery
and support.

Table 3: Functional Requirements (continuation of Table 2), based on interviews and
literature analysis (see Appendix A).
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3.5 Non-Functional Requirements

The non-functional requirements ensure the platform performs efficiently and is reliable,
secure, and easy to use. Each requirement is denoted by a unique identifier [NF-#].
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# Requirement

NF-1 Performance: The system should handle concurrent access by multiple users
without a response time exceeding 2 seconds for standard operations.

NF-2 Efficiency: Data retrieval and processing operations should be optimized to
minimize delays, ensuring quick access to information.

NF-3 Scalability: The platform should scale to accommodate increasing amounts of
data and users, supporting at minimum the number of staff and students at
UMCG concurrently.

NF-4 Modularity: The system should be designed with modular components to
facilitate maintenance and updates, allowing for easy replacement or upgrade of
individual modules.

NF-5 Reliability: The system should maintain an uptime of 99.9%, with mechanisms
for automatic failover and disaster recovery.

NF-6 Data Integrity: Could implement backup and recovery mechanisms to prevent
data loss, ensuring that all data can be restored within 4 hours in the event of
a failure.

NF-7 Usability: The user interface must be intuitive and easy to navigate, with user
testing to ensure a positive user experience.

NF-8 Documentation: Provide comprehensive documentation and support for users.

NF-9 Data Security: Should ensure data encryption in transit and at rest, with
regular security audits and vulnerability assessments.

NF-10 Maintainability: Must use best practices in coding and documentation to
ensure the system is easy to maintain and extend.

NF-11 Accessibility: The pages for managing Research Projects, AI Models, and
account information should be accessible with no more than 3 clicks from the
homepage.

Table 4: Non-Functional Requirements based on interviews and literature analysis (see
Appendix A).
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4 Architecture

This section presents the architecture of LLACE, which comprises multiple layers and com-
ponents, each serving a specific function within the platform. The architecture is illustrated
through various diagrams, explaining the system’s interactions and components in varying
levels of detail.

4.1 Ideal Architecture

The ideal architecture represents the comprehensive vision for LLACE, incorporating all
planned features and components. This architecture aims to provide a robust, scalable, and
secure platform for managing AI-driven research in healthcare.

4.1.1 System Context Diagram

The System Context Diagram (Figure 1) provides a high-level overview of the interactions
between LLACE and its external entities, including users and external systems. This diagram
illustrates how different components and users interact with LLACE to achieve a seamless
AI-research management experience.

In this diagram, researchers and administrators are the primary users interacting with
LLACE. Researchers upload, download, and manage AI models and data, and they request
the execution of models on the UbiOps platform. Administrators manage user accounts,
system settings, and monitor the overall system to ensure security, compliance, and efficient
operation.

The AI-Research Management Platform, which forms the core of LLACE, communicates with
several external systems. It integrates with Authentication Services provided by UMCG to
ensure secure user authentication through Single Sign-On (SSO). This integration ensures
that users have secure access to the platform based on institutional authentication mecha-
nisms such as LDAP and OAuth.

LLACE also interacts with Institutional Repositories, primarily from UMCG, to fetch and
store research data. This integration allows for seamless synchronization of research data,
ensuring that researchers have access to the latest information and can upload their data
securely.

Furthermore, the platform connects with External Data Sources, such as Pure, which provide
essential data for AI model training and research, as well as relevant publication informa-
tion. Pure is integrated into the ideal implementation of LLACE, as it is the tool UMCG
uses to manage its publications. This integration helps incorporate necessary datasets and
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Figure 1: System Context Diagram

publications into the research process, enhancing the quality and relevance of the AI models
being developed.

A crucial component of LLACE is its integration with the AI-Model Deployment service,
specifically UbiOps (see Overview of UbiOps). UbiOps provides the computational resources
and environment needed for deploying and running AI models. Researchers can request
model executions on UbiOps directly through LLACE, ensuring that their models are de-
ployed in a robust and scalable environment.

Overall, the interactions between the Web Application, Backend Services, and External Sys-
tems ensure that LLACE provides a comprehensive and efficient platform for managing AI
research in the healthcare domain. By leveraging these integrations, LLACE supports re-
searchers and administrators in their efforts to advance medical science through the effective
management and deployment of AI models.
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4.1.2 Container Diagram

The Container Diagram (Figure 2) provides a high-level view of the major components or
“containers” within LLACE, showcasing how they interact with each other and external
systems. This diagram abstracts the internal workings of each container to focus on their
roles and relationships.

Figure 2: Container Diagram

The architecture is structured around several key containers:

• Web Application: Serves as the user interface for both researchers and administra-
tors. Researchers use the application to manage and search for projects, models, and
publications, while administrators use it to manage users and system settings. This
application interacts with the Backend Services through API calls, handling various
user requests and data operations.

• Backend Services: This container comprises multiple services responsible for dif-
ferent functionalities, such as User Management, Research Management, AI Model
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Management, and Data Integration. These services communicate with each other and
the Web Application using RESTful APIs, facilitating operations like CRUD (Create,
Read, Update, Delete) on data and synchronization with external systems.

• Database Layer: Manages the persistent storage of data, including user information,
research project data, AI model metadata, and system logs. The databases interact
with the Backend Services to store and retrieve data as needed.

• External Systems: Includes UMCG’s Authentication Services for secure user au-
thentication, Institutional Repositories for research data management, External Data
Sources like Pure for additional research data, and UbiOps for deploying and running
AI models.

The communication between these containers typically involves RESTful API calls, with
HTTP as the primary protocol. This design allows for scalable and flexible interactions,
enabling components to operate independently and communicate efficiently.

4.1.3 Backend Component Diagram

The Backend Component Diagram (Figure 3) delves deeper into the internal structure of
the Backend Services, detailing how different components within the backend interact and
fulfill specific roles.

The backend is composed of several core components that work together to provide com-
prehensive functionality for LLACE. The User Management Service is responsible for
handling all aspects of user authentication and authorization, ensuring secure access through
integration with UMCG’s Authentication Services. This service manages user credentials,
roles, and permissions, interfacing with the User Database to store and retrieve user-related
information securely.

The Research Management Service plays a crucial role in managing research project
data. It oversees the creation, updates, and deletion of projects, ensuring that data from In-
stitutional Repositories and External Data Sources is accurately integrated and synchronized
within LLACE. This service interacts with the Research Database to maintain comprehensive
records of all research activities, enabling efficient data management and retrieval.

The AI Model Management Service is dedicated to managing AI models, including
their metadata and versioning. This service facilitates the deployment of models on UbiOps,
ensuring that models are run in a scalable and robust environment. By coordinating with
the AI Model Database, it maintains detailed records of all AI models, supporting activities
such as model training, testing, and deployment.

The Data Integration Service ensures that data from various external sources, such as
Pure and other external data repositories, is effectively integrated into the platform. This
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Figure 3: Backend Component Diagram
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service plays a critical role in keeping the data up-to-date and consistent across the platform,
thereby providing researchers with the most relevant and accurate information for their work.

Additionally, the Search Service enhances the usability of the platform by providing ad-
vanced search capabilities. It allows users to efficiently search across all databases, including
user profiles, research projects, and AI models, facilitating easy access to the necessary
information.

The Security Component is integral to the system, ensuring that all data interactions
comply with established security protocols and regulatory requirements. It safeguards the
platform’s integrity by protecting against unauthorized access and data breaches, thereby
maintaining the confidentiality and security of user data.

Lastly, the Database Services interface with the physical databases, handling the storage,
retrieval, and management of all data. This includes user information, research project data,
AI model metadata, and system logs, all of which are critical for the platform’s operations.

These backend components communicate primarily via internal APIs, using secure commu-
nication protocols such as HTTPS to ensure data integrity and security. The modular design
of these interactions allows for easy maintenance and scalability, supporting the platform’s
growth and adaptation to future needs.

4.1.4 Ideal High-Level Diagram

The Ideal High-Level Diagram (Figure 4) illustrates the comprehensive layered architecture
of LLACE. This diagram highlights all the components and their interactions, showing how
the ideal architecture connects various modules and external systems.

In this diagram, the architecture is divided into several layers:

• Presentation Layer: Utilizes React for the frontend interface, providing a user-
friendly experience for researchers and administrators.

• API Gateway Layer: Employs NGINX to route requests to the appropriate services
within the Business Layer, managing traffic and providing a single entry point to the
system.

• Business Layer: Contains multiple modules, including Application Services, Integra-
tion, and Infrastructure. These modules manage user accounts, AI models, projects,
and data integration.

• Persistence Layer: Uses Django ORM for data access and Redis for caching, ensuring
efficient data storage and retrieval operations.

• Database Layer: Utilizes PostgreSQL for robust and scalable database management.
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Figure 4: Ideal High-Level Diagram
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This architecture is designed to provide a robust, scalable, and secure environment for man-
aging AI-driven research in healthcare. It supports various integration points, ensuring that
LLACE can interact with external systems, manage data efficiently, and provide a seamless
user experience.
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4.2 MVP Architecture

Given the time and resource constraints, the MVP (Minimum Viable Product) architecture
focuses on essential components and functionalities necessary to provide a working prototype
of LLACE.

4.2.1 MVP High-Level Diagram

The MVP High-Level Diagram (Figure 5) provides a simplified version of the ideal architec-
ture, scoped down to ensure feasibility within the constraints of a Bachelor’s thesis. This
diagram focuses on the core components and interactions necessary to deliver a functional
AI-research management system.

The MVP architecture is streamlined to prioritize essential features. The API Gateway and
Infrastructure Module are omitted, and the integration with UMCG services is limited. The
backend focuses on core functionalities, with PocketBase serving as the primary backend
solution. PocketBase includes an embedded database, built-in authorization management,
and a REST API, simplifying data management and user authentication.

The communication within the MVP architecture primarily involves RESTful API calls
facilitated by Axios for data synchronization and management. This setup ensures that
core functionalities, such as user management, AI model handling, and data integration, are
efficiently managed within the limited scope of the MVP.

Interactions within the system are streamlined. Researchers and administrators interact with
the system via the Presentation Module, which communicates with the Application Services
Module to manage users, AI models, and research projects. The Application Services Module
makes API calls to PocketBase to store, retrieve, and manage data. The Integration Module
facilitates external data synchronization and AI model deployment through interactions with
external APIs and UbiOps.

This MVP architecture ensures a functional and efficient platform for managing AI research
in healthcare, while adhering to the constraints of the project. Further details on the tech-
nologies used will be provided in the Technology Stack section.
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Figure 5: MVP High-Level Diagram

5 Design

The design of the LLACE platform emphasizes a modular and extensible architecture, en-
suring that the system is robust, maintainable, and scalable. This section delves into the
code design principles, focusing mainly on the frontend design due to the MVP scope and
the use of PocketBase for handling most backend functionalities.
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5.1 Code Design

The overall project is divided into frontend and backend modules. The frontend is developed
using React, adhering to a standard React project structure. The code is organized into com-
ponents (and subcomponents), pages, hooks, and context to promote clarity, simplicity, and
maintainability. Each component is designed with a clear separation of concerns, allowing
for isolated development, testing, and maintenance.

The backend consists of two main components: the PocketBase component, which handles
most backend requests, and a Flask proxy-backend, which facilitates deployment requests to
UbiOps. PocketBase is an open-source backend solution that includes an embedded database,
built-in authorization management, a convenient dashboard UI, and a simple REST API.
This setup ensures that data storage and management are efficiently handled, with the Flask
backend serving specific purposes such as deployment requests.

The entire codebase for the LLACE platform, including both the frontend and backend
modules, is maintained in an open-source repository on GitHub [5]. This accessibility not
only facilitates future contributions from the community but also serves as a valuable resource
for similar projects and other research initiatives .

5.2 Frontend Design

The frontend design of LLACE is structured to provide a user-friendly interface for re-
searchers and administrators. The design follows standard React project practices:

• Components: Reusable UI elements, each representing a specific part of the interface.
These are further divided into subcomponents where necessary to promote reusability
and maintainability.

• Pages: Individual views or screens of the application, composed of various components
and subcomponents. Each page corresponds to a specific route in the application.

• Hooks: Custom hooks to encapsulate and reuse logic, such as data fetching and state
management.

• Context: Provides a way to pass data through the component tree without having
to pass props down manually at every level, facilitating state management across the
application.

For detailed visuals of the frontend design, please refer to the appendix (Appendix B).
The images in the appendix illustrate key pages and features, including the Account Page,
Dashboard, Edit Project Page, General Search, Model Creation, Model Deployment, Project
Creation, and Project Page.
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5.3 Modularity

The design of LLACE emphasizes abstraction and modularity to simplify development and
enhance maintainability. Each service within the Application Services Module is intended as
a standalone module. This modular approach allows for working on individual components
without affecting others, facilitating parallel development and reducing the risk of integration
issues.

5.4 Extensibility Decisions

Several key decisions were made to ensure the extensibility of the LLACE platform. All
interactions between the frontend and backend, as well as between internal services, are
conducted through RESTful APIs. This standardization facilitates the integration of new
services and components, as well as external systems, without requiring significant changes
to the existing codebase.

The use of PocketBase for backend services ensures that the backend of the system is ro-
bust and extensible. PocketBase provides an embedded database, built-in authorization
management, and a simple REST API, allowing the platform to scale as new features and
requirements emerge.

These design decisions collectively contribute to a robust, flexible, and maintainable plat-
form, capable of evolving to meet future needs and requirements.
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6 Methods

The development and implementation of the LLACE platform involved several key method-
ologies to ensure a robust and user-centered solution. This section outlines the methods used
for data selection, technology stack selection, and the overall development process, including
key design decisions and their rationale. The primary goal was to create a scalable, secure,
and efficient platform tailored to the specific needs of healthcare researchers, particularly
within the University Medical Center Groningen (UMCG).

6.1 Data Selection

Data selection is crucial for developing a robust and effective AI-Research Management
Platform. The LLACE platform will integrate various data sources to provide comprehensive
data management and research capabilities. One of the primary data sources considered is
Pure [7], a research information management system that aggregates data from various
institutional repositories. This ensures that researchers have access to a wide range of high-
quality data for their projects. Additionally, external data sources such as public datasets
and institutional databases will be integrated to enhance the research capabilities and data
diversity available within the platform.

6.2 Technology Stack

The development of the LLACE MVP involves utilizing a carefully selected technology stack
that balances rapid development, ease of use, and scalability. The technology stack can be
divided into two categories: the ideal technology stack for a fully developed platform and
the technology stack used for the MVP.

6.2.1 Ideal Technology Stack

The ideal technology stack for the fully developed LLACE platform includes:

• Frontend: React.js

• API Gateway: NGINX

• Containerization: Docker

• Orchestration: Kubernetes

• Backend: Django
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• Language: Python

• HTTP Requests: Python Requests Library

• Caching: Redis

• Database: PostgreSQL

Technology Rationale
React.js [37] Fast development with reusable compo-

nents, large community support, and
excellent performance due to the vir-
tual DOM.

NGINX [32] High-performance HTTP server and re-
verse proxy, known for its stability, rich
feature set, and simple configuration.

Docker [17] Ensures consistency across develop-
ment and production environments, fa-
cilitating reliable deployment.

Kubernetes [12] Automates deployment, scaling, and
management of containerized applica-
tions.

Django [10] Provides a full-featured framework
with ORM, authentication, and an
admin interface, suitable for a data-
centric application.

Python [35] Offers simplicity and readability, with a
large ecosystem of libraries and frame-
works.

Python Requests Library [28] Simplifies HTTP requests, making it
easy to integrate with APIs.

Redis [30] In-memory data structure store, used
as a database, cache, and message bro-
ker, providing fast access to data.

PostgreSQL [15] ACID compliance, strong support for
complex queries, and robust perfor-
mance.

Table 5: Ideal Technology Stack for LLACE

Alternatives Considered for Ideal Stack:

Frontend:

• Vue.js [39]: Offers a simpler learning curve and flexible integration but has a smaller
community and less mature ecosystem compared to React.
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• Angular [13]: A full-featured framework with strong support for enterprise applica-
tions, but its complexity makes it less suitable for rapid development.

Backend:

• Express.js (Node.js) [16]: Lightweight and allows for fast development using full-
stack JavaScript. However, its less structured nature can lead to messy code without
discipline.

• Flask (Python) [29]: Lightweight, flexible, and easy to learn but requires more setup
for features that come out-of-the-box with Django.

Database:

• MongoDB [18]: Offers a schema-less design allowing flexibility and fast setup. How-
ever, it can lead to inconsistent data if not managed carefully and may not perform as
well for complex queries compared to relational databases.

• MySQL [3]: Widely used and performs well for read-heavy operations but requires
schema design upfront and is less flexible for rapid prototyping.

6.2.2 MVP Technology Stack

The MVP version of the LLACE platform focuses on essential components and function-
alities. The chosen technologies are streamlined to ensure rapid development and ease of
use.

Frontend: React.js

React.js [37] was selected for its fast development capabilities with reusable components,
a large community, and excellent performance due to the virtual DOM. Its component-
based architecture allows for modularity and reusability, essential for building a scalable and
maintainable frontend.

Backend: PocketBase and Flask

The backend is simplified with PocketBase [26] handling most backend requests and a Flask
proxy-backend for making deployment requests to UbiOps [34]. PocketBase is an open-
source backend solution with an embedded database, built-in authorization management,
a convenient dashboard UI, and a simple REST API, ensuring efficient data storage and
management. Flask [29] is used to provide a lightweight, easy-to-set-up backend for specific
deployment functionalities.

HTTP Requests: Axios
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Due to the unavailability of PURE API keys, Axios [41] was used to handle HTTP requests
for fetching publications and other external data sources. Axios is a promise-based HTTP
client for the browser and Node.js, providing an easy-to-use API for making asynchronous
HTTP requests.

Technology Rationale
React.js [37] Fast development with reusable compo-

nents, large community support, and
excellent performance due to the vir-
tual DOM.

PocketBase [26] Provides an embedded database, built-
in authorization management, and a
simple REST API, acting as the pri-
mary backend.

Flask [29] Lightweight and easy to set up, used
for specific backend functionalities like
deployment requests to UbiOps.

Axios [41] Promise-based HTTP client for making
asynchronous HTTP requests, used for
fetching external data due to the un-
availability of PURE API keys.

Table 6: MVP Technology Stack for LLACE

6.3 Overview of UbiOps

6.3.1 Introduction to UbiOps

UbiOps [34] is a robust deployment and operationalization platform for machine learning
models and data science projects. It offers a streamlined process for deploying, managing,
and scaling models in a production environment. The platform is designed to handle complex
workflows and integrations, making it a preferred choice for institutions like the University
Medical Center Groningen (UMCG).

6.3.2 Why UbiOps

UbiOps was specifically chosen by UMCG based on feedback from researchers actively using
the platform. The decision to use UbiOps was influenced by its ability to integrate well with
existing tools and workflows, which is crucial for large institutions with established processes.
UbiOps provides a user-friendly interface and comprehensive documentation, facilitating easy
adoption and use by researchers and data scientists.
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Additionally, UbiOps is designed to support large-scale deployments, offering the necessary
infrastructure to scale models efficiently. This scalability is particularly important for health-
care applications, where the volume of data and the complexity of models can be significant.
Researchers at UMCG have highlighted these features as key benefits, making UbiOps an
optimal choice for the platform [34].

Moreover, UbiOps offers robust security features and ensures high reliability, critical as-
pects in the healthcare domain where patient data privacy and regulatory compliance are
paramount. The platform’s capabilities align with UMCG’s needs for secure, reliable, and
scalable infrastructure for managing and deploying machine learning models.

6.3.3 Functionalities of UbiOps

UbiOps [34] provides a wide range of functionalities that support the deployment and man-
agement of machine learning models. One of the key functionalities is model deployment,
which simplifies the process of deploying models into production, handling all underlying
infrastructure.

It also supports the creation and management of complex data pipelines, enabling the au-
tomation of data processing and model workflows. Additionally, UbiOps offers detailed
monitoring and logging features, which are essential for tracking model performance and
debugging.

Furthermore, UbiOps facilitates version control for models and data pipelines, allowing easy
rollback to previous versions if needed. These functionalities collectively make UbiOps a
comprehensive platform for managing the entire lifecycle of machine learning models.

6.3.4 Alternatives

While there are several other tools available for model deployment and management, UbiOps
was chosen for its comprehensive feature set and alignment with UMCG’s requirements. Al-
though AWS SageMaker [1] offers extensive features for model deployment and management,
its complexity and the need for specialized AWS knowledge were barriers. UbiOps provides
a more straightforward interface that better suits the needs of UMCG’s research teams [34].

Google AI Platform [14] is another powerful tool, but it can be overly complex and expensive
for certain use cases. UbiOps provides a cost-effective and simpler solution. Similarly, Azure
ML [22] has robust capabilities but requires deep integration with the Azure ecosystem.
UbiOps provides more flexibility with integrations, making it a better fit for UMCG’s diverse
infrastructure.

Lastly, while Kubeflow [27] is open-source and highly customizable, it requires significant
setup and maintenance effort. UbiOps offers managed services that reduce the operational



36

burden on UMCG’s IT team. These considerations highlight why UbiOps is the preferred
choice for UMCG over other available tools [34].
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7 Evaluation

This evaluation assesses the extent to which the LLACE platform meets the outlined func-
tional and non-functional requirements, recognizing that it is an MVP (Minimum Viable
Product) and not the final ideal implementation. The evaluation is based on initial testing,
which was conducted to verify that the requirements were met correctly, but does not include
comprehensive testing. It is important to note that due to time constraints, the platform was
not tested by researchers at UMCG. Involving them in future testing phases could provide
valuable insights, particularly regarding usability and practical functionality, and would be
beneficial for refining the design and implementation.

7.1 Functional Requirements

The following tables summarize the status of each functional requirement, indicating whether
it is met or not, and providing brief notes on how the requirement is met or why it is not.
The assessment was conducted through manual testing, where the we verified the presence
and functionality of the features against the specified requirements.

Requirement ID Met Notes

F-1 Yes User accounts can be created, updated, and deleted.
F-2 No Only a simple login page is implemented; institutional Single

Sign-on not integrated.
F-3 Partially Permissions are checked; more work needed to improve roles.
F-4 Yes Users can manage profile information, excluding roles.
F-5 Yes Comprehensive management of research projects, including

data storage and updates.
F-6 Partially Secure storage for research data provided; more work needed

to secure data.
F-7 Yes Links between related research projects are established.
F-8 Yes Links between related AI models are provided.
F-9 Yes Projects link to related publications; however, this should

ideally be done using Pure.
F-10 Yes Full support for uploading, updating, and managing AI

models.
F-11 Yes Model metadata is managed, including versioning and links

to projects/publications.

Table 7: Evaluation of Functional Requirements



38

Requirement ID Met Notes

F-12 Yes Model deployment to environments like UbiOps is supported.
F-13 Yes Links from AI models to related projects are provided.
F-14 Yes AI models link to other related models.
F-15 Yes Models link to related publications; however, this should ideally

be done using Pure.
F-16 Yes Model collaborator management is implemented.
F-17 Yes Advanced search capabilities are available for various platform

components.
F-18 Yes Search filtering options are implemented; filtering could be more

intricate.
F-19 No Institutional repository integration not implemented; planned for

the ideal implementation of LLACE.
F-20 No Audit logs not present; planned for the ideal implementation of

LLACE.
F-21 No International collaboration features not implemented, but possi-

ble to add easily in the future.
F-22 Yes Dedicated pages for global search, project browsing, and profile

management are provided.
F-23 Yes A dedicated page for managing research projects is available.
F-24 Yes A dedicated page for managing AI models is available.
F-25 Yes A dedicated page for account management exists; requires

UMCG integration for full functionality.
F-26 Yes A dashboard provides an overview of user projects and models.
F-27 Yes A secure login page is implemented.

Table 8: Evaluation of Functional Requirements (continuation of Table 7)

7.2 Non-Functional Requirements

The MVP does not fully address the non-functional requirements due to its scope, but some
aspects were considered. The evaluation of these requirements was based on qualitative
assessments, considering the design choices and implementation strategies employed during
development.
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Requirement ID Met Notes

NF-1 Partially Performance and response times are good, but not formally
tested.

NF-2 Partially Data retrieval is efficient; however, further optimization is
needed.

NF-3 Partially Designed to support UMCG staff and students; scalability
needs further testing.

NF-4 Yes Modular architecture facilitates maintenance and upgrades.
NF-5 No Reliability goals like 99.9% uptime not yet validated; re-

quires robust infrastructure.
NF-6 No Backup and recovery mechanisms are not yet implemented.
NF-7 Yes The user interface is user-friendly, with good design prac-

tices.
NF-8 Yes Documentation is provided through this thesis, GitHub, and

a demo video.
NF-9 Partially Basic security measures like username and password imple-

mented; most security provided by PocketBase.
NF-10 Yes Best practices in coding and documentation are followed.
NF-11 Yes Key pages are easily accessible within the user interface.

Table 9: Evaluation of Non-Functional Requirements

The non-functional requirements, including performance, scalability, and security, were only
partially addressed in this MVP version due to the constraints of the project. Further testing,
especially involving real users from UMCG, would be crucial in validating these aspects and
refining the platform to meet high standards. These users can provide practical feedback,
particularly on usability and the overall user experience, which is essential for ensuring that
the platform meets the needs of its intended audience.

In conclusion, the LLACE MVP meets many of the critical functional requirements, pro-
viding a solid foundation for managing AI research projects and models. Some advanced
features and non-functional requirements are not fully addressed, highlighting areas for fur-
ther development and refinement in future iterations. The platform is well-positioned for
continued enhancement, with a focus on extending functionality and improving performance,
security, and scalability.

In addition to the detailed architectural and functional descriptions provided in this thesis,
a comprehensive demonstration of the LLACE platform’s capabilities is available in the
recorded demo [6]. This video provides a visual walkthrough of key features, including user
account management, project and model handling, and search functionalities.
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8 Conclusion

The integration of Artificial Intelligence (AI) into healthcare presents a significant oppor-
tunity for advancements in diagnosis, treatment, and operational efficiency. However, man-
aging AI-driven research poses unique challenges, such as ensuring data privacy, achieving
high accuracy, and integrating diverse data sources. This thesis addresses these challenges by
proposing the design and implementation of an AI Research Management Platform, LLACE,
tailored specifically for the healthcare domain.

The motivation for LLACE arises from the critical need for a robust system that not only
manages AI model deployment but also aligns with the ethical and operational standards re-
quired in healthcare research. The platform is designed to support the lifecycle of AI models,
from development and validation to deployment and monitoring, thereby enhancing collab-
oration and streamlining research processes at the University Medical Center Groningen
(UMCG).

The design and implementation of LLACE were guided by a comprehensive understanding of
user requirements, gathered through interviews with UMCG researchers and an analysis of
existing literature. The MVP of LLACE employs a technology stack that includes React.js
for the frontend and PocketBase for backend management. These technologies were chosen
for their balance of rapid development, ease of use, and scalability. The integration with
UbiOps for model deployment and the use of Axios for handling HTTP requests are critical
components that ensure the platform’s flexibility and adaptability.

The architecture of LLACE, both ideal and MVP, showcases a modular and extensible design,
ensuring that the platform can evolve to meet future needs. The emphasis on modularity and
abstraction in the code design supports maintainability and scalability, which are essential
for the platform’s long-term success. The modular structure facilitates isolated development,
testing, and maintenance, reducing integration risks and supporting parallel development.

Future work will focus on enhancing the platform’s capabilities, including improving model
deployment features, integrating performance metrics, automating tag generation, and re-
fining search functionalities. Additional efforts will be directed toward incorporating more
detailed information on research projects and models, gathering continuous user feedback,
and enhancing security measures. These enhancements aim to solidify LLACE as a compre-
hensive and indispensable tool for healthcare research.

In conclusion, LLACE represents a significant step forward in managing AI-driven research in
healthcare. The platform addresses the specific needs of healthcare researchers by providing
a centralized system for efficient project management, fostering collaboration, and driving
advancements in medical science. As shown, LLACE overcomes the limitations of other
similar platforms. The detailed architecture and design decisions outlined in this thesis set
a strong foundation for LLACE’s future development and broader adoption, positioning it
as a pivotal tool in the intersection of AI and healthcare.
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9 Future Work

The current implementation of the LLACE platform as an MVP has achieved its primary
goal and laid a solid foundation for managing AI-driven research projects. However, sev-
eral enhancements and features can be incorporated to improve its functionality, usability,
and overall effectiveness. This section outlines the potential future work for the platform,
detailing how these features can be integrated at the design and architecture level.

9.1 Model Deployment and Performance Metrics

One significant improvement is the enhancement of model deployment capabilities. Cur-
rently, models can be deployed to UbiOps, but future iterations should focus on gathering
and displaying results from deployed models. Integrating performance metrics, such as accu-
racy, precision, recall, and F1 scores, directly into the platform will provide researchers with
immediate insights into model effectiveness. These metrics can be integrated into the existing
AI Model Management Service and displayed on the model details page in the frontend. This
would involve extending the backend to collect and store these metrics, potentially requiring
additional data pipelines and modifications to the Database Layer to store performance data.

9.2 Automated Tag Generation

To streamline the organization of models and research projects, an automated tag generation
system can be implemented. By analyzing related publications and other relevant data
sources, the platform can automatically generate and assign tags to models and projects.
This automation can be achieved using Natural Language Processing (NLP) techniques
integrated into the Data Integration Service. The service would extract keywords and themes
from publications, aiding in the generation of accurate and relevant tags. These tags would
then be stored in the appropriate database tables and displayed on the frontend, enhancing
the search and filtering capabilities.

9.3 Advanced Search Capabilities

The current search functionality in LLACE is limited to basic keyword searches. Future
improvements should include advanced search capabilities, such as filtering options based on
various criteria like publication year, research area, author, institution, and project duration.
Implementing these features would involve enhancing the Search Service to support more
complex queries and introducing a semantic search layer to understand and interpret user
queries better. The frontend would need to be updated to provide users with customizable
search filters, improving the user experience.
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9.4 Enhanced Information for Projects and Models

Future versions of LLACE should consider adding more detailed information to research
project and model pages. This could include project duration, funding details, milestones,
and collaboration opportunities. Enhancing these pages would require extending the data
schema in the Research Database and AI Model Database to store additional fields. Moreover,
the Research Management Service and AI Model Management Service would need updates
to handle these new data points. Conducting further interviews with researchers will help
identify the most beneficial information to include, ensuring the platform evolves to meet
user needs.

9.5 User Feedback and Iterative Improvements

Establishing a robust feedback mechanism is crucial for continuous improvement. Imple-
menting a feature within the platform to allow users to submit feedback will help identify
pain points and areas for enhancement. This feedback system can be integrated into the
Web Application layer, with data collected and stored in a dedicated feedback database.
The User Management Service can manage access and permissions related to this feedback,
ensuring data is secure and used effectively for iterative improvements.

9.6 Integration with Additional Data Sources

Expanding the integration capabilities of LLACE to include more external data sources will
significantly enhance the platform’s utility. Integrating additional institutional repositories,
public datasets, and other research management systems will provide a comprehensive hub
for accessing diverse data. This integration will require extending the Data Integration
Service to handle new data formats and sources. The architecture should support adding
connectors for these sources, ensuring data is integrated seamlessly and consistently.

9.7 Scalability and Performance Optimization

As the platform grows, ensuring scalability and optimizing performance will be critical.
Future work should focus on improving the underlying infrastructure to handle increased
user load and data volume. This involves optimizing database queries, enhancing caching
mechanisms, and considering the use of distributed systems to manage large-scale operations
efficiently. The Database Layer might need to be scaled out, and load balancing strategies
should be implemented within the API Gateway Layer to manage traffic effectively.
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9.8 Security and Compliance Enhancements

With increasing focus on data privacy and security, future iterations of LLACE should pri-
oritize enhancing security measures. This includes implementing advanced authentication
mechanisms such as multi-factor authentication and ensuring compliance with data protec-
tion regulations like GDPR. The Security Component would need to be expanded to include
these features, incorporating regular security audits and updates to maintain platform in-
tegrity and trustworthiness.

In conclusion, the future work outlined above will not only enhance the functionality and
usability of LLACE but also ensure it meets the high standards expected in modern research
environments. These improvements will require coordinated updates across multiple com-
ponents of the platform, ensuring that the system remains robust, scalable, and secure as it
evolves.
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A Meeting Notes: Researcher Requirements Gath-

ering - Anonymized

• Introduction:

– One of the researchers was not able to attend the meeting.

– Welcoming remarks and introduction by myself, explaining the thesis focus on
developing an AI-Research Management Platform for the healthcare domain.

• Understanding of the Project:

– The primary goal is to develop a robust, user-friendly platform supporting the
entire lifecycle of AI models in healthcare research, from data integration and
model evaluation to deployment and collaboration.

• Anticipated System Requirements:

– User Management: Secure accounts and access control.

– Persistence Storage: A database for AI research data and models.

– Profile Storage: Managing researcher profiles, potentially integrated with user
management for security purposes.

– Search Functionality: Advanced tools for locating research, models, and col-
leagues.

– Research Registration: Easy process for uploading and registering projects.

– AI Algorithm/Model Repository: Manage diverse AI algorithms and models.

• Feedback and Scope Clarification:

– The system should support (or allow for future) international collaboration and
keep this capability in mind as a precondition.

– Suggestion to create a visual aid to help stakeholders understand the platform.

• Detailed Workflow Descriptions by Researchers:

– PhD students’ workflow from data collection to cleaning, emphasizing the need
for effective data handling and integration with existing healthcare data environ-
ments.

– Current use of diverse software for data operations and the local storage of models
and computations in tools like VSCode.

• Challenges and Improvements Suggested by a Team Member:

– Initial project definitions often lack specificity, making early stages of AI projects
feel aimless.
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– The platform could offer structured pipelines to guide projects, aiding in defining
clearer goals and methodologies.

• Standardization and Evaluation Needs:

– A standardized approach to conducting and sharing research would be beneficial.

– Emphasis on detailed data descriptions and evaluation metrics to ensure models’
applicability to different data sets and conditions.

– Potential for a standardized model form detailing use cases, data types, and eval-
uation results.

• Management and Collaboration:

– Discussion on who would manage model metadata and generalization to ensure
models are broadly applicable.

– Importance of linking projects, especially for building upon previous research or
validating existing models.

• Security and Privacy Concerns:

– Ensuring data safety and privacy within the healthcare institution’s digital bound-
aries.

– Compliance with ISO 27001 and GDPR.

– Consideration of institution-specific data security rules and the need for project-
specific ethical approvals.

• Platform Functionality and Integration Needs:

– Desire for Git-like functionality for research registration and updates.

– Importance of filtering capabilities in search functions for tasks, departments,
diseases, and data types.

– Integration with current tools and data formats predominantly used at the insti-
tution, such as Python, R, and Excel.

– Use of platforms like Ubiops and Azure noted, with the potential for integration
or avoiding functional overlap.

• Future Considerations and Suggestions:

– The potential for an ”AI-Hub” to facilitate collaboration on AI-related projects.

– Importance of not duplicating efforts with existing tools like Ubiops or conflicting
with established infrastructure.
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B LLACE Frontend Design Illustrations

Figure 6: Account Page: Users can view and edit their profile information.
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Figure 7: Dashboard: Users can access various functionalities such as managing and
creating Research Projects and AI models.
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Figure 8: Edit Project Page: Users can modify details of their research projects.
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Figure 9: General Search: Provides powerful search capabilities across projects, models,
profiles, and publications.
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Figure 10: Model Creation: Users can upload and configure new AI models.

Figure 11: Model Deployment: Facilitates deploying models to UbiOps.
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Figure 12: Project Creation: Users can create new research projects.
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Figure 13: Project Page: Provides detailed information about a specific project, including
title, description, additional details, collaborators, and related models, projects, and

publications.
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