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Abstract

In [How04] Howard reformulates Kolyvagin’s proof [Kol89] of the bound on the p-Selmer group of an
elliptic curve in a modern style, strengthening Kolyvagin’s bound on the annihilator to a bound on the
length; however, Howard omits the case where p = 2. In this thesis we discuss Howard’s proof in detail,
and in an attempt to generalize his results to all primes p, study where his proofs break down when p = 2.
We find that under the assumption of two technical conjectures, a similar but weaker bound applies to
the length of the 2-Selmer group.
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1 Introduction

Kolyvagin’s seminal paper [Kol89] on his Heegner point Euler system made it for the first time possible to
prove finiteness of the Tate–Shafarevich groups of elliptic curves and, more generally, of abelian varieties
with real multiplication. However, the elementary nature of his methods has caused the proofs of his results
to be inaccessible to most readers.

In [How04], Howard adapted Kolyvagin’s ideas into more modern and conceptual methods to obtain a bound
on not just the annihilator of the p-Selmer group, but on its length; furthermore, Howard considered a more
general framework that allows his results to be applied beyond the study of elliptic curves.

Unlike Kolyvagin, however, Howard’s results assume that the prime p is odd, allowing him to exploit
results about fields of odd characteristic that do not hold for characteristic 2, such as the fact that 1 and
−1 are distinct. Although Kolyvagin managed to overcome the discrepancy between odd and even p, the
fundamentally different nature of his proof does not allow his considerations to directly be applied to modify
Howard’s arguments.

This thesis discusses Howard’s methods in detail, and in an attempt to generalize his results to all primes
p, investigate where exactly his proofs break down when p = 2. To that end, we find that we must make a
number of conjectures whose proof is outside the scope of this thesis. With those assumptions in mind, our
final result is the following generalization of [How04, Theorem A].

Theorem. Assume that Conjectures 6.3.4 and 7.2.2 hold. Let K be an imaginary quadratic field of discrim-
inant D ̸= −3,−4, E an elliptic curve defined over Q with conductor N , and p a rational prime. Assume
that D, N and p are pairwise coprime and that K satisfies the “Heegner hypothesis” that all rational primes
dividing N split in K; furthermore, assume that the representation Gal(K)→ AutZp(Tp(E)) induced by the
action of the absolute Galois group of K on the p-adic Tate module of E is surjective, and if p = 2, that
the discriminant of E is negative. Let Sp(E/K) and Selp∞(E/K) denote the usual Selmer groups that fit
inside the exact sequences

0 E(K)⊗ Zp Sp(E/K) lim←−k
X(E/K)[pk] 0

and

0 E(K)⊗Qp/Zp Selp∞(E/K) X(E/K)[p∞] 0.

If ordz=1 L(E/K, z) = 1, then

i) Sp(E/K) is a free Zp-module of rank 1;

ii) Selp∞(E/K) ∼= Qp/Zp ⊕M ⊕M for some finite Zp-module M ;

iii) len(2tM) ≤ len(Sp(E/K)/κ1Zp) + (s− t)vp(2);

where κ denotes the Heegner point Kolyvagin system and s ≥ 1 and t ≥ 0 are integer constants.

As part of Conjecture 7.2.2, we assume that s and t are independent of E and provide an argument why
s = t = 1 may suffice. Naturally, the values of s and t have no significance if p > 2.

This thesis is structured as follows. Section 2 lists a number of results from Galois theory and Galois
cohomology; these can be found in most textbooks on the subjects so we do not provide proofs. Section
3 introduces the notions of local conditions and Selmer structures, along with relevant properties and
examples. Section 4 defines Kolyvagin systems, but most of its content discusses a choice of transverse local
condition required for said definition. Section 5 establishes the conventions and assumptions that are used
throughout the remainder of the text.

Sections 6 and 7 may be considered the technical heart of the thesis: Section 6 proves a variety of structure
results in the context of modules over Artinian rings, which are then used to deduce results over discrete
valuation rings in Section 7. Finally, Section 8 motivates our theoretical framework by applying it in the
context of elliptic curves. We define a suitable Selmer structure on the p-adic Tate module of an elliptic
curve and construct its Heegner point Kolyvagin system, ultimately yielding the theorem stated above.
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2 Preliminaries

This section summarizes a variety of notions and results that will be used throughout this thesis. The reader
is assumed to have a basic understanding of commutative algebra (cf. [AM69]), Galois theory [Lan02, VI],
algebraic number theory [Neu99, I–III], [Ste20] and elliptic curves [Sil08]. More advanced subject matter
from e.g. class field theory and the theory of modular curves will be reviewed in the main text when relevant.

2.1 Ramification of Galois extensions

Let K be a global field with a place v. We are primarily interested in a number field K, in which case v
corresponds to either a prime of K, a real embedding K ↪→ R or a pair of conjugate complex embeddings
K ↪→ C. We write Kv for the completion of K at v.

If L/K is a Galois extension, we denote its Galois group by Gal(L/K); if L is a separable (typically,
algebraic) closure of K, we write GK = Gal(L/K) for the absolute Galois group of K.

Suppose that v is non-archimedean and that w extends v to L. Then the decomposition group at w is the
subgroup of Gal(L/K) given by

Galw(L/K) := {σ ∈ Gal(L/K) : w ◦ σ = w} ,

that is, the stabilizer of w under the action of Gal(L/K). If we write Ow for the valuation ring of w and
mw for its maximal ideal, we also have the inertia group

Iw(L/K) := {σ ∈ Galw(L/K) : σ(x) ≡ x mod mw for all x ∈ Ow}

and the ramification group

Rw(L/K) :=
{
σ ∈ Galw(L/K) : σ(x)/x ≡ 1 mod mw for all x ∈ L×} .

In the local extension Lw/Kv, w is the unique extension of v, so it follows that Galw(Lw/Kv) = Gal(Lw/Kv),
and similarly we will write I(Lw/Kv) := Iw(Lw/Kv) and R(Lw/Kv) := Rw(Lw/Kv). There is a natural
way in which these subgroups relate to the respective subgroups for the global extension L/K.

Lemma 2.1.1 ([Neu99, II.9.6]). The restriction map Gal(Lw/Kv)→ Gal(L/K) defined by σ 7→ σ|L induces
isomorphisms

Galw(L/K) ∼= Gal(Lw/Kv), Iw(L/K) ∼= I(Lw/Kv), Rw(L/K) ∼= R(Lw/Kv).

We will frequently make the identifications from Lemma 2.1.1, especially between the decomposition group
of L/K at w and the Galois group of Lw/Kv. In particular, we will identify the absolute Galois group of
Kv with the decomposition subgroup of GK at v. The importance of the inertia group becomes apparent
from the following lemma.

Lemma 2.1.2 ([Neu99, II.9.11]). The fixed field of I(Lw/Kv) is the maximal unramified subextension of
Lw/Kv.

In particular, if L is the separable closure of K, then the fixed field of I(Lw/Kv) is the maximal unramified
extension of Kv, which we denote by Kunr

v . By [Neu99, II.9.14] we similarly have that the fixed field of
R(Lw/Kv) is the maximal tamely ramified subextension of Lw/Kv, but we will have no use for that fact.

Lastly, suppose that Lw/Kv is an unramified extension and denote the respective residue fields by lw and
kv. Since these residue fields are finite, then Gal(Lw/Kv) can be identified with Gal(lw/kv), which is cyclic
and generated by the Frobenius map x 7→ x|kv |. We denote by Frv ∈ Gal(Lw/Kv) the automorphism
corresponding to this generator, and we will also refer to it as the Frobenius map (at v). We will often
confuse Frv with the corresponding generator of Galw(L/K) under the identification from Lemma 2.1.1.

2.2 Galois modules

Let G be a group and R a commutative ring (with multiplicative identity). The group algebra R[G] is the
set of formal R-linear combinations of elements of G, or equivalently the free R-module generated by the
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elements of G. Addition and scalar multiplication is defined coefficientwise, and multiplication is given by∑
g∈G

cgg

 ·(∑
h∈G

dhh

)
=
∑

g,h∈G
cgdh(gh).

Note that this multiplication is generally not commutative. Alternatively, one could view the elements of
R[G] as maps G→ R with finite support, given by g 7→ cg.

When the ring R is understood, we refer to a (left) R[G]-module as simply a G-module. Such a G-module A
can be viewed as an R-module together with an action of G that is compatible with the R-module structure
of A. That is, there is a map G×A→ A sending (g, a) to ga, satisfying

(gh)a = g(ha), g(a+ b) = ga+ gb, g(ra) = r(ga)

for all g, h ∈ G, a, b ∈ A and r ∈ R. Likewise, we will often refer to R[G]-submodules and R[G]-module
homomorphisms as G-submodules and G-module homomorphisms, respectively.

Remark 2.2.1. Some texts prefer to denote the image of (g, a) by ag, but this comes with the notational
inconvenience that (ag)h = ahg. We will therefore avoid this notation.

The action of G on A gives rise to a representation (group homomorphism) G→ AutR(A) that sends g to
the map a 7→ ga. When an R[G]-module is given, it is understood that the notation G → AutR(A) refers
to this representation.

Example 2.2.2. Every R-module A can be regarded as a G-module by equipping it with the trivial action
ga = a. If A is any G-module and H is a subgroup of G, then A is also an H-module.

Example 2.2.3. A Galois module is simply a G-module where G is a Galois group. For instance, any
Galois extension L/K gives rise to an action of Gal(L/K) on the K-module L.

Example 2.2.4. Let E be an elliptic curve defined over a field K with Galois extension L. Then E(L) is
a Z[Gal(L/K)]-module with the action of Gal(L/K) defined in the obvious manner: σ(x, y) = (σ(x), σ(y)),
with x and y a choice of Weierstrass coordinates for E. In particular, E itself is a GK-module if K is a
number field. Similarly, the Tate module Tp(E) of E can be viewed as a Zp[GK ]-module.

Example 2.2.5. We typically define the action of G on R to be trivial, but we may also equip it with a
more interesting action as follows. Let χp : G→ Z×

p denote a p-adic character (group homomorphism); then,
for any g ∈ G and x ∈ Zp, define the group action by gx = χp(g)x. If G = GK is the absolute Galois group
of a number field K, then χp is taken to be the usual p-adic cyclotomic character. The resulting G-module
is called the Tate twist of Zp, denoted by Zp(1) to distinguish it from the G-module with trivial action.

If A is a Zp-module, then we define the Tate twist A(1) = A ⊗ Zp(1), with the tensor product taken over
Z, which effectively means that ga = χp(g)a for any a ∈ A and g ∈ G. In particular, this gives rise to a
nontrivial G-module R(1) if R is a Zp-algebra.

Example 2.2.6. If R is a Zp-algebra, then every R[G]-module A has a dual A∗ = HomR[G](A,R(1)), on
which (gϕ)(a) = gϕ(g−1a) = χp(g)ϕ(g

−1a).

Given a G-module A, we denote its fixed or invariant submodule by

AG = {a ∈ A : ga = a for all g ∈ G} .

Let us now turn to the specific case of Galois modules: let A be a Gal(L/K)-module for some Galois
extension L/K. The kernel of Gal(L/K) → AutR(A) is a normal subgroup of Gal(L/K), say H, whose
elements act trivially on A. The fixed or trivializing field of H is denoted by K(A) = LH .

If w is a place of L and H ⊂ Iw(L/K), then A is said to be unramified at A. Equivalently, A is called
unramified if AIw(L/K) = A.

Example 2.2.7. Let E be an elliptic curve over a number field K, equipped with the GK-action from
Example 2.2.4. If L/K is some Galois extension and K̄ is an algebraic closure of K that contains L, then
E(K̄)GL = E(L).
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2.3 Galois cohomology

The concept of group cohomology arises from the observation that when

0 A B C 0
p q

is a short exact sequence of R[G]-modules (that is, all terms are R[G]-modules and all maps are R[G]-
homomorphisms), then

0 AG BG CG
p|

AG q|
BG

(2.1)

need not be exact on the right. We can however extend (2.1) into a long exact sequence using the following.

Theorem-Definition 2.3.1 (Group cohomology; [NSW20, I.2–3]). There is an (up to isomorphism) unique
collection of endofunctors H i(G, ·) on the category of G-modules, for i ∈ Z≥0, with the following properties:

i) H0(G,A) = AG for every G-module A, and if p : A→ B, then H0(G, p) = p|AG;

ii) If

0 A B C 0
p q

is a short exact sequence of G-modules, then there is a functorial exact sequence

0 H0(G,A) H0(G,B) H0(G,C)

H1(G,A) H1(G,B) H1(G,C) · · ·

· · · H i(G,A) H i(G,B) H i(G,C) · · ·

H0(G,p) H0(G,q)

d1 H1(G,p) H1(G,q) d2

di Hi(G,p) Hi(G,q) di+1

iii) If A ∼= HomR(R[G],M) for some R-module M , then H i(G,A) = 0 for all i > 0.

The functoriality requirement in condition (ii) means that if

0 A B C 0

0 A′ B′ C ′ 0

p

α

q

β γ

p′ q′

is a commutative diagram with exact rows, then the induced diagram

· · · H i(G,A) H i(G,B) H i(G,C) H i+1(G,A) · · ·

· · · H i(G,A′) H i(G,B′) H i(G,C ′) H i+1(G,A′) · · ·

di

Hi(G,α)

Hi(G,p) Hi(G,q)

Hi(G,β) Hi(G,γ)

di+1

Hi+1(G,α)

Hi+1(G,p)

d′i Hi(G,p′) Hi(G,q′) d′i+1 Hi+1(G,p′)

commutes as well. We will typically simply write α for H i(G,α), and it should be clear from the context
which induced map we are referring to; similarly, we often write d for the connecting maps di.

Property (iii) has no relevance in the rest of this text. It is simply a prerequisite to ensure that the
cohomology modules H i(G,A) are essentially unique.

By definition, the 0th cohomology module is just the fixed submodule, on which the action of G is trivial.
We also have an explicit description for the 1st cohomology module:

Proposition 2.3.2. Let A be an R[G]-module. Define the module of 1-cochains C1(G,A) to be the set
of maps G → A, equipped with pointwise addition and scalar multiplication, and the group action given
by (hξ)(g) = h(ξ(hgh−1)) for ξ ∈ C1(G,A) and g, h ∈ G. Define the submodules of 1-cocycles and 1-
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coboundaries by

Z1(G,A) =
{
ξ ∈ C1(G,A) : ξ(gh) = ξ(g) + g(ξ(h)) for all g, h ∈ G

}
and

B1(G,A) =
{
ξ ∈ C1(G,A) : there exists an a ∈ A such that ξ(g) = ga− a for all g ∈ G

}
,

respectively. Then H1(G,A) ∼= Z1(G,A)/B1(G,A), with the R[G]-module structure inherited from C1(G,A).

Corollary 2.3.3. Let A be a G-module. Then H1(G,AG) ∼= Hom(G,AG).

We will often identify elements of a cohomology module with cocycle classes.

Suppose that A is a G-module and H is a subgroup of G. Then the restriction ξ 7→ ξ|H defines a map
C1(G,A) → C1(H,A), which induces the restriction map Res: H1(G,A) → H1(H,A). If H is a normal
subgroup, then AH may be regarded as a G/H-module, and we define a map C1(G/H,AH) → C1(G,A)
by sending ξ : G/H → AH to the map that sends g ∈ G to ξ(gH). This induces the inflation map
Inf : H1(G/H,AH)→ H1(G,A). Together, these maps fit inside the exact inflation-restriction sequence:

Proposition 2.3.4 ([Rub09, 1.4.5]). Let A be a G-module and H a normal subgroup of G. Then there is
an exact sequence

0 H1(G/H,AH) H1(G,A) H1(H,A)G/H H2(G/H,AH) H2(G,A).Inf Res

Remark 2.3.5. There are descriptions of H i(G,A) similar to Proposition 2.3.2 for i > 1, as the quotient of
i-cocycles by i-coboundaries, which give rise to restriction maps from and inflation maps to each H i(G,A).
Details of this construction can be found in [NSW20, I.2], but in this thesis we are primarily concerned with
i = 1.

As with Galois modules, Galois cohomology simply refers to group cohomology when G is a Galois group,
i.e. the group cohomology of Galois modules. If L/K is a Galois extension of fields and A is a Gal(L/K)-
module, then we will write H i(L/K,A) = H i(Gal(L/K), A); if L is a separable closure of K, then we write
H i(K,A) = H i(L/K,A). If v is a place of K, we refer to the restriction map induced by GKv ⊂ GK as the
localization map locv : H

1(K,A) → H1(Kv, A), and the image of c ∈ H1(K,A) under this map is denoted
by cv.

Remark 2.3.6. Suppose that both G and A are equipped with a topology; typically, we assume that G
and A both have the profinite topology, cf. [NSW20, I.1] or [Lan02, 1.10 and 6.14]. Then A is said to
be a continuous G-module if the map G × A → A is continuous. Together with the idea of continuous
G-homomorphisms, this gives rise to the concept of continuous group cohomology, which can be described
in terms of continuous cocycles modulo continuous coboundaries. Restriction and inflation is defined in the
same way as before, under the assumption that the (normal) subgroup in question is closed.

Although this topological aspect is an important requirement for some of the results that we cite, it will not
play an explicit role in our own proofs. Therefore, any further mention of G-modules, G-homomorphisms,
cohomology and subgroups will refer to their topological counterpart. The relevant topologies should be
clear from the context.

One important result that relies on the assumption of continuity is the following.

Theorem-Definition 2.3.7 (Local Tate duality, [NSW20, 7.2.6]). Let Kv be a local field of characteristic
0, and A a finite (continuous) R[GKv ]-module with R a Zp-algebra. Then there is a perfect, GKv -invariant,
R-bilinear pairing, called the local Tate pairing,

⟨·, ·⟩v : H1(Kv, A)×H1(Kv, A
∗) −→ R.

In particular, if Kv is the localization of a number field K at a place v, and A is a (continuous) R[GK ]-
module, then the local Tate pairing is GK-invariant.
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The local Tate pairing can be constructed from the cup product H i(G,A) × Hj(G,B) → H i+j(G,A ⊗
B) [NSW20, 1.4] which exists for general cohomology modules, together with an isomorphism between
H2(Kv, A⊗A∗) and R.

Without proof, we state a property of the local Tate pairing which we will use twice. It can be deduced as
a corollary of the Albert–Brauer–Hasse–Noether theorem, cf. [NSW20, 8.1.17].

Lemma 2.3.8. If c ∈ H1(K,T ) and c∗ ∈ H1(K,T ∗), then∑
v

⟨c, c∗⟩v = 0,

where the sum runs over all places of K.
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3 Selmer structures

3.1 Local conditions

Throughout this section, let K be a number field, GK its absolute Galois group, R a ring, and T an R[GK ]-
module that is finitely generated over R and unramified at all but finitely many places. Given a finite place
v of K, denote by kv its residue field and by Frv ∈ Gal(Kunr

v /Kv) its Frobenius element.

Definition 3.1.1 (Local conditions). Let v be a place of K. A local condition F on T (at v or over Kv) is
a choice of R-submodule H1

F (Kv, T ) of H
1(Kv, T ).

Given an R-linear injection f : S → T , we may propagate F through f by defining H1
F (Kv, S) to be the

preimage of H1
F (Kv, T ) under the map H1(Kv, S)→ H1(Kv, T ) induced by f . Likewise, we may propagate

F through a linear surjection f ′ : T → S′ by defining H1
F (Kv, S

′) to be the image of H1
F (Kv, T ) under the

map induced by f ′. We still refer to these propagated local conditions on S and S′ as F . In particular, a
local condition on T induces local conditions on all submodules and quotients of T .

Example 3.1.2. Trivially, there are the relaxed and strict conditions (at some place v of K), given by
H1

rel(Kv, T ) := H1(Kv, T ) and H1
str(Kv, T ) := 0, respectively. Two more interesting local conditions will

play an important role in the sequel: the unramified condition

H1
unr(Kv, T ) := ker

[
Res: H1(Kv, T )→ H1(Kunr

v , T )
]
,

where Kunr
v is the maximal unramified extension of Kv; and, for a maximal totally tamely ramified abelian

p-extension of L/Kv, the L-transverse condition

H1
L−tr(Kv, T ) := ker

[
Res: H1(Kv, T )→ H1(L, T )

]
.

If v ∤ p and T is unramified at v, then we will refer to the unramified condition as the finite condition,
H1

f (Kv, T ) = H1
unr(Kv, T ). In that case, we define the singular condition H1

s (Kv, T ) to be the cokernel of
the inclusion H1

f (Kv, T ) ↪→ H1(Kv, T ). We will soon see that, under some relatively weak assumptions, the
singular condition is isomorphic to any L-transverse condition.

Definition 3.1.3. Let T be a subcategory of the category of R[GKv ]-modules. A functorial local condition
F over T is a subfunctor T 7→ H1

F (Kv, T ) of the cohomology functor T 7→ H1(Kv, T ). A functorial local
condition F over T is called cartesian if, for any injective morphism α : S → T in T , the functor F defines
the same local condition on S as the local condition obtained by propagating the local condition F on T
through α.

Remark 3.1.4. A functorial local condition F over T is cartesian precisely when, for any injection α : S → T ,
the diagram

H1
F (Kv, S) H1(Kv, S)

H1
F (Kv, T ) H1(Kv, S)

α α

is a pullback, i.e. a cartesian square. This is how the cartesian condition is defined in e.g. [MR04, 1.1.4].

Lemma 3.1.5. Let T denote the category of R[GKv ]-modules that are finitely generated over R, and T unr

its full subcategory of unramified modules.

i) The relaxed, strict, unramified and L-transverse local conditions from Example 3.1.2 define functorial
local conditions on T .

ii) The relaxed and strict local conditions are cartesian on T .
iii) The unramified (hence finite) local condition is cartesian on T unr.

Proof. Both (i) and (ii) are immediate from the definitions. The third claim is [MR04, 1.1.9]: for the sake
of illustrating the definitions we’ve encountered so far, we discuss the proof in detail.
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By the definition of the singular condition, we have an exact sequence

0 H1
f (Kv, T ) H1(Kv, T ) H1

s (Kv, T ) 0.

Furthermore, if we denote the inertia group of v by Iv ⊂ GKv , [Rub09, 1.4.13(2)] or [MR04, 1.1.6] state that
H1

s (Kv, T ) ∼= Hom(Iv, T )
GKv . Hence, if we have an injection α : S → T of unramified modules, we obtain a

commutative diagram with exact rows

0 H1
f (Kv, S) H1(Kv, S) Hom(Iv, S)

0 H1
f (Kv, T ) H1(Kv, T ) Hom(Iv, T ).

α α α (3.1)

Since α : S → T is injective and Hom(Iv, ·) is left exact, the rightmost vertical map in (3.1) is injective.
Now, let c ∈ H1(Kv, S) be such that α(c) ∈ H1

f (Kv, T ). The exactness of the bottom row of (3.1) then
tells us that α(c) is mapped to 0 under the bottom right map; from the commutativity of the right square
and the injectivity of the rightmost vertical map, it follows that c vanishes under the top right map, which
means that c ∈ H1

f (Kv, S). This shows that α
−1H1

f (Kv, T ) = H1
f (Kv, S), proving (iii).

Although the L-transverse condition is generally not cartesian on T or T unr, we will find that under
additional assumptions on R, it is cartesian on a smaller subcategory:

Definition 3.1.6. For an R[GKv ]-module T , we define the category of quotients Quot(T ) to be the category
whose objects are quotients T/aT by ideals a of R, and whose morphisms T/aT → T/bT are induced by
scalar multiplications r ∈ R with ra ⊂ b.

Clearly, any local condition on T as defined in Definition 3.1.1 gives rise to a functorial (but not necessarily
cartesian) local condition on Quot(T ).

Proposition 3.1.7. Suppose that v ∤ p∞, that T is unramified at v and that T is annihilated by |k×v |. Then
there are canonical isomorphisms

H1
f (Kv, T ) ∼= T/(Frv −1)T and H1

s (Kv, T )⊗ k×v ∼= TFrv=1.

In particular, if GKv acts trivially on T then we have the finite-singular comparison map

ϕfsv : H
1
f (Kv, T ) ∼= T ∼= H1

s (Kv, T )⊗ k×v .

Proof. This is a straight forward generalization of [Rub00, 1.3.2], stated in [MR04, 1.2.1]. We will not give
a proof here, but we do note that the first isomorphism H1

f (Kv, T ) → T/(Frv −1)T is given by evaluating
cocycle classes at Frv.

Remark 3.1.8. By choosing a generator of k×v , we may identify H1
s (Kv, T ) ⊗ k×v with H1

s (Kv, T ), so that
Proposition 3.1.7 gives an isomorphism H1

s (Kv, T ) ∼= TFrv=1 and the finite-singular map induces an isomor-
phism between H1

f (Kv, T ) and H1
s (Kv, T ). Although the arbitrary choice of generator means that these

isomorphisms are no longer canonical, this does not affect any arguments in which they are used so we will
frequently omit the tensor product with k×v .

Recall from Theorem-Definition 2.3.7 that for T ∗ = Hom(T,R(1)), we have the local Tate pairing

⟨·, ·⟩v : H1(Kv, T )×H1(Kv, T
∗)→ R.

Given a local condition on T , this pairing allows us to obtain a local condition on T ∗; typically, we will
assume that T ∼= T ∗, so that we obtain a new local condition on T .

Definition 3.1.9 (Dual local conditions). Let F be a local condition on T (at v). The dual local condition
F∗ on T ∗ is the orthogonal complement of H1

F (Kv, T ) under the local Tate pairing.
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Proposition 3.1.10 ([MR04, 1.2.4 and 1.3.2]). Assume that v ∤ p∞, that T is unramified at v and that
T is annihilated by |k×v |. Furthermore, let L/Kv be a choice of maximal totally tamely ramified abelian p-
extension. Then the L-transverse condition H1

L−tr(Kv, T ) projects isomorphically onto the singular condition
H1

s (Kv, T ), and we have a splitting

H1(Kv, T ) = H1
f (Kv, T )⊕H1

tr(Kv, T ).

Moreover, the dual local condition of the finite (respectively L-transverse) condition is the finite (resp. L-
transverse) condition on T ∗.

Remark 3.1.11. Combining Propositions 3.1.7 and 3.1.10 shows that, under the specified conditions, we
have H1(Kv, T ) ∼= T ⊕ T . Also, if T ∼= T ∗, then the finite and L-transverse conditions are their own duals.

3.2 Selmer modules

Now that we’ve discussed the local situation, we may construct a submodule of the global cohomology
module H1(K,T ) by choosing a local condition at each place of K. For the resulting submodule to be
useful, however, we must impose an extra condition on our local choices.

Definition 3.2.1 (Selmer structures). A Selmer structure F on T (over K) is a choice of local condition
at each place of K, also denoted by F , such that F is the finite condition at all but finitely many places.
The Selmer module associated to F is the submodule

H1
F (K,T ) := ker

[⊕
v

locv : H
1(K,T )→

⊕
v

(
H1(Kv, T )/H

1
F (Kv, T )

)]
,

that is, the submodule of H1(K,T ) consisting of all classes whose localization at v lies in H1
F (Kv, T ), for

each place v of K.

Remark 3.2.2. Equivalently, one could define a Selmer structure F on T to be a finite set of places Σ(F)
that contains the places dividing p, all archimedean places and all places at which T is ramified; at each
v ∈ Σ(F), the Selmer structure establishes a choice of local condition at v, and the associated Selmer module
is given by

H1
F (K

Σ(F)/K, T ) = ker

 ⊕
v∈Σ(F)

locv : H
1(K,T )→

⊕
v∈Σ(F)

(
H1(Kv, T )/H

1
F (Kv, T )

)
with KΣ(F )/K the maximal extension that is unramified outside all v ∈ Σ(F). At the places v /∈ Σ(F), the
local condition F is implied to be the finite condition. In line with this definition, we use Σ(F) to denote
the places at which F does not have the finite condition. The assumption that Σ(F) is finite is a critical
ingredient for the following result.

Lemma 3.2.3. Let F be a Selmer structure on T and suppose that T is finite. Then H1
F (K,T ) is finite.

Proof. This is a standard result that can be found in e.g. [Sil08, X.4.3] or [Mil06, I.4.15].

We define a partial order on the set of all Selmer structures (on a fixed module T ) by writing F ≤ G if and
only if H1

F (Kv, T ) ⊂ H1
G(Kv, T ) for every place v of K; it immediately follows that H1

F (K,T ) ⊂ H1
G(K,T )

if F ≤ G.

With Definition 3.1.9 in mind, a Selmer structure F on T induces a dual Selmer structure F∗ on T ∗ by taking
F∗ at v to be the dual local condition of F at v. This is again a Selmer structure because of Proposition
3.1.10. If F ≤ G, then G∗ ≤ F∗. This leads us to the following theorem, which will play a major role in
proving our later results.
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Theorem 3.2.4 (Global (Poitou–Tate) duality). Let F ≤ G be Selmer structures on T . The images of the
rightmost maps in the exact sequences

0 H1
F (K,T ) H1

G(K,T )
⊕

vH
1
G(Kv, T )/H

1
F (Kv, T )

0 H1
G∗(K,T ∗) H1

F∗(K,T ∗)
⊕

vH
1
F∗(Kv, T

∗)/H1
G∗(Kv, T

∗)

⊕v locv

⊕v locv

(3.2)

are each other’s orthogonal complements under the sum of local Tate pairings restricted to the summands
of the rightmost terms. That is, each local Tate pairing on H1(Kv, T ) ×H1(Kv, T

∗) induces a pairing on
(H1

G(Kv, T )/H
1
F (Kv, T ))× (H1

F∗(Kv, T
∗)/H1

G∗(Kv, T
∗)), and the images of the rightmost maps in (3.2) are

orthogonal complements under the sum of those pairings.

Proof. A proof is well beyond the scope of this thesis; curious readers can find details in [Rub00, 1.7.3],
[Mil06, 4.15] and [Tat62, 3.1].

The following applications of Theorem 3.2.4 will be useful later.

Example 3.2.5. Let F ≤ G be Selmer structures on T such that H1
F (K,T ) = H1

G(K,T ). This need not
imply that F = G; rather, this means that every c ∈ H1(K,T ) with the property that cv ∈ H1

G(Kv, T ) for
all places v, in fact satisfies the stronger condition that cv ∈ H1

F (Kv, T ) for all v. Under this assumption,
the exactness of (3.2) implies that the image of H1

G(K,T ) is trivial. Consequently, Theorem 3.2.4 tells us
that every locv : H

1
F∗(K,T ∗)→ H1

F∗(Kv, T
∗)/H1

G∗(Kv, T
∗) is surjective.

Example 3.2.6. Let T ∼= T ∗ and F a Selmer structure on T satisfying F = F∗. Fix a place v /∈ Σ(F) (i.e.
at which F has the finite condition) and denote by Fv the Selmer structure that has the strict condition at
v and the same local conditions as F elsewhere; likewise, Fv has the relaxed condition at v and the same
conditions as F elsewhere. Then H1

F (Kv, T )/H
1
Fv

(Kv, T ) = H1
f (Kv, T ) and H1

Fv(Kv, T )/H
1
F (Kv, T ) =

H1
s (Kv, T ) ∼= H1

L−tr(Kv, T ) by Proposition 3.1.10, so that (3.2) becomes

0 H1
Fv

(K,T ) H1
F (K,T ) H1

f (Kv, T ),

0 H1
F (K,T ) H1

Fv(K,T ) H1
L−tr(Kv, T ).

locv

locv

Denote the images on the right by Af and Atr, respectively. Then Theorem 3.2.4 states that Af and Atr are
orthogonal complements under the local Tate pairing restricted to H1

f (Kv, T ) ×H1
L−tr(Kv, T ). Keeping in

mind the splitting from Proposition 3.1.10 and Remark 3.1.11, it follows that the orthogonal complement
of Af under the usual local Tate pairing (on the entire space H1(Kv, T )×H1(Kv, T )) is H

1
f (Kv, T )⊕ Atr,

and likewise the complement of Atr is Af ⊕H1
L−tr(Kv, T ).
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4 Kolyvagin systems

4.1 Kolyvagin numbers

From this section onward, K is an imaginary quadratic field whose discriminant is different from −3 and
−4, so that O×

K = {±1}. We furthermore assume that R is a local ring with maximal ideal m, and as before,
that T is an R[GK ]-module that is finitely generated over R and unramified at all but finitely many places.

Definition 4.1.1. Denote by L0 = L0(T ) the set of rational primes ℓ ̸= p inert in K at which T is
unramified. We will often confuse ℓ ∈ L0 with the prime λ = ℓOK above it, and write Kℓ = Kλ for the
completion of K at λ.

i) For each λ | ℓ ∈ L0, define Iℓ to be the smallest ideal of R such that ℓ + 1 ∈ Iℓ and the Frobenius
element Frλ ∈ Gal(Kunr

λ ,Kλ) acts trivially on T/IℓT .

ii) For each k ∈ Z>0, define Lk = Lk(T ) := {ℓ ∈ L0 : Iℓ ⊂ mk}.
iii) For each λ | ℓ ∈ L0, let Gℓ := k×λ /k

×
ℓ , where kℓ

∼= Fℓ and kλ ∼= Fℓ2 are the residue fields of Q and K
at ℓ and λ, respectively.

iv) Let Nk be the set of squarefree products of the primes in Lk. For n ∈ N0, define

In :=
∑
ℓ|n

Iℓ, Gn :=
⊗
ℓ|n

Gℓ.

By convention, 1 ∈ Nk for every k, and I1 = 0 and G1 = Z.

Definition 4.1.2. A Selmer triple (T,F ,L) (over K) is a choice of module T and Selmer structure F on
T (over K), together with a subset L ⊂ L0 disjoint from Σ(F). Denote by N = N (L) the set of squarefree
products of primes in L, with the usual convention that 1 ∈ N .

4.2 A choice of transverse condition

In this subsection we establish a canonical choice of maximal totally tamely ramified p-extension L/Kℓ for
every ℓ ∈ L0. This in turn gives us a canonical choice of L-transverse condition as defined in Example 3.1.2,
which we may unambiguously refer to as H1

tr(Kℓ, T ).

The reader is assumed to be familiar with the basic notions and results from class field theory as described
in e.g. [Cox89, Chapter Two] and [Neu99, IV–VI]. The most important facts may be summarized as follows.

Theorem-Definition 4.2.1 (Ring class fields). Let n ∈ Z>0, and denote by On = Z + nOK the order of
conductor n. The ring class field K[n]/K of conductor n has the following properties:

i) The extension K[n]/K is abelian and unramified outside (the primes dividing) n;

ii) There is a canonical isomorphism Gal(K[n]/K) ∼= Pic(On), called the Artin map, under which the
primes of On correspond to their respective Frobenius elements in Gal(K[n]/K). The Artin map is
functorial in the sense that if m | n, then

Gal(K[n]/K) Pic(On)

Gal(K[m]/K) Pic(Om)

∼

∼

commutes.

In particular, the Hilbert class field K[1] with Gal(K[1]/K) ∼= Pic(OK) is the maximal unramified abelian
extension of K.

Lemma 4.2.2. Let L/K be a finite Galois extension, λ a prime of K, and Λ one of its extensions in L.
Then λ is totally split in L if and only if LΛ = Kλ. In particular, K[1]Λ = Kλ if and only if λ is principal.
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Proof. Clearly LΛ = Kλ if and only if GalΛ(L/K) = Gal(LΛ/Kλ) = 1. Now the discussion after [Neu99,
I.9.2] tells us that GalΛ(L/K) = 1 if and only if λ is totally split in L. The corollary follows from [Cox89,
5.25]: a prime is totally split in the Hilbert class field if and only if it is principal.

In particular, if λ | ℓ ∈ L0, we may unambiguously write K[1]λ = K[1]Λ for any prime Λ | λ of K[1].
Furthermore, since K[1] is the maximal unramified abelian extension of K and K[ℓ]/K is unramified outside
λ, K[ℓ]/K[1] is totally ramified at any such Λ; we continue our abuse of notation by writing K[ℓ]λ for the
completion of K[ℓ] at the unique place dividing any prime Λ | λ of K[1].

Proposition 4.2.3. Let λ | ℓ ∈ L0. The maximal p-subextension of K[ℓ]λ/Kλ, denoted by L, is a maximal
totally tamely ramified abelian p-subextension of K[ℓ]λ/Kλ. Here, L/Kλ being totally ramified means that
for each prime Λ of L extending λ, we have that LΛ/Kλ is totally ramified.

Proof. Since K[ℓ]/K is abelian, it is clear that L/Kλ is also abelian. From our earlier observation that
K[ℓ]/K[1] is totally ramified at any prime dividing λ, it follows that K[ℓ]λ/K[1]λ is totally ramified, so
K[ℓ]λ/Kλ is totally ramified. From this it is apparent that L is totally ramified, and since [L : Kλ] is a
power of p ̸= ℓ, this ramification is tame.

Proposition 4.2.3 gives us, for each ℓ ∈ L0, a choice of L/Kℓ which we use to define the transverse local
condition H1

tr(Kℓ, T ) := H1
L−tr(Kℓ, T ). Next we investigate the Galois group Gal(L/Kℓ), starting with the

Galois group of K[ℓ]/K[1].

Proposition 4.2.4. For any λ | ℓ ∈ L0 we have isomorphisms

Gal(K[ℓ]/K[1]) ∼=
(OK/λ)

×

(Z/ℓZ)×
∼= Gℓ.

Proof. From [Neu99, I.12.12] and preceding results, we have an exact sequence

1
O×

K

O×
ℓ

(OK/ℓOK)×

(Oℓ/ℓOℓ)×
Pic(Oℓ) Pic(OK) 1.

From our assumption that O×
K = {±1} it follows that O×

K/O
×
ℓ = 1, reducing the above exact sequence to

the top row of

1
(OK/ℓOK)×

(Oℓ/ℓOℓ)×
Pic(Oℓ) Pic(OK) 1

1 Gal(K[ℓ]/K[1]) Gal(K[ℓ]/K) Gal(K[1]/K) 1,

∼ ∼

where the vertical isomorphisms are the isomorphisms from Theorem-Definition 4.2.1(ii). By the functori-
ality of the Artin map, the above square commutes, and hence

Gal(K[ℓ]/K[1]) ∼=
(OK/ℓOK)×

(Oℓ/ℓOℓ)×
.

Now, λ = ℓOK and Oℓ = Z+ ℓOK , which modulo ℓ reduces to Z/ℓZ. This yields the first isomorphism we
were after. The second isomorphism is almost by definition, cf. [AM69, 10.15(ii)].

Lemma 4.2.5. Let L/K be any Galois extension of number fields and let λ be a prime of K. If λ does not
split in L, then the inclusion Gal(Lλ/Kλ) → Gal(L/K), where Lλ denotes the completion with respect to
the unique place above λ, is an isomorphism.

Proof. Since λ has a unique extension to L, [Neu99, II.8.4] tells us that

|Gal(L/K)| = [L : K] = [Lλ : Kλ] = |Gal(Lλ/Kλ)|,
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and hence our injection must be a bijection.

Proposition 4.2.6. Let λ | ℓ ∈ L0 and L as described in Proposition 4.2.3. Then Gal(L/Kλ) is isomorphic
to the p-Sylow subgroup of Gℓ.

Proof. Since L is the p-maximal subextension of K[ℓ]λ/K[1]λ,

Gal(L/Kλ) ∼=
Gal(K[ℓ]λ/Kλ)

Gal(K[ℓ]λ/L)

is by the fundamental theorem of finite abelian groups isomorphic to a subgroup of Gal(K[ℓ]λ/Kλ), and its
order is the largest power of p dividing |Gal(K[ℓ]λ/Kλ)|; that just means that Gal(L/Kλ) is isomorphic to
a p-Sylow subgroup of Gal(K[ℓ]λ/Kλ).

By Lemma 4.2.2, Gal(K[ℓ]λ/Kλ) = Gal(K[ℓ]λ/K[1]λ); sinceK[ℓ]/K[1] is totally ramified at any prime above
λ, Lemma 4.2.5 shows that Gal(L/Kλ) is isomorphic to a p-Sylow subgroup of Gal(K[ℓ]/K[1]). Proposition
4.2.4 gives us the final isomorphism.

4.3 Kolyvagin systems

Fix a Selmer triple (T,F ,L) and let N = N (L). From this Selmer triple we can construct a new Selmer
triple as follows.

Definition 4.3.1. For any abc ∈ N , define the Selmer structure Fa
b (c) by

H1
Fa

b (c)
(Kv, T ) :=


H1

F (Kv, T ) if v ∤ abc;
H1

rel(Kv, T ) = H1(Kv, T ) if v | a;
H1

str(Kv, T ) = 0 if v | b;
H1

tr(Kv, T ) if v | c,

where the final condition is the transverse condition described in Section 4.2. Naturally, Σ(Fa
b (c)) is Σ(F)

together with all prime divisors of abc, and we set L(abc) to be L with all prime divisors of abc removed.
This gives a Selmer triple (T,Fa

b (c),L(abc)). If any one of a, b, or c is 1, we omit it from the notation.

Lemma 4.3.2. The dual Selmer structure of Fa
b (c) is (Fa

b (c))
∗ = (F∗)ba(c).

Proof. This is immediate from Definition 4.3.1 and Proposition 3.1.10, which states that H1
tr(Kv, T ) and

H1
tr(Kv, T

∗) are orthogonal complements.

Using Definition 4.1.1 and Proposition 4.2.6 together with Proposition 3.1.7, we find for any nℓ ∈ N0 the
finite-singular isomorphism

ϕfsℓ : H
1
f (Kℓ, T/InℓT )

∼−→ H1
s (Kℓ, T/InℓT )⊗Gℓ.

This gives rise to the following diagram, which we use to define one of the fundamental objects of this thesis.

H1
F(n)(K,T/InT )⊗Gn

H1
f (Kℓ, T/InT )⊗Gn

H1
f (Kℓ, T/InℓT )⊗Gn

H1
F(nℓ)(K,T/InℓT )⊗Gnℓ H1

tr(Kℓ, T/InℓT )⊗Gnℓ H1
s (Kℓ, T/InℓT )⊗Gnℓ

locℓ ⊗1

ϕfs
ℓ ⊗1

locℓ ⊗1 ∼

(4.1)
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Definition 4.3.3 (Kolyvagin systems). A Kolyvagin system κ = (κn : n ∈ N ) for (T,F ,L) is a collection
of cohomology classes

κn ∈ H1
F(n)(K,T/InT )⊗Gn

such that, for any nℓ ∈ N , the images of κn and κnℓ along the maps in (4.1) agree. Here, the second
vertical map is induced by the projection T/InT → T/InℓT and the second horizontal map is the isomorphic
projection from Proposition 3.1.10. We denote the set of all Kolyvagin systems for (T,F ,L) by KS(T,F ,L).

Remark 4.3.4. As discussed in Remark 3.1.8, the tensor products with Gn (and Gnℓ) in (4.1) are there only
to ensure that the maps, in particular ϕfsℓ , are canonical. By choosing a generator of Gℓ for every ℓ | n, we
may and often will identify κn with an element of H1

F(n)(K,T/InT ).
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5 Notation and hypotheses

We fix the following notation throughout the remainder of this thesis.

K an imaginary quadratic field of discriminant ̸= −3,−4.
τ a complex conjugation in GQ.
R a complete, Noetherian local ring with finite residue field.
m the maximal ideal of m.
vm the m-adic valuation on R; vm(x) is the maximal integer t for which x ∈ mt.
p the characteristic of R/m.
T an R[GK ]-module that is finitely generated as R-module.
F a Selmer structure on T over K.
L a subset of L0(T ), disjoint from Σ(F); cf. Definition 4.1.1.
N = N (L), the set of squarefree products of primes in L, including 1.

In particular, (T,F ,L) is a Selmer triple as defined in Definition 4.1.2. As we saw in Section 4, the
requirement that the discriminant of K is different from −3 and −4 simply means that O×

K = {±1}, which
was used to choose a canonical transverse condition as described in Proposition 4.2.3. We will frequently
write

T̄ := T/2mT = T/m1+vm(2)T,

which may be viewed as the smallest quotient of T on which +1 and −1 do not act identically; we will
often choose T to be large enough for that interpretation to make sense. If p > 2, then T̄ = T/mT is
an R/m-vector space, but if p = 2 then T̄ is only an R/2m-module. In either case, 2T̄ ∼= T/mT is an
R/m-vector space.

5.1 Hypotheses on T

The motivating example to keep in mind during our discussions comes from the p-torsion of some elliptic
curve E: in Section 6, T may be taken as the module of pk-torsion points over Z/pkZ, and in Section 7 as
the p-adic Tate module over Zp. This motivates the first and most common of our assumptions.

T is a free R-module of rank 2. (free)

In Section 8, we will assume that the representation GK → T is surjective, but most of our results hold
under a weaker assumption:

The action of GK on 2T̄ defines an irreducible representation of GK → Aut(2T̄ ). (irred)

This means that the only R/m-subspaces of 2T̄ that are stable under the action of GK are 0 and 2T̄ : if S
is a subspace of 2T̄ such that σ(S) ⊂ S for all σ ∈ GK , then S is either 0 or 2T̄ . It should be noted that in
his original text, Howard makes the stronger assumption that the representation is absolutely irreducible,
but this is not necessary for our purposes.

The next hypothesis is harder to motivate, and will only be used in the proof of Proposition 7.1.6.

There is a Galois extension F/Q such that K ⊂ F , TGF = T , and 2H1(F (µp∞)/K, T̄ ) = 0. (Gal)

In Section 8, we will show that F = K(E[p∞]) has the desired properties.

5.2 Hypotheses on F

Recall the notions of functorial and cartesian local conditions from Definition 3.1.3. It is convenient to
assume that the local conditions of F have these properties on the category from Definition 3.1.6:

At every place of K, the local condition F is cartesian on Quot(T ). (cart)

By Lemma 3.1.5, the finite condition is always cartesian on Quot(T ), so in order to verify (cart) it suffices
to check that F is cartesian at all places in Σ(F).
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The next assumption is motivated by Example 3.2.6:

There is a perfect, symmetric, R-bilinear pairing (·, ·) : T × T → R(1).

For all σ ∈ GK and s, t ∈ T , we have (σs, (τστ)t) = σ(s, t).

At any place of K, (·, ·) induces the local Tate pairing; T ∼= T ∗ and F = F∗.

(dual)

Hypothesis (dual) may seem rather contrived, but the only part that is of significance to us is the self-duality
of F , cf. Definition 3.1.9. The pairing (·, ·) is only needed for a structure result that we will not discuss in
detail, and the only time we need to verify its existence is in the example below.

Example 5.2.1. Let E be an elliptic curve defined over Q, denote its p-adic Tate module by T = Tp(E),
and recall (from e.g. [Sil08, III.8]) that we have a Zp-bilinear, alternating, nondegenerate, Galois-invariant
Weil pairing e : T ×T → Zp(1). Define a new pairing (·, ·) : T ×T → Zp(1) by (s, t) := e(s, τt). This pairing
is clearly Zp-bilinear, and, using that the p-adic cyclotomic character of τ is χp(τ) = −1, we have

(s, t) = e(s, τt) = χp(τ)e(τs, t) = −χp(τ)e(t, τs) = e(t, τs) = (t, s)

as well as

(σs, (τστ)t) = e(σs, (στ)t) = χp(σ)e(s, τt) = χp(σ)(s, t)

for all s, t ∈ T and σ ∈ GK . It is immediate that (·, ·) is perfect because the Weil pairing is perfect: the Weil
pairing on E[pk] is non-degenerate and hence perfect because Hom(E[pk],Z/pkZ) ∼= E[pk] is finite; passing
to the inverse limit shows that e itself is also perfect.

The local pairing H1(Kv, T ) ×H1(Kv, T ) → Zp induced by (·, ·) is precisely one of the ways to define the
local Tate pairing, as done in [Sil08, Exercise 10.24].

5.3 Hypotheses on eigenspaces

Lastly, we encounter our first discrepancy between p > 2 and p = 2, given by the following basic result from
linear algebra.

Lemma 5.3.1. Let A be a vector space over a field of characteristic different from 2, let ι be a linear
involution on A, and denote the ±1-eigenspaces of ι by A±. Then there is a direct sum decomposition

A = A+ ⊕A−.

Proof. Since ι2 = 1, it is clear that the only possible eigenvalues of ι are ±1. Any a ∈ A can be written as
a = a+ + a− with a± := 1

2(a± ιa) ∈ A
±, and the decomposition follows.

The involution that we are interested in is the action of τ ∈ GQ, which restricts to the nontrivial element of
Gal(K/Q): we assume that it acts on T̄ by postulating that the action of GK extends to an action of GQ
on T̄ , and if p > 2, we want that both eigenspaces T̄± have dimension 1. This precludes the uninteresting
possibility that the action of τ is simply given by multiplication by either ±1.

If p = 2, however, Lemma 5.3.1 fails for the obvious reason that we cannot divide by 2, and because ±1
would act identically on the vector space. This latter point is why we defined T̄ to be an R/2m-module
rather than an R/m-vector space, so that ±1 typically do act differently and we may still obtain useful
information about τ from its eigenspaces.

As in Lemma 5.3.1, we will generally refer to the submodules of an (R/2m)[GQ]-module A on which τ acts
by ±1 as the ±1-eigenspaces, and denote them by A±. A similar argument to our proof of Lemma 5.3.1
then yields an inclusion

2A ⊂ A+ +A−, (5.1)

even when p = 2.
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Example 5.3.2. In order to illustrate that there is no nicer relation between a GQ-module and its
eigenspaces under τ than (5.1), let A1, A2 and A3 denote the same underlying Z/4Z-module given by
(Z/4Z) ⊕ (Z/2Z) ⊕ (Z/2Z), and let τ act on A1 by τ(x, y, z) = (x + 2y + 2z, x + y, x + z), on A2 by
τ(x, y, z) = (x, x+ y, x+ z) and on A3 by τ(x, y, z) = (x, z, y). Then

A+
1 = A−

1 = ⟨(2, 0, 0), (0, 1, 1)⟩ ∼= (Z/2Z)⊕ (Z/2Z),

A+
2 = A−

2 = ⟨(2, 0, 0), (0, 1, 0), (0, 0, 1)⟩ ∼= (Z/2Z)⊕ (Z/2Z)⊕ (Z/2Z),

A+
3 = ⟨(1, 0, 0), (0, 1, 1)⟩ ∼= (Z/4Z)⊕ (Z/2Z),

A−
3 = ⟨(2, 0, 0), (0, 1, 1)⟩ ∼= (Z/2Z)⊕ (Z/2Z)

as Z/4Z-modules. In contrast to the scenario in Lemma 5.3.1, we have A+
i ∩ A

−
i ̸= 0 for all i, and for no i

do the lengths of the eigenspaces add up to the length of Ai. We will see that it may be useful to instead
consider the F2-vector spaces 2A

±
i = 2(A±

i ) as subspaces of 2Ai, but in that case there does not seem to be
a meaningful pattern either: 2Ai

∼= F2, but 2A
+
1 = 2A−

1 = 2A+
2 = 2A−

2 = 2A−
3 = 0 and 2A+

3
∼= F2.

Through trial and error, we have found that the following assumptions on the actions of τ are sufficient for
our purposes:

The action of GK on T̄ extends to an action of GQ, and T̄
± are free R/2m-modules of rank 1.

H1
F (K, T̄ ) is stable under the action of GQ.

(eigen)

The final assumption in (eigen) means that the GK-action on H1
F (K, T̄ ) extends to an action of GQ, so that

we may consider the eigenspaces H1
F (K, T̄ )

± under τ .

Remark 5.3.3. Hypothesis (eigen) generalizes hypotheses H.5(a) and H.5(b) from [How04, 1.3], but does
not cover H.5(c). The latter plays no role in obtaining our results, but should be taken into account if one
were to investigate how [How04, Section 2] generalizes for p = 2.
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6 Modules over special principal rings

In addition to our usual assumptions on R listed in Section 5, we will often impose the following condition
throughout this section.

R is a special principal ring: it is commutative, principal, local and Artinian of length k.

We fix a generator π of m and assume that 2 ̸= 0 in R and L ⊂ Lk(T ).
(SPR)

The assumption that 2 ̸= 0 ensures that ±1 are distinct and that T̄ is a proper quotient even if p = 2. Note
also that together with the finiteness of R/m, (SPR) implies that R = R/mk is itself finite. If (free) is also
assumed, then it immediately follows that T is finite as well.

The additional constraint on L will be motivated later.

Before we study Selmer structures on modules over rings satisfying (SPR), we first state a number of
general results for finitely generated modules over special principal rings. These do not require our usual
assumptions about the completeness of R and the finiteness of R/m.

6.1 The structure of finitely generated modules over a special principal ring

The following result generalizes the more famous structure theorem for finitely generated modules over a
principal ideal domain (e.g. [Lan02, 7.3 and 7.7]) to finitely generated modules over any commutative ring
whose ideals are principal, and will be used without proof.

Theorem 6.1.1 (Structure theorem for finitely generated modules over a principal ideal ring, [Bro93,
15.33]). Let A be a finitely generated module over a principal ideal ring R. Then there is a unique n ∈ Z≥0

and an isomorphism

A ∼=
n⊕

i=1

(R/diR) ,

where each di ∈ R \ R× such that d1R ⊂ d2R ⊂ · · · ⊂ dnR. This decomposition is unique, up to the choice
of generators of the ideals diR.

Corollary 6.1.2 (Structure theorem for finitely generated modules over a special principal ring). Let R
be a special principal ring of length k and A a finitely generated module over R. Then there is a unique
n ∈ Z≥0 and an isomorphism

A ∼=
n⊕

i=1

(
R/mti

)
,

where k ≥ t1 ≥ t2 ≥ . . . ≥ tn ≥ 1 are unique.

Proof. This is immediate from Theorem 6.1.1: using that R is also local, we see that each ideal diR = mti for
some (necessarily unique) ti; the fact that R is Artinian gives us the desired bounds on these exponents.

Corollary 6.1.3. LetM be a finitely generated module over a special principal ring R; by Corollary 6.1.2, we
may writeM as a direct sum of m (nonzero) cyclic R-modules. Any submodule A ofM is then isomorphic to
a direct sum of at most m nonzero cyclic R-modules. In particular, a submodule of a rank-m free R-module
is isomorphic to a direct sum of m cyclic R-modules.

Proof. As in Corollary 6.1.2, denote by k the length of R, and by m = πR its maximal ideal. We write

M ∼=
m⊕
i=1

(R/msi) .

Note that since R is Noetherian and M is finitely generated, A is also finitely generated (cf. [AM69, 6.2 and
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6.5], and hence Corollary 6.1.2 gives us an isomorphism

A ∼=
n⊕

i=1

(
R/mti

)
.

This yields an injection
⊕n

i=1

(
R/mti

)
→
⊕m

i=1 (R/m
si), and reduces the problem to showing that n ≤ m.

In fact, multiplication by πti−1 induces an injection R/m → R/mti and therefore an injection (R/m)n →⊕n
i=1

(
R/mti

)
; likewise, we obtain an injection

⊕m
i=1 (R/m

si) → Rm and hence an injection ϕ : (R/m)n →
Rm.

Notice that for any x ∈ (R/m)n, we have πϕ(x) = 0, which implies that the image of ϕ is contained in
mk−1Rm. Multiplication by πk−1 gives an R-module isomorphism R/m ∼= mk−1, so the image of ϕ injects
into (R/m)m. This gives us yet another R-linear (and hence R/m-linear) injection (R/m)n → (R/m)m; since
R/m is a field, we know from linear algebra that n ≤ m.

Lemma 6.1.4. Let A be a finitely generated module over a special principal ring R. Then HomR(A,R) ∼= A.

Proof. With the notation as in Corollary 6.1.2, we have a chain of isomorphisms

HomR(A,R) ∼= HomR

(
n⊕

i=1

(
R/mti

)
, R

)
∼=

n⊕
i=1

HomR

(
R/mti , R

) ∼= n⊕
i=1

(
R/mti

) ∼= A,

where we used the universal property of the direct sum for the second isomorphism, and

HomR

(
R/mti , R

) ∼= mk−ti ∼= R/mti

for the third.

Proposition 6.1.5. Let R be a commutative ring, M an R-module equipped with a regular bilinear form
⟨·, ·⟩, and A a submodule of M . Denoting by A⊥ the orthogonal complement of A under ⟨·, ·⟩, we have

M/A⊥ ∼= HomR(A,R).

In particular, if R is a special principal ring and M is finitely generated over R, then M/A⊥ ∼= A.

Proof. Consider the exact sequence

0 A⊥ M HomR(A,R) 0,
|A

(6.1)

where |A denotes the isomorphism M ∼= HomR(M,R) induced by ⟨·, ·⟩, followed by restriction to A. This
restriction map HomR(M,R)→ HomR(A,R) is simply the pullback of the injection A ↪→M and is therefore
surjective; the kernel of |A is

{m ∈M : ⟨m, a⟩ = 0 for all a ∈ A} = A⊥,

so (6.1) is indeed exact. The proposition follows immediately, and the particular case follows from Lemma
6.1.4. Note that A is indeed finitely generated by the same reasoning as in Corollary 6.1.3.

Proposition 6.1.6. Let R be a special principal ring and M a finitely generated R-module equipped with a
regular alternating bilinear form ⟨·, ·⟩. Then there exists an R-module A such that M ∼= A⊕A.

Proof. By Theorem 6.1.1 we may assume thatM is a direct sum of n nonzero cyclic R-modules. We proceed
by induction on n; the claim clearly holds if n = 0, so assume that the claim holds for all finitely generated
R-modules N that admit a non-degenerate alternating pairing and which are isomorphic to the direct sum
of at most n− 1 nonzero cyclic R-modules.

Let e be a generator of one of the summands of M , so that M ∼= eR ⊕M/eR; in particular, we have a
projection π : M → eR that is left-inverse to the inclusion eR ↪→ M . Denoting by eR⊥ the orthogonal
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complement of eR under ⟨·, ·⟩, we also have an exact sequence

0 eR⊥/eR M/eR HomR(eR,R) 0
ϕ

(6.2)

with ϕ : x+ eR 7→ ⟨x, ·⟩; this is well-defined since our pairing is alternating, and has a right inverse defined
by sending f ∈ HomR(eR,R) to the image of x ∈ M corresponding to fπ = ⟨x, ·⟩ ∈ HomR(M,R). By the
splitting lemma, this implies that

M/eR ∼= HomR(eR,R)⊕
(
eR⊥/eR

)
and therefore that

M ∼= eR⊕ eR⊕
(
eR⊥/eR

)
(6.3)

by our earier observation and Lemma 6.1.4. By Corollary 6.1.3, eR⊥/eR ⊂ M/eR is the direct sum of at
most n− 1 cyclic R-modules; we will show that ⟨·, ·⟩ induces a regular bilinear form on eR⊥/eR, so that we
may invoke our induction hypothesis.

To that end, first notice that since ⟨·, ·⟩ is alternating, it indeed defines a bilinear form on eR⊥/eR. As
for surjectivity of the induced map eR⊥/eR → HomR(eR

⊥/eR,R), note that any f ∈ HomR(eR
⊥/eR,R)

lifts to a map f̃ ∈ HomR(eR
⊥, R) with the property that f̃(e) = 0. We already saw that the restriction

map HomR(M,R)→ HomR(eR
⊥, R) is surjective, so there exists an x ∈M such that f̃ = ⟨x, ·⟩|eR⊥ . Since

f̃(e) = 0, it must be that x ∈ eR⊥, so we indeed have an x+ eR ∈ eR⊥/eR for which f = ⟨x+ eR, ·⟩.

As for non-degeneracy, ⟨x, ·⟩ = 0 ∈ Hom(eR⊥, R) if and only if x ∈ eR⊥⊥. We claim that eR⊥⊥ = eR; by
the same reasoning as for (6.2), the exact sequence

0 eR⊥ M HomR(eR,R) 0
ϕ

splits, so M ∼= eR⊥ ⊕HomR(eR,R). The universal property of the direct sum asserts that

HomR(M,R) ∼= HomR(eR
⊥, R)⊕ eR,

so M/eR ∼= HomR(M,R)/eR ∼= HomR(eR
⊥, R). On the other hand, substituting A = eR⊥ into (6.1) gives

M/eR⊥⊥ ∼= HomR(eR
⊥, R), from which we infer that

M/eR ∼=M/eR⊥⊥.

Combined with the general fact that A ⊂ A⊥⊥, it follows that eR⊥⊥ = eR, finishing the proof that ⟨·, ·⟩ is
non-degenerate and hence regular on eR⊥/eR.

Our induction hypothesis now tells us that there is an R-module A such that eR⊥/eR ∼= A⊕A. Combining
this with (6.3) yields

M ∼= (A⊕ eR)⊕ (A⊕ eR) .

6.2 The structure of Selmer modules

We will now investigate the consequences of hypothesis (SPR) on the structure of Selmer modules. Firstly,
we have an interesting result about the GK-invariants of T that holds more generally. This corresponds
to [MR04, 2.1.4], but Mazur–Rubin’s original statement incorrectly claims that H0(K,S) = 0 for any
subquotient S of T . The correct statement, which we prove here, is given in the erratum of [MR16].

Lemma 6.2.1. Suppose that (T,F ,L) satisfies (free, irred). Then H0(K,T/miT ) = 0 for any positive
integer i. In particular, if furthermore (SPR) is assumed, then H0(K,T ) = 0.

Proof. We will show this by induction. For i = 1, (irred) tells us that GK → AutR/m(2T̄ ) ∼= AutR/m(T/mT )
is an irreducible representation; combined with (free), this implies that the 2-dimensional R/m-vector space
T/mT has no 1-dimensional subspace stable under the action of GK . In particular, there is no nonzero
element of T/mT that is fixed under the action of GK , so H0(K,T/mT ) = (T/mT )GK = 0.
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Now suppose that H0(K,T/miT ) = 0 for some i. If t + mi+1T ∈ H0(K,T/mi+1T ), then t + miT ∈
H0(K,T/miT ) and hence t ∈ miT . It therefore suffices to show that (miT/mi+1T )GK = 0.

To that end, T is free by (free), so in particular flat; an elementary exercise in commutative algebra (e.g.
[Liu06, 1.2.4], which also discusses the converse) then yields a canonical isomorphism miT ∼= mi ⊗ T and
hence an isomorphism

miT

mi+1T
∼=

mi ⊗ T
mi+1 ⊗ T

∼=
(
mi/mi+1

)
⊗ T.

These isomorphisms respect the GK-action, so (miT/mi+1T )GK ∼= ((mi/mi+1)⊗ T )GK . Using the universal
property of the tensor product, one can also show that (T/mT )d, with d = dimR/mmi/mi+1, is isomorphic
to (mi/mi+1)⊗ T , again via a map that preserves the action of GK . It follows that

(miT/mi+1T )GK ∼=
(
(mi/mi+1)⊗ T

)GK ∼=
(
(T/mT )d

)GK

= 0,

and therefore that H0(K,T/miT ) = 0. The corollary under (SPR) follows from taking i = k.

Lemma 6.2.2 ([MR04, 3.5.4]). Suppose that (T,F ,L) satsfies (SPR, free, irred, cart) and let i ≤ k be a
non-negative integer. Then multiplication by πk−i, viewed as a homomorphism T/miT → T , induces an
isomorphism

πk−i : H1(K,T/miT ) −→ H1(K,T )[mi]

which restricts to an isomorphism

πk−i : H1
F (K,T/m

iT ) −→ H1
F (K,T )[m

i].

Proof. The first isomorphism is a consequence of Lemma 6.2.1; the second follows from (cart). As for the
first, we have exact sequences

0 T/miT T T/mk−iT 0

0 T/mk−iT T.

πk−i

πi

Using Lemma 6.2.1 for the zeros on the left, Galois cohomology on the above sequences yields

0 H1(K,T/miT ) H1(K,T ) H1(K,T/mk−iT )

0 H1(K,T/mk−iT ) H1(K,T ).

πk−i

πi

Now a simple diagram chase shows that H1(K,T )[mi] ⊂ πk−iH1(K,T/miT ), yielding our first isomorphism.
In order to show that this restricts to an isomorphism on the respective Selmer modules, it now suffices to
argue that πk−iH1

F (K,T/m
iT ) ⊂ H1

F (K,T ) and (πk−i)−1H1
F (K,T ) ⊂ H1

F (K,T/m
iT ).

The first inclusion follows by definition: a class [ξ] ∈ H1(K,T/miT ) lives in H1
F (K,T/m

iT ) if and only if for
each place v of K, locv[ξ] = [ξ|GKv

] ∈ H1
F (Kv, T/m

iT ), where the local condition F on T/miT is the local
condition F on T propagated through the projection πi : T → T/miT . In other words, [ξ] ∈ H1

F (K,T/m
iT )

precisely when, for each place v, we have [ξ|GKv
] = [πiχv] for some [χv] ∈ H1

F (Kv, T ).

Hence, for any [ξv] ∈ H1
F (K,T/m

iT ), we have for any v that

locv[π
k−iξ] = [πk−iξ|GKv

] = [πk−iπiχv] = [πk−iχv] = πk−i[χv]

for some χv ∈ H1
F (Kv, T ). Since H1

F (Kv, T ) is an R-submodule of H1(Kv, T ), it follows that [πk−iξ] ∈
H1

F (K,T ), proving the first inclusion we were after.

As for the second inclusion, by the definition of Quot(T ) (Definition 3.1.6), πk−i : T/miT → T is an (injec-
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tive) morphism in Quot(T ). Thefore, since (cart) assumes that F is Cartesian on Quot(T ) at each place
v of K, the local condition F at any such v on T/miT (propagated through πi as described earlier) is the
same as the local condition propagated through πk−i. More concretely,

H1
F (Kv, T/m

iT ) = (πk−i)−1H1
F (Kv, T )

at every place v. The global inclusion now follows directly from spelling out the definitions of H1
F (K,T )

and H1
F (K,T/m

iT ).

Although we have not made use of it thus far, hypothesis (SPR) also assumes that L ⊂ Lk(T ). This allows
us to use the following result.

Lemma 6.2.3. Suppose that (T,F ,L) satisfies (SPR). Then H1
f (Kℓ, T ) ∼= H1

tr(Kℓ, T ) ∼= T for all ℓ ∈ L. If
moreover (free) is assumed, then H1

f (Kℓ, T ) and H
1
tr(Kℓ, T ) are both free R-modules of rank 2; it follows that

H1
f (Kℓ, T/m

iT ) and H1
tr(Kℓ, T/m

iT ) with 0 < i ≤ k are free R/mi-modules of rank 2, and if furthermore
(eigen) is assumed, that H1

f (Kℓ, T̄ )
± and H1

tr(Kℓ, T̄ )
± have length 1 + vm(2).

Proof. All of this is a direct consequence of the finite-singular isomorphism from Proposition 3.1.7 and
Remark 3.1.8, together with the isomorphism H1

tr(Kℓ, T ) ∼= H1
s (Kℓ, T ) from Proposition 3.1.10. We simply

need to verify the conditions that are necessary to reply those results.

Let λ | ℓ ∈ L. Since L is disjoint from Σ(F), it is immediate that λ ∤ p and that T is unramified at λ. The
assumption that L ⊂ Lk(T ) implies that Iℓ ⊂ πkR = 0, so Iℓ is trivial. Now, since λ is a prime of degree 2
above ℓ, we have

|k×λ | = ℓ2 − 1 = (ℓ+ 1)(ℓ− 1) ∈ Iℓ
by the definition of Iℓ, so |k×λ | = 0 in R and hence annihilates T . Lastly, again by definition, Frλ acts
trivially on T/IℓT = T , giving rise to the finite-singular isomorphism.

Exploiting that R is principal and Artinian, it can be shown that an R-basis of H1
f (Kℓ, T ) gives an R/m

i-
basis of H1

f (Kℓ, T/m
iT ) via the projection T → T/miT , and likewise for the transverse condition.

Lemma 6.2.4 ([How04, 1.5.1]). Suppose that (T,F ,L) satisfies (SPR, free, irred, Gal, cart, dual, eigen).
Then for any n ∈ N , (T,F(n),L(n)) satisfies the same hypotheses.

Proof. Hypotheses (SPR, free, irred, Gal, eigen) directly carry over from (T,F ,L) to (T,F(n),L(n)). Hy-
pothesis (dual) is immediate from Proposition 3.1.10, so the only nontrivial claim is (cart): proving this
amounts to showing that the transverse condition is cartesian on Quot(T ).

To that end, we follow the proof of [MR04, 3.7.4]. We first show that, for any 0 < i ≤ k, propagating the
transverse condition on T through the injection πk−i : T/miT → T yields the usual transverse condition on
T/miT . We have a commutative diagram

H1(Kℓ, T/m
iT ) H1

f (Kℓ, T/m
iT )

H1(Kℓ, T ) H1
f (Kℓ, T ),

πk−i πk−i (6.4)

where the horizontal maps are projections with respect to the direct sum decomposition from Proposition
3.1.10; the kernels of those maps are precisely the respective transverse conditions. From Lemma 6.2.3 we
know that H1

f (Kℓ, T/m
iT ) and H1

f (Kℓ, T ) are free R/mi- respectively R-modules of rank 2, so the right
vertical map in (6.4) is injective.

Suppose that c ∈ H1(Kℓ, T/m
iT ) such that πk−ic ∈ H1

tr(Kℓ, T ). Then π
k−ic is in the kernel of the bottom

map in (6.4), so by the injectivity of the right vertical map, c is in the kernel of the top map. This
means that c ∈ H1

tr(Kℓ, T/m
iT ), from which it follows that (πk−i)−1H1

tr(Kℓ, T ) ⊂ H1
tr(Kℓ, T/m

iT ). The
reverse inclusion is clear, so propagating the transverse condition through πk−i indeed yields the transverse
condition on T/miT .
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The proof is finished once we’ve argued that πk−i : T/miT → T is essentially the only kind of injection in
Quot(T ). Since R is local and principal, its ideals are powers of m. In particular, any r ∈ R can be written
as r = uπt for some u ∈ R× and some integer 0 ≤ t ≤ k; since u : T/miT → T/miT is an isomorphism, we
may assume that u = 1. For πt : T/miT → T/mjT to define a map in Quot(T ), we require that πtmi ⊂ mj ,
so t+ i ≥ j. In fact, for this πt to be injective, we need that πtx ∈ mjT only if x ∈ miT . Clearly, the first
condition is equivalent to x ∈ mj−t, and it follows that j − t ≥ i, and hence that t = j − i.

Thus the only maps of interest are πj−i : T/miT → T/mjT . We already saw that the transverse condition
propagated through πk−j : T/mj → T is the transverse condition, so propagating the transverse condition
through πj−i is the same as propagating through πk−j ◦πj−i = πk−i, which we also saw yields the transverse
condition on T/miT .

The following theorem will play an important role in the remainder, but we will refrain from giving a
detailed proof due to its technical but uninformative nature.

Theorem 6.2.5. Suppose that (T,F ,L) satisfies (SPR, free, irred, cart, dual). Then for any n ∈ N , there
is an ϵ(n) ∈ {0, 1} and an R-module M(n) such that

H1
F(n)(K,T )

∼= Rϵ(n) ⊕M(n)⊕M(n).

Proof. Note that by Lemma 6.2.4 it suffices to show this for H1
F (K,T ). Howard does so in [How04, 1.4], by

first constructing, for every s, t ∈ Z>0 with s+ t ≤ k, a pairing

H1
F (K,T/m

sT )×H1
F (K,T/m

k−tT ) −→ R

whose kernel on the left is the image of H1
F (K,T/m

s+tT )→ H1
F (K,T/m

sT ) and whose kernel on the right
is the image of the map H1

F (K,T/m
k−s−tT )→ H1

F (K,T/m
k−t) induced by multiplication by πs. From this

he derives, for each 1 ≤ s < k, a regular alternating bilinear form on the R/m-vector space

H1
F (K,T )[m

s]/mH1
F (K,T )[m

s+1]

H1
F (K,T )[m

s−1]/mH1
F (K,T )[m

s]
.

It then follows from Proposition 6.1.6 that this vector space is even-dimensional for each s, from which it
can be deduced that H1

F (K,T )[m
k−1]/mH1

F (K,T ) is a square and hence that

H1
F (K,T )

∼= Rϵ ⊕M ⊕M

for some R-module M and integer ϵ. Without loss of generality, we can assume that ϵ ∈ {0, 1}.

Note that, although Howard’s original result assumes that p > 2, the proof of Theorem 6.2.5 is also valid
for p = 2. However, his method is nonconstructive and tells us nothing about the relations between ϵ(n)
and ϵ(n′) for different n, n′ ∈ N . In the next section we will find that this relation is surprisingly simple
when p > 2, but we will also encounter the first obstacles that cause Howard’s proofs to fail for p = 2.

6.3 Eigenspaces

Throughout the remainder of this section, abbreviate the notation from Definition 4.3.1 by

Ha
b (c) := H1

Fa
b (c)

(K,T ) and H̄a
b (c) := H1

Fa
b (c)

(K, T̄ )

for any abc ∈ N ; as usual, we omit an index if it is 1. Under the assumptions of (eigen), there is an action
of the complex conjugation τ ∈ GQ on T̄ , which induces an action on H̄a

b (c) given by (τξ)(σ) = τ(ξ(τστ))
on cocycles.

Our interest in studying the ±1-eigenspaces H̄a
b (c)

± is the main reason we chose to define T̄ as T/2mT : if
we simply defined T̄ = T/mT for p = 2, then multiplication by +1 and −1 would be identical in T̄ , and we
would have no hope of distinguishing the two eigenspaces H̄a

b (c)
±. By ensuring that +1 and −1 are distinct

on T̄ , we may expect more useful information about the action of τ , although we will soon see that this is
still not enough to deduce a satisfactory generalization of Howard’s original results.
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We define ρ±0 (n) := len H̄(n)± to be the length of H̄(n)± as R/2m-module. As discussed in Section 5.3, for
p > 2 this is just the R/m-dimension of the vector space H̄(n)±, and we have that

dim H̄(n) = ρ+0 (n) + ρ−0 (n). (6.5)

Proposition 6.3.1. Suppose that (T,F ,L) satisfies (SPR, free, dual, eigen) and let nℓ ∈ N .

i) If locℓ H̄(n)± = H1
f (Kℓ, T̄ )

± then ρ±0 (nℓ) = ρ±0 (n)− (1 + vm(2)) and locℓ H̄(nℓ)± = 0;

ii) If locℓ H̄(n)± = 0 then ρ±0 (nℓ) = ρ±0 (n) + (1 + vm(2)).

Assuming p > 2 in Proposition 6.3.1 recovers [How04, 1.5.3]: by Lemma 6.2.3, H1
f (Kℓ, T̄ )

± is a one-
dimensional R/m-vector space, so that locℓ : H̄(n)± → H1

f (Kℓ, T̄ )
± is surjective precisely when locℓ H̄(n)±

is nontrivial. This reduces the above to

Corollary 6.3.2. Suppose that (T,F ,L) satisfies (SPR, free, dual, eigen) and that p > 2; let nℓ ∈ N .

i) If locℓ H̄(n)± ̸= 0 then ρ±0 (nℓ) = ρ±0 (n)− 1 and locℓ H̄(nℓ)± = 0;

ii) If locℓ H̄(n)± = 0 then ρ±0 (nℓ) = ρ±0 (n) + 1.

Proof of Proposition 6.3.1. We follow the proof of [How04, 1.5.3] very closely; the only difference we need
to take into account for our more general setting is that under hypothesis (eigen), the eigenspaces T̄± are
not necessarily 1-dimensional R/m-vector spaces, but free R/2m-modules of rank 1. As in Example 3.2.6,
Hypothesis (dual) gives rise to exact sequences

0 H̄ℓ(n) H̄(n) H1
f (Kℓ, T̄ ),

0 H̄(n) H̄ℓ(n) H1
tr(Kℓ, T̄ ),

locℓ

locℓ

(6.6)

and the images of the rightmost maps are each other’s orthogonal complement under the restriction of
the local Tate pairing at ℓ to H1

f (Kℓ, T̄ ) ×H1
tr(Kℓ, T̄ ). By Lemma 6.2.3, the eigenspaces H1

f (Kℓ, T̄ )
± and

H1
tr(Kℓ, T̄ )

± have length 1 + vm(2).

i) Suppose that the restriction locℓ : H̄(n)± → H1
f (Kℓ, T̄ )

± is surjective. Then the orthogonal complement
of its image under the local Tate pairing, restricted to H1

f (Kℓ, T̄ )
± ×H1

tr(Kℓ, T̄ )
±, is 0; by Theorem 3.2.4,

this means that locℓ : H̄ℓ(n)± → H1
tr(Kℓ, T̄ ) is zero, so H̄(n)± = H̄ℓ(n)±.

Consider an analogous pair of exact sequences

0 H̄ℓ(n) H̄(nℓ) H1
tr(Kℓ, T̄ ),

0 H̄(nℓ) H̄ℓ(n) H1
f (Kℓ, T̄ ).

locℓ

locℓ

(6.7)

Since locℓ H̄ℓ(n)± = locℓ H̄(n)± = H1
f (Kℓ, T̄ )

±, it follows from another application of Theorem 3.2.4 that
locℓ : H̄(nℓ)± → H1

tr(Kℓ, T̄ )
± is zero, proving the second part of (i) and implying that H̄(nℓ)± = H̄ℓ(n)

±.
Now, the top sequence of (6.6) restricts to a short exact sequence

0 H̄ℓ(n)
± H̄(n)± H1

f (Kℓ, T̄ )
± 0

locℓ

which tells us that

len H̄(n)± = len H̄ℓ(n)
± + lenH1

f (Kℓ, T̄ )
±.

Plugging in ρ±0 (n) = len H̄(n)±, ρ±0 (nℓ) = len H̄(nℓ)± = len H̄ℓ(n)
± and lenH1

f (Kℓ, T̄ )
± = 1 + vm(2) yields

the relation in (i).

ii) Now suppose that locℓ : H̄(n)± → H1
f (Kℓ, T̄ )

± is zero. Then, again by Theorem 3.2.4, the restriction
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locℓ : H̄ℓ(n)± → H1
tr(Kℓ, T̄ )

± is surjective, from which it follows that

len H̄ℓ(n)± = ρ±0 (n) + (1 + vm(2)).

It thus suffices to show that H̄ℓ(n)± = H̄(nℓ)±. To that end, let c ∈ H̄ℓ(n)±, and note that ⟨cv, cv⟩v = 0 for
all v ̸= ℓ by (dual). Then Lemma 2.3.8 tells us that

⟨cℓ, cℓ⟩ℓ =
∑
v

⟨cv, cv⟩v = 0.

From the surjectivity of locℓ : H̄ℓ(n)± → H1
tr(Kℓ, T̄ )

± we know that the transverse condition is contained in
the localization of H1

tr(Kℓ, T̄ )
± which together with the above and the self-duality of the transverse condition

implies that H̄ℓ(n)± localizes to H1
tr(Kℓ, T̄ )

±, i.e. that H̄ℓ(n)± = H̄(nℓ)±. This shows (ii).

6.3.1 The case vm(2) = 1

Although Proposition 6.3.1 provides some information about the relation between the eigenspaces of H̄(n)
and H̄(nℓ), it does not cover all possible cases when p = 2. In particular, since H1

f (Kℓ, T̄ )
± ∼= T̄± is assumed

to have length 1 + vm(2) > 1 under (eigen), it is possible that locℓ : H̄(n)± → H1
f (Kℓ, T̄ )

± is neither zero
nor surjective, in which case Proposition 6.3.1 does not give a formula for ρ±0 (nℓ). We can however still
obtain a complete description for ρ±0 (nℓ), specifically if we restrict ourselves to the simplest case vm(2) = 1,
that is, where π = 2.

Proposition 6.3.3. Suppose that (T,F ,L) satisfies (SPR, free, dual, eigen) and that π = 2; let nℓ ∈ N .

i) If len locℓ H̄(n)± = 2, then ρ±0 (nℓ) = ρ±0 (n)− 2 and len locℓ H̄(nℓ)± = 0;

ii) If len locℓ H̄(n)± = 1, then ρ±0 (nℓ) = ρ±0 (n) and len locℓ H̄(nℓ)± = 1;

iii) If len locℓ H̄(n)± = 0, then ρ±0 (nℓ) = ρ±0 (n) + 2.

Proof. Parts (i) and (iii) are just the statements of Proposition 6.3.1. In order to show (ii), we fix the
following notation. Let A± ⊂ H1(Kℓ, T̄ )

± be the localization of H̄ℓ(n)± at ℓ, and write

A±
f := A± ∩H1

f (Kℓ, T̄ ), A±
tr := A± ∩H1

tr(Kℓ, T̄ ).

With the decomposition from Proposition 3.1.10 in mind, let

πf : H
1(Kℓ, T̄ )→ H1

f (Kℓ, T̄ ), πtr : H
1(Kℓ, T̄ )→ H1

tr(Kℓ, T̄ )

denote the projections onto the finite respectively transverse parts of the cohomology module. It is readily
seen that A±

f = loc H̄(n)± and A±
tr = loc H̄(nℓ)±, and that we have exact sequences

0 H̄(n)± H̄ℓ(n)± πtrA
± 0,

0 H̄(nℓ)± H̄ℓ(n)± πfA
± 0.

locℓ

locℓ

(6.8)

Now suppose that loc H̄(n)± has length 1. By (eigen) and the above observations, this means that A±
f =

2H1
f (Kℓ, T̄ ), and it follows from Theorem 3.2.4 on (6.6) that πtrA

± = 2H1
tr(Kℓ, T̄ ). By Proposition 3.1.10

and Corollary 6.1.3, A± is generated by at most two elements. Assuming that A± is cyclic would contradict
Theorem 3.2.4 on (6.7), so it must be that A± = 2H1(Kℓ, T̄

± is generated by two elements of order 2. It
now follows that πfA

± = 2H1
f (Kℓ, T̄ )

±. Plugging this into the sequences in (6.8) yields

len H̄(n)± = len H̄ℓ(n)± − 1 = len H̄(nℓ)±,

proving (ii).
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6.3.2 The case vm(2) > 1

One could try to deduce analogous results to Proposition 6.3.3 for vm(2) > 1, but those would be stated
as a list of (1 + vm(2))-many different cases which may not be particularly enlightening. Instead, we could
limit our view to not the entire eigenspace H̄(n)±, but its submodule 2H̄(n)± = 2(H̄(n)±). This is an
R/m-vector space, so allows use to exploit the usual results from linear algebra: 2H1

f (Kℓ, T̄ )
± ∼= 2T̄± is

one-dimensional, so the map locℓ : 2H̄(n)± → 2H1
f (Kℓ, T̄ )

± is either zero or surjective.

Although ±1 are indistinguishable over R/m, these vector spaces come from the R/2m-module H̄(n) in which
±1 are distinct; therefore, 2H̄(n)+ and 2H̄(n)− will generally not be identical and still carry meaningful
information about the action of τ on H̄(n). In particular, we define ρ±1 (n) := dim2H̄(n)±. If p > 2, we
simply refer to ρ±0 = ρ±1 as ρ±.

Now we could seek to prove a generalization of Corollary 6.3.2 that gives a formula of ρ±1 (nℓ) in terms of
ρ±1 (n), depending on whether or not locℓ 2H̄(n)± is zero. However, our proof of Proposition 6.3.1 heavily
relied on exact sequences of the form

0 H̄ℓ(n) H̄(n) H1
f (Kℓ, T̄ ),

locℓ

which we used to apply the global duality principle from Theorem 3.2.4. If we were to prove results for
ρ±1 by adjusting the proof of Proposition 6.3.1 to consider the image of locℓ : 2H̄(n)± → 2H1

f (Kℓ, T̄ )
±, we

would instead have to work with exact sequences of the form

0 H̄ℓ(n) ∩ 2H̄(n) 2H̄(n) 2H1
f (Kℓ, T̄ ).

locℓ (6.9)

It should not be understated that in general, H̄ℓ(n) ∩ 2H̄(n) is different from 2H̄ℓ(n). Clearly, this makes
it much harder to use the kernel of locℓ : 2H̄(n)± → 2H1

f (Kℓ, T̄ )
± in any other exact sequence; for instance,

whereas the kernel of locℓ : H̄(nℓ)± → H1
tr(Kℓ, T̄ )

± is H̄ℓ(n), the kernel of the restriction locℓ : 2H̄(nℓ)± →
2H1

tr(Kℓ, T̄ )
± is H̄ℓ(n) ∩ 2H̄(nℓ), which, again, is not the same as 2H̄ℓ(n).

Moreover, Theorem 3.2.4 only gives us a relation between locℓ H̄(n) and locℓ H̄ℓ(n), not between locℓ 2H̄(n)
and locℓ 2H̄ℓ(n). To make any use of sequences of the form in (6.9), we would need a stronger version of
3.2.4 or apply it in a significantly more careful way than Howard originally did.

6.3.3 Independence of ϵ

Before calling upon more advanced methods, however, one might ask if the information that is encoded in
ρ±0 and ρ±1 is actually useful for our purposes. Unfortunately, the answer is only partly positive: we will
encounter these functions again in Section 7, but the main result for which Howard needed his ρ± is one
that relies on another property that does not hold for p = 2.

Conjecture 6.3.4. Suppose that (T,F ,L) satisfies (SPR, free, irred, cart, dual, eigen). With the notation
from Theorem 6.2.5, ϵ(n) = ϵ is independent of n ∈ N .

Proof of Conjecture 6.3.4 for p > 2. This is [How04, 1.5.5], which states more concretely that ϵ(n) ≡ ρ+(n)+
ρ−(n) mod 2; the claim then follows from Corollary 6.3.2. By Lemma 6.2.2, we have an isomorphism be-
tween the vector spaces H(n)[m] and H̄(n). Due to Theorem 6.2.5, the dimension of the first is given
by

dimH(n)[m] = dimRϵ(n)[m] + 2 dimM(n)[m] ≡ ϵ(n) mod 2.

As for the latter, we already deduced in (6.5) that dim H̄(n) = ρ+(n) + ρ−(n), and the result follows.

There are several points at which this proof breaks down when p = 2. Although we do still have that

lenH(n)[2m] = lenRϵ(n)[2m] + 2 lenM(n)[2m] ≡ (1 + vm(2))ϵ(n) mod 2,
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this vanishes if vm(2) is odd, giving us no information about ϵ(n). This could still be remedied by instead
considering

dim2H(n)[2m] = dim2Rϵ(n)[2m] + 2 dimM(n)[2m] ≡ ϵ(n) mod 2,

potentially motivating further investigation into ρ±1 . However, another key argument in Howard’s proof is
the equality (6.5), which comes from the splitting H̄(n) = H̄(n)+⊕H̄(n)− from Lemma 5.3.1. As we already
saw in Section 5.3, this splitting is no longer valid when p = 2, and we have been unsuccessful in finding a
similar relation between len H̄(n) and ρ±0 (n) or between dim2H̄(n) and ρ±1 (n).

We are therefore resigned to leave Conjecture 6.3.4 as a conjecture, and assume it to be true even for p = 2
throughout the sequel.

6.4 The stub Selmer module

Recall that, by Theorem 6.2.5, we have under the assumptions of (SPR, free, irred, cart, dual, eigen) and
Conjecture 6.3.4 that

H(n) ∼= Rϵ ⊕M(n)⊕M(n).

We write λ0(n) := lenM(n), and define the stub Selmer module as

S0(n) := mλ0(n)H(n) ∼= mλ0(n)Rϵ.

This can be thought of as eliminating the square part of H(n), preserving only a “stub” of the original
Selmer module, which is a submodule of Rϵ. Naturally, S0(n) = 0 if ϵ = 0 or if λ0(n) ≥ k.

In the spirit of our discussion of ρ±0 in the previous section, we aim to find a relationship between S0(n)
and S0(nℓ) for nℓ ∈ N . As the subscript 0 already indicates, however, we may want to consider alternative
generalizations of Howard’s stub Selmer module to obtain a stronger result than we managed for S0(n). As
with ρ±1 , though, these alternative definitions do not allow us to employ the methods with which Howard
proved his findings.

Lemma 6.4.1. Suppose that (T,F ,L) satisfies (SPR, free, dual). For any mn ∈ N , the image of Hm(n)
inside

⊕
ℓ|mH

1(Kℓ, T ) is its own orthogonal complement under the sum
∑

ℓ|m⟨·, ·⟩ℓ of local Tate pairings.

Proof. This is [How04, 1.5.6]; the proof for Howard’s original result is also valid for p = 2. Denote by A the
image of Hm(n) in ⊕ℓ|mH

1(Kℓ, T ), and by A⊥ its orthogonal complement under
∑

ℓ|m⟨·, ·⟩ℓ. Our goal is to

prove that A = A⊥; we will do so by first showing that A ⊂ A⊥ and then that lenA = lenA⊥.

For places v ∤ m, we have by Theorem 3.2.4 and (dual) that H1
Fm(n)(Kv, T ) = H1

F(n)(Kv, T ) is its own

orthogonal complement under the local Tate pairing. Therefore, for any c, d ∈ Hm(n) we have that∑
ℓ|m

⟨cℓ, dℓ⟩ℓ =
∑
v

⟨cv, dv⟩v = 0

by Lemma 2.3.8. This means that A ⊂ A⊥.

Using the universal property of the direct sum and the fact that the local Tate pairing is perfect, it is easily
verified that

∑
ℓ|m⟨·, ·⟩ℓ is regular on ⊕ℓ|mH

1(Kℓ, T ); by Proposition 3.1.10 and Lemma 6.2.3, this module
is free of rank 4ω(m). We may thus invoke Proposition 6.1.5:

len

⊕
ℓ|m

H1(Kℓ, T )

 = lenA+ lenA⊥. (6.10)

Since R has length k, the left hand side of (6.10) evaluates to 4kω(m). As for the right hand side, consider
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the exact sequences

0 H(n) Hm(n)
⊕

ℓ|mH
1
tr(Kℓ, T ),

0 Hm(n) H(n)
⊕

ℓ|mH
1
f (Kℓ, T ).

⊕ℓ|m locℓ

⊕ℓ|m locℓ

(6.11)

These are just a generalization of the sequences we saw in Example 3.2.6, and applying Theorem 3.2.4 tells
us that the images of the rightmost maps are each other’s orthogonal complements under the restriction of∑

ℓ|m⟨·, ·⟩ℓ to the product of the top and bottom right modules. More concretely, it follows from the same
reasoning as in Example 3.2.6 that(

⊕ℓ|m locℓHm(n)
)⊥

=
(
⊕ℓ|m locℓH(n)

)⊕(
⊕ℓ|mH

1
tr(Kℓ, T )

)
(6.12)

Similar to our observations in the proof of Proposition 6.3.3, the top right image in (6.11) is the image of
A under the projection πtr : ⊕ℓ|m H1(Kℓ, T )→ ⊕ℓ|mH

1
tr(Kℓ, T ), and the image of the bottom right map is

the intersection Af := A ∩ ⊕ℓ|mH
1
f (Kℓ, T ), that is, the kernel of πtr|A. Hence πtr induces an isomorphism

A/Af
∼= πtrA, which gives us

len(A) = len(Af) + len(πtrA).

Now, combining Proposition 6.1.5 with πtrA = ⊕ℓ|m locℓHm(n) and (6.12) yields

4kω(m) = len

⊕
ℓ|m

H1(Kℓ, T )

 = len(πtrA) + len(πtrA)
⊥

= len(πtrA) + len(Af) + len
(
⊕ℓ|mH

1
tr(Kℓ, T )

)
= len(A) + 2kω(m),

from which we obtain len(A) = 2kω(m). It follows from (6.10) that lenA = lenA⊥, which finishes the proof
that A = A⊥.

The following three results generalize [How04, 1.5.7–9]. Although our strategy of proof is similar to Howard’s,
small modifications had to be made for his arguments to apply to the case p = 2, causing our results to be
generally weaker.

Lemma 6.4.2. Suppose that (T,F ,L) satisfies (SPR, free, dual). For any nℓ ∈ N , there exist δ1, δ2 ∈ Z≥0

such that

Hℓ(n)

H(n) +H(nℓ)
∼= (R/mδ1)⊕ (R/mδ2).

If either δi > vm(2), then δ1 = δ2.

Proof. Localization induces an injection Hℓ(n)/H(n) → H1
tr(Kℓ, T ), whose codomain is free of rank 2 by

Lemma 6.2.3. Corollary 6.1.3 then tells us that Hℓ(n)/H(n) and hence its quotient Hℓ(n)/(H(n)+H(nℓ)) is
generated by 2 elements; by Corollary 6.1.2, this means that Hℓ(n)/(H(n) +H(nℓ)) ∼= (R/mδ1)⊕ (R/mδ2).

We will now show that there is an R/R[2]-module D such that

Hℓ(n)

H(n) +H(nℓ)

/
Hℓ(n)

H(n) +H(nℓ)
[2] ∼= D ⊕D. (6.13)

We will do so by constructing a regular, alternating, R/R[2]-bilinear form on the left hand module. Since
T is finite, Hℓ(n) and the above quotient is finite by Lemma 3.2.3, so any non-degenerate bilinear form on
this quotient is automatically regular.

To that end, let A denote the image of Hℓ(n) in H1(Kℓ, T ); by Lemma 6.4.1, A is its own orthogonal
complement under the local Tate pairing. Denote Af := A ∩ H1

f (Kℓ, T ), Atr := A ∩ H1
tr(Kℓ, T ) and Ā :=
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A/(Af +Atr). Then locℓ gives a surjection Hℓ(n)→ Ā with kernel H(n) +H(nℓ), yielding an isomorphism
Hℓ(n)/(H(n) +H(nℓ)) ∼= Ā. Under this identification, we may define our pairing on Ā/Ā[2].

Recall the direct sum decomposition from Proposition 3.1.10 and denote for any x ∈ A the component
in (i.e. projection onto) H1

f (Kℓ, T ) by xf , and the component in H1
tr(Kℓ, T ) by xtr. For x, y ∈ A, define

[x, y] := ⟨xf , ytr⟩ℓ ∈ R, where ⟨·, ·⟩ℓ denotes the usual local Tate pairing. The R-bilinearity of this pairing
immediately follows from the R-bilinearity of ⟨·, ·⟩ℓ, but it is worth verifying that it is well-defined on Ā/Ā[2].

As such, suppose that x ∈ Af +Atr. Then xf ∈ A, so for any y ∈ A we have

[x, y] = ⟨xf , ytr⟩ℓ = ⟨xf , ytr⟩ℓ + ⟨xf , yf⟩ℓ = ⟨xf , y⟩ℓ = 0

by the self-duality of H1
f (Kℓ, T ) and A. The self-duality of H1

tr(Kℓ, T ) allows for an identical argument for
the well-definedness in the second component. Now suppose that x represents an element in Ā[2], that is,
2x ∈ Af +Atr. Then

2[x, y] = [2x, y] = 0,

implying that [x, y] ∈ R[2] and hence reduces to 0 in R/R[2]. An identical argument for the second
component shows that [·, ·] is well-defined.

As for the alternating property, we again exploit the self-duality of A, H1
f (Kℓ, T ) and H

1
tr(Kℓ, T ) to deduce

0 = ⟨x, y⟩ℓ = ⟨xf + xtr, yf + ytr⟩ℓ = ⟨xf , yf⟩ℓ + ⟨xf , ytr⟩ℓ + ⟨xtr, yf⟩ℓ + ⟨xtr, ytr⟩ℓ
= ⟨xf , ytr⟩ℓ + ⟨yf , xtr⟩ℓ = [x, y] + [y, x],

which implies that 2[x, x] = 0, i.e. [x, x] ∈ R[2].

Lastly, suppose that x ∈ A such that [x, y] ∈ R[2] for all y ∈ A. Then

0 = 2[x, y] = [2x, y] = ⟨2xf , ytr⟩ℓ = ⟨2xf , ytr⟩ℓ + ⟨2xf , yf⟩ℓ = ⟨2xf , y⟩ℓ,

which by the self-duality of A implies that 2xf ∈ A. Hence also 2xtr ∈ A, so 2x ∈ Af + Atr. This means
that x is trivial in Ā/Ā[2], and therefore that [·, ·] is non-degenerate.

We may now invoke Proposition 6.1.6 to obtain (6.13). Since Hℓ(n)/(H(n) +H(nℓ)) ∼= (R/mδ1)⊕ (R/mδ2),
it follows that D is generated by one element and we may write D ∼= R/mδ. If any δi > vm(2), then

Hℓ(n)

H(n) +H(nℓ)

/
Hℓ(n)

H(n) +H(nℓ)
[2] ̸= 0,

so δ > 0. It follows that

Hℓ(n)

H(n) +H(nℓ)
∼= R/mδ+vm(2) ⊕R/mδ+vm(2),

showing that δ1 = δ2.

Remark 6.4.3. Clearly, if p ̸= 2 then the quotienting by 2-torsions in the proof of Lemma 6.4.2 is wholly
redundant. The statement of the lemma would be simpler, too, as we would always have δ1 = δ2.

Proposition 6.4.4. Suppose that (T,F ,L) satisfies (SPR, free, dual). For any nℓ ∈ N , there exist
a, b, δ1, δ2 ∈ Z≥0 such that the cokernel of each inclusion in (6.14) is a direct sum of two cyclic R-modules
of the indicated lengths. If either δi > vm(2), then δ1 = δ2.

Hℓ(n)

H(n) H(nℓ)

Hℓ(n)

k−a, k−b a+δ1, b+δ2

a, b k−a−δ1, k−b−δ2

(6.14)
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For instance, the bottom left arrow indicates that H(n)/Hℓ(n) ∼= (R/ma)⊕ (R/mb).

Proof. Consider the exact sequences below, which are just a special case of (6.11):

0 H(n) Hℓ(n) H1
tr(Kℓ, T ),

0 Hℓ(n) H(n) H1
f (Kℓ, T ).

locℓ

locℓ

(6.15)

Exactness gives us injections Hℓ(n)/H(n) → H1
tr(Kℓ, T ) and H(n)/Hℓ(n) → H1

f (Kℓ, T ), both of whose
codomains are free of rank 2 over R by Lemma 6.2.3; Corollary 6.1.3 now assures that both quotients are
indeed direct sums of two cyclic R-modules.

By the same reasoning as in Example 3.2.6, we can apply Theorem 3.2.4: the images of the rightmost
maps are each other’s orthogonal complements with respect to the local Tate pairing at ℓ, restricted to
H1

tr(Kℓ, T )×H1
f (Kℓ, T ). Now the same argument we used at the end of the proof of Lemma 6.4.1, slightly

refined to take the individual direct summands into account, yields the relation between the bottom and
top left arrows in (6.14). The relation between the bottom and top right arrows in (6.14), as well as the
claim that those quotients are direct sums of two cyclic modules, follows from the very same reasoning.

As for the relation between the bottom left and top right, consider the exact sequence

0
H(n) +H(nℓ)
H(nℓ)

Hℓ(n)

H(nℓ)
Hℓ(n)

H(n) +H(nℓ)
0. (6.16)

Since H1
f (Kℓ, T ) ∩H1

tr(Kℓ, T ) = 0, we have that H(n) ∩H(nℓ) = Hℓ(n) and hence that

H(n) +H(nℓ)
H(nℓ)

∼=
H(n)
Hℓ(n)

∼= (R/ma)⊕ (R/mb)

by assumption. Furthermore, Lemma 6.4.2 tells us that Hℓ(n)/(H(n) +H(nℓ)) ∼= (R/mδ1) ⊕ (R/mδ2) for
some δ1 and δ2. By considering the first and second summands of the terms in (6.16), we now see that
Hℓ(n)/H(nℓ) has summands of lengths a+ δ1 and b+ δ2. The fact that δ1 = δ2 if δi > vm(2) directly carries
over from Lemma 6.4.2.

The relation between the bottom right and top left quotients in (6.14) follows from the exact same reasoning,
or as an immediate consequence of the relations we already deduced.

Proposition 6.4.5. Suppose that Conjecture 6.3.4 holds and that (T,F ,L) satisfies (SPR, free, irred, cart,
dual, eigen). If locℓ S0(n) = 0 for some nℓ ∈ N , then locℓ S0(nℓ) is 2-torsion.

Proof. If locℓ S0(n) = 0, then locℓ
(
mλ0(n)H(n)/Hℓ(n)

)
= 0; since locℓ : H(n)/Hℓ(n) → H1

f (Kℓ, T ) defines

an injection, this implies that mλ0(n)H(n)/Hℓ(n) = 0. We also have H(n)/Hℓ(n) ∼= (R/ma) ⊕ (R/mb) by
Proposition 6.4.4, and for this to be annihilated by mλ0(n) it must be that λ0(n) ≥ a, b.

From Theorem 6.2.5 and Conjecture 6.3.4, we see that lenH(n) = ϵk + 2λ0(n), which together with
lenH(n)/Hℓ(n) = a + b implies that lenHℓ(n) = ϵk + 2λ0(n) − a − b. Similarly, we have lenH(nℓ) =
ϵk + 2λ0(nℓ) and lenH(nℓ)/Hℓ(n) = 2k − a − b − δ1 − δ2 by Proposition 6.4.4, which combined with
lenHℓ(n) = ϵk + 2λ0(n)− a− b yield the equality

ϵk + 2λ0(nℓ) = ϵk + 2λ0(n) + 2k − 2a− 2b− δ1 − δ2. (6.17)

Now suppose that δ1 = δ2, so that (6.17) reduces to

λ0(nℓ) = λ0(n) + k − a− b− δ1.

Using that λ0(n) ≥ a, b, this implies that λ0(nℓ) ≥ k − a − δ1, k − b − δ2. The bottom right arrow in
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Proposition 6.4.4 now tells us that mλ0(nℓ) annihilates H(nℓ)/Hℓ(n), from which it follows that

locℓ S0(nℓ) = locℓ

(
mλ0(nℓ)H(nℓ)/Hℓ(n)

)
= 0.

If δ1 ̸= δ2, then Proposition 6.4.4 tells us that δ1, δ2 ≤ vm(2). This reduces (6.17) to the inequality

λ0(nℓ) + vm(2) ≥ λ0(n) + k − a− b,

which combined with λ0(n) ≥ a, b gives λ0(nℓ) + vm(2) ≥ k − a, k − b. This means, again by the bottom
right arrow in Proposition 6.4.4, that 2mλ0(nℓ) = mλ0(nℓ)+vm(2) annihilates H(nℓ)/Hℓ(n), so

2 locℓ S0(nℓ) = 2 locℓ

(
mλ0(nℓ)H(nℓ)/Hℓ(n)

)
= 0.

6.4.1 Alternative definitions

The proof of Proposition 6.4.5 illustrates the utility of Conjecture 6.3.4: it allows us to cancel the ϵ-terms
in (6.17), and a weaker relation between ϵ(n) and ϵ(nℓ) may not have been sufficient to obtain the lower
bound on λ0(nℓ).

Still, even with the assumption of Conjecture 6.3.4, Proposition 6.4.5 is weaker than Howard’s original
[How04, 1.5.9] that it generalizes. For p > 2 we do have that locℓ S0(n) = 0 implies locℓ S0(nℓ) = 0, but for
p = 2 we can only draw the weaker conclusion that locℓ S0(nℓ) is annihilated by 2. Looking at our proof,
we may still conclude that locℓ S0(nℓ) = 0, provided that δ1 = δ2, so in particular if either δi > vm(2).

This motivates us to retrace our steps and consider where we first encountered these δi’s. In particular, we
saw in the proof of Lemma 6.4.2 that δi > vm(2) if and only if

2
Hℓ(n)

H(n) +H(nℓ)
∼=

Hℓ(n)

H(n) +H(nℓ)

/
Hℓ(n)

H(n) +H(nℓ)
[2] ̸= 0,

so we may conclude that locℓ S0(nℓ) = 0 if we can show that 2Hℓ(n) ̸⊂ H(n) +H(nℓ), i.e. that there is a
c ∈ Hℓ(n) that does not satisfy 2cℓ = cfℓ + ctrℓ for any cf ∈ H(n) and ctr ∈ H(nℓ). However, verifying this
condition requires detailed information about the localizations of H(n) and H(nℓ) at ℓ, which is generally
no easier to obtain than information about locℓ S(nℓ) itself.

In an effort to find a stronger generalization of [How04, 1.5.9], we may instead want to define the stub
Selmer module as

λ1(n) := len 2M(n) and S1(n) := 2mλ1(n)H(n) ∼= 2mλ1(n)Rϵ,

or more generally

λt(n) := len 2tM(n) and St(n) := 2tmλ1(n)H(n) ∼= 2tmλt(n)Rϵ

for any non-negative integer t. The assumption locℓ St(n) = 0 then implies that 2tmλt(n) annihilates
H(n)/Hℓ(n), so λt(n)+tvm(2) ≥ a, b. We also have for small enough t that len 2tH(n) = ϵ(k−tvm(2))+2λt(n)
and len 2tH(nℓ) = ϵ(k − tvm(2)) + 2λt(nℓ), but in order to relate this to len 2tHℓ(n) in the way we related
lenHℓ(n) to lenH(n) and lenH(nℓ) in the proof of Proposition 6.4.5, we would need an analogy to Propo-
sition 6.4.4 with respect to the cokernels in

2tHℓ(n)

2tH(n) 2tH(nℓ)

2tHℓ(n).

However, our proof of Proposition 6.4.4 heavily relies on exact sequences and diagrams of the form (6.15),
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and in adjusting this proof to the above diagram, we run into the same issue as when we tried to prove
results about ρ±1 in the previous section: multiplication by (powers of) 2 does not preserve exactness and
global duality.

Instead of considering the length of 2tM(n), we could define the stub Selmer module using the smallest
annihilator of M(n), that is,

λ∗(n) := min{t ∈ Z≥0 : m
tM(n) = 0} and S∗(n) := mλ∗(n)H(n) ∼= mλ∗(n)Rϵ.

It should however be evident that working with S∗(n) is no easier than with St(n) for t > 0, and we are
forced to conclude that, without digressing too far from Howard’s strategy, Proposition 6.4.5 is the strongest
generalization of his [How04, 1.5.9] that we can achieve.
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7 Modules over discrete valuation rings

Now that we understand the situation when R is a special principal ring, we turn to the non-Artinian case
where R is a discrete valuation ring:

R is a discrete valuation ring with uniformizer π. (DVR)

As before, we fix a Selmer triple (T,F ,L), and for any integer k > vm(2) we write

R(k) := R/mk, T (k) := T/mkT, L(k) := L ∩ Lk(T ).

By propagating through the surjection T → T (k) we obtain a Selmer triple (T (k),F ,L(k)); if (T,F ,L)
satisfies (DVR), then (T (k),F ,L(k)) satisfies (SPR). Furthermore, it is readily checked that if (T,F ,L)
satisfies any of the hypotheses from Section 5, then (T (k),F ,L(k)) satisfies that hypothesis as well.

Given the necessary assumptions on (T,F ,L), we may thus invoke the results and definitions from Section
6 with respect to (T (k),F ,L(k)). In particular, if (T,F ,L) satisfies (DVR, free, irred, cart, dual), then
Theorem 6.2.5 gives a decomposition

H1
F(n)(K,T

(k)) ∼= R(k),ϵ ⊕M (k)(n)⊕M (k)(n) (7.1)

for each n ∈ N (k) := N (L(k)). If we furthermore assume (eigen), then Conjecture 6.3.4 claims that this ϵ
is independent of n. Because of this convenience, we will assume throughout this section that Conjecture
6.3.4 holds.

For any non-negative integer i ≤ k, Lemma 6.2.2 gives an isomorphism H1
F(n)(K,T

(i)) ∼= H1
F(n)(K,T

(k))[mi],
implying that ϵ is also independent of k.

With the above hypotheses and notation in mind and given any integers k > vm(2), t ≥ 0 and n ∈ N (k), we

write λ
(k)
t (n) := len 2tM (k)(n) and define the stub Selmer module

S(k)t (n) := 2tmλ
(k)
t (n)H1

F(n)(K,T
(k)) ∼= 2tmλ

(k)
t (n)Rϵ.

Any Kolyvagin system κ ∈ KS(T,F ,L) induces a Kolyvagin system κ(k) ∈ KS(T (k),F ,L(k)) via the maps
H1

F(n)(K,T/In)→ H1
F(n)(K,T

(k)) induced by T → T (k).

7.1 First results

By our general assumption, R is complete with respect to its m-adic topology, so R ∼= lim←−k
R(k), with the

inverse limit taken over the projections R(k+1) → R(k). It follows that

T ∼= T ⊗R R ∼= T ⊗R (lim←−
k

R(k)) ∼= lim←−
k

(T ⊗R R
(k)) ∼= lim←−

k

T (k),

with the inverse limit over the projections T (k+1) → T (k). We have a similar result for the cohomology
modules and Selmer module of T :

Lemma 7.1.1. Assume (DVR, free). The projections T → T (k) induce isomorphisms

H1(K,T ) ∼= lim←−k
H1(K,T (k)) and H1

F (K,T )
∼= lim←−k

H1
F (K,T

(k)),

where the inverse limit is taken over the maps induced by T (k+1) → T (k).

Proof. Since every T (k) is finite, [Rub00, B.2.3] gives us the first isomorphism. Since F is propagated
through the projections T → T (k), it is readily verified that the image of H1

F (K,T ) lies in lim←−k
H1

F (K,T
(k))

and the preimage of lim←−k
H1

F (K,T
(k)) lies in H1

F (K,T ), yielding the second isomorphism.

Remark 7.1.2. Lemma 7.1.1 is one of the results we alluded to in Remark 2.3.6: [Rub00, B.2.3] requires
that we consider continuous cohomology, where both GK and T are equipped with the profinite topology.
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We have already found that the exponent ϵ in (7.1) is independent of k, so it is worth also investigating
the behaviour of the squared term M (k)(n) as k increases. It turns out that, if the stub Selmer module is
nontrivial, this term eventually stabilizes:

Lemma 7.1.3. Suppose that (T,F ,L) satisfies (DVR, free, irred, cart, dual, eigen) and that S(k∗)t (n) ̸= 0
for some k∗ > vm(2), t ≥ 0 and n ∈ N (k∗). Then M (k)(n) ∼=M (k∗)(n) for all k ≥ k∗ for which n ∈ N (k).

Proof. For S(k∗)t (n) ∼= 2tmλ
(k∗)
t (n)R(k∗),ϵ to be nonzero, we need that ϵ ̸= 0 and λ

(k∗)
t (n) + tvm(2) < k∗.

Furthermore, since R(k)[mk∗ ] ∼= R(k∗) for any k ≥ k∗, Lemma 6.2.2 gives us an isomorphism

R(k∗) ⊕M (k∗)(n)⊕M (k∗)(n) ∼= H1
F(n)(K,T

(k∗)) ∼= H1
F(n)(K,T

(k))[mk∗ ]

∼=
(
R(k) ⊕M (k)(n)⊕M (k)(n)

)
[mk∗ ] ∼= R(k∗) ⊕

(
M (k)(n)

)
[mk∗ ]⊕

(
M (k)(n)

)
[mk∗ ],

from which it follows that M (k∗)(n) ∼= (M (k)(n))[mk∗ ]. It now suffices to show that mk∗M (k)(n) = 0: if this
were not the case, then the decomposition ofM (k)(n) in Corollary 6.1.2 would have a direct summand R/ms

with s > k∗. However, then (M (k)(n))[mk∗ ] would have a direct summand (R/ms)[mk∗ ] ∼= R(k∗), implying
that

λ
(k∗)
t (n) = len

(
2tM (k∗)(n)

)
= len

(
2t
(
M (k)(n)

)
[mk∗ ]

)
≥ k∗ − tvm(2)

which contradicts our earlier finding. Hence it must be that M (k)(n) ∼=M (k∗)(n).

Proposition 7.1.4. Suppose that (T,F ,L) satisfies (DVR, free, irred, cart, dual, eigen) and that S(k)t (n) ̸=
0 for some k > vm(2), t ≥ 0 and n ∈ N (2k−1). Then the image of the map

H1
F(n)(K,T

(2k−1)) −→ H1
F(n)(K,T

(k)) (7.2)

induced by T (2k−1) → T (k) is a free R(k)-submodule of rank 1.

Proof. This is [How04, 1.6.3]. By Lemma 6.2.2 we may identify H1
F(n)(K,T

(k)) with H1
F(n)(K,T

(2k−1))[mk]

and (7.2) with the map

H1
F(n)(K,T

(2k−1)) −→ H1
F(n)(K,T

(2k−1))[mk]

given by multiplication by πk−1. From Lemma 7.1.3 it follows that lenM (2k−1)(n) = lenM (k)(n) < k, so
the image of this map is

mk−1H1
F(n)(K,T

(2k−1)) ∼= mk−1
(
R(2k−1) ⊕M (2k−1)(n)⊕M (2k−1)(n)

)
∼= mk−1R(2k−1) ∼= R(k).

For the next result we need a famous theorem from class field theory. A proof and some of its consequences
can be found in [Neu99, VII.13]; for our purposes, a weak corollary will suffice.

Theorem 7.1.5 (Chebotarev’s density theorem, [Neu99, VII.13.4]). Let L/K be a (finite) Galois extension
of number fields and C a conjugacy class of Gal(L/K). Then the set of primes of K that are unramified in
L and whose Frobenius elements belong to C has density |C|/|Gal(L/K)|.

Here, for a set S of primes in K, “density” refers to the natural density

dnat(S) = lim
x→∞

|{p ∈ S : |OK/p| ≤ x}|
|{p prime of K : |OK/p| ≤ x}|

or the analytic density

dan(S) = lim
s→1+

∑
p∈S |OK/p|−s∑

p prime |OK/p|−s

interchangably. In particular, Theorem 7.1.5 tells us that there are infinitely many primes in K that are
unramified in L with Frobenius in the class C. That is all we need to prove the following generalization of
[How04, 1.6.2].
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Proposition 7.1.6. Assume that (T,F ,L) satisfies (DVR, free, irred, Gal, cart, dual, eigen) and that
Lk(T ) ⊂ L for sufficiently large k. If c± ∈ H1

F(n)(K, T̄ )
± such that 2c± ̸= 0, then for sufficiently large k

there are infinitely many ℓ ∈ L(2k−1) such that c±ℓ ̸= 0. Moreover, if we have both 2c+, 2c− ̸= 0, then there
are infinitely many ℓ ∈ L(2k−1) such that both c+ℓ , c

−
ℓ ̸= 0.

Proof. We assume that 2c+, 2c− ̸= 0; the case for a single sign follows from a simplification of our proof.

Let F/Q be the Galois extension from (Gal): K ⊂ F , TGF = T , and 2H1(F (µp∞)/K, T̄ ) = 0. Fur-
thermore, let L/Q be the Galois closure of (i.e. the intersection of all Galois extensions of Q containing)
K(T (2k−1), µp2k−1). From this construction is is clear that L ⊂ F (µp∞).

It now follows that 2H1(L/K, T̄ ) = 0: any cocycle Gal(L/K)→ T̄ induces a cocycle Gal(F (µp∞)/K)→ T̄
via the restriction Gal(F (µp∞)/K) → Gal(L/K). Since 2H1(F (µp∞)/K, T̄ ) = 0, any such cocycle is a
coboundary when multiplied by 2.

Together with the facts that T̄GL = T̄ and H1(L, T̄ ) ∼= Hom(GL, T̄ ) by Corollary 2.3.3, the inflation-
restriction sequence from Proposition 2.3.4,

0 H1(L/K, T̄GL) H1(K, T̄ ) H1(L, T̄ )Gal(L/K),

yields a map H1(K, T̄ ) → Hom(GL, T̄ )
Gal(L/K) whose kernel is 2-torsion. Since 2c± ̸= 0, we may identify

c± with its nonzero image under this map.

With this identification in mind, let E be the fixed field of ker c+ ∩ ker c−, and put

G := Gal(E/L) ∼= GL/GE = GL/(ker c
+ ∩ ker c−),

which injects into T̄ ⊕ T̄ via σ 7→ (c+(σ), c−(σ)). This implies that G is an R/2m-module and, because
of (free), finite. We equip G with a Gal(L/Q)-action via conjugation and write, as usual, G± for its
±1-eigenspace under τ .

By passing through the isomorphism G ∼= GL/GE , we have maps c± : G → T̄ ; we claim that both
c+(G+), c−(G+) ̸= 0. Indeed, since 2G ⊂ G+ +G− by (5.1), the assumption that c+(G+) = 0 would imply
that 2c+(G) ⊂ c+(G−). Since c+ ∈ H1

F(n)(K, T̄ )
+, we have for any σ ∈ G− that τc+(σ) = −τc+(τστ) =

−c+(σ), meaning that 2c+(G) ⊂ T̄− and hence 2c+(G) ⊂ 2T̄ ∩ T̄−. Moreover, 2c+(G) is stable under the
action of GK : since c+ ∈ Hom(GL, T̄ )

Gal(L/K), we have for any η ∈ GK and σ ∈ G that

η2c+(σ) = 2c+(η−1ση) ∈ 2c+(G).

Hypothesis (irred) now tells us that 2c+(G) is either 0 or 2T̄ . However, (eigen) states that T̄− is a free
R/2m-module of rank 1, so 2c+(G) ⊂ 2T̄ ∩ T̄− is generated by at most one element by Corollary 6.1.3.
Subsequently, (irred) forces 2c+(G) = 0, contradicting the assumption that we began with. It must therefore
be that c+(G+) ̸= 0, and an analogous approach shows that c−(G+) ̸= 0.

Since neither c+ nor c− is trivial on G+, we may choose an η ∈ G+ such that c+(η), c−(η) ̸= 0. We wish to
apply Theorem 7.1.5 to the conjugacy class of η, but we first need to confirm that E/Q is a finite Galois
extension. As for finiteness, we already saw that G = Gal(E/L) and therefore E/L is finite. Likewise, since
the absolute Galois group of K(T (2k−1)) is the kernel of the representation GK → AutR(T

(2k−1)) induced
by the group action of GK , Gal(K(T (2k−1))/K) injects into AutR(T

(2k−1)) which, under (free), is finite.
Subsequently, K(T (2k−1), µp2k−1)/Q is finite and it follows that its Galois closure L/Q is finite as well.

In order to show that E/Q is Galois, we follow the approach outlined in [DL20, p.41]. The pairing

[·, ·] : Hom(GL, T̄ )
Gal(L/K) ×GL → T̄ , [ϕ, ρ] := ϕ(ρ)

is injective on the left, and the orthogonal complement of Rc+ +Rc− is ker c+ ∩ ker c− = GE . Using that

σ[ϕ, ρ] = σϕ(ρ) = σσ−1ϕ(σρσ−1) = ϕ(σρσ−1) = [ϕ, σρσ−1]

for any σ ∈ Gal(L/K), ϕ ∈ Hom(GL, T̄ )
Gal(L/K) and ρ ∈ GL, we see that σGEσ

−1 = GE , implying that
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E/K is Galois. A similar argument with the identity τ [ϕ, ρ] = [τϕ, τρτ ] shows that E/Q is Galois.

We may now invoke Theorem 7.1.5 and deduce that there are infinitely many primes ℓ in Q that are
unramified in E and whose Frobenius element is (conjugate to) our earlier choice of η. Since η fixes L, it
follows that all of these Frℓ act trivially on T (2k−1) and hence that each such ℓ belongs to L2k−1(T ) = L(2k−1).

For these ℓ, evaluation at Frℓ defines an isomorphism H1
f (Kℓ, T̄ )→ T̄ by the proof of Proposition 3.1.7. For

both signs we have

c±ℓ (Frℓ) = c±(Frℓ) = c±(η) ̸= 0,

so both c+ℓ , c
−
ℓ ̸= 0.

7.2 Stub Selmer modules

We have now arrived at what could be considered the motivation of the theory we developed in the previous
sections. We will make use of the Kolyvagin system structure from Section 4.3, the ρ±-functions studied in
Section 6.3, and the stub Selmer modules from Section 6.4. From this, our main Theorem 7.3.3 will follow
without much more work.

Unfortunately, while our results thus far allow us to prove this section’s conjecture when p > 2, they are not
sufficient to deduce an analogous result when p = 2, even if we adjust our goal to be significantly weaker
than Howard’s theorem. Fortunately, one of the lemmas that our proof relies on does hold for all p.

Lemma 7.2.1. Suppose that (T,F ,L) satisfies (DVR, free, irred, Gal, cart, dual, eigen) and admits a
Kolyvagin system κ ∈ KS(T,F ,L), and fix integers s ≥ 1, t ≥ 0. If there exists a k > vm(2) and

n ∈ N (2k−1) such that 2sκ
(k)
n /∈ S(k)t (n)⊗Gn, then S(k)t (n) = 0.

Proof. Note that by Remark 4.3.4, we may identify H1
F(n)(K,T

(k))⊗Gn with H1
F(n)(K,T

(k)) and view the
entries of a Kolyvagin system to be elements of the latter.

We argue by contradiction: suppose that S(k)t (n) ̸= 0, and let k > vm(2) be the smallest integer for which

2sκ
(k)
n /∈ S(k)t (n), for some n ∈ N (2k−1). It follows that ϵ = 1 and i := λ

(k)
t (n) + tvm(2) < k; if i ≤ vm(2),

then 2H1
F(n)(K,T

(k)) ⊂ S(k)t (n), contradicting our choice for k. Hence i > vm(2), so we have a stub Selmer

module S(i)t (n) and by the minimality of k that 2sκ
(i)
n ∈ S(i)t (n).

By the same reasoning as in the proof of Lemma 7.1.3, we have an isomorphism M (i)(n) ∼= M (k)(n)[mi] =

M (k)(n), from which it follows that λ
(i)
t (n) = λ

(k)
t (n) and therefore that S(i)t (n) = 0. Combined with the

above, this implies that 2sκ
(i)
n = 0.

From Lemma 6.2.2 it follows that πk−iκ
(k)
n = πk−iκ

(i)
n , so 2sπk−iκ

(k)
n = 0. Moreover, from the way κ(k) is

derived from κ we see that κ
(k)
n lies in the image of (7.2), which by Proposition 7.1.4 is a free R(k)-module of

rank 1. The equality 2sπk−iκ
(k)
n = 0 thus implies that 2sκ

(k)
n is a multiple of πi in that image, which means

that 2sκ
(k)
n ∈ miH1

F(n)(K,T
(k)) = S(k)t (n), contradicting our choice of k.

It must therefore be that S(k)t (n) = 0.

Conjecture 7.2.2. Assume that (T,F ,L) satisfies (DVR, free, irred, Gal, cart, dual, eigen) and Lk(T ) ⊂ L
for sufficiently large k, and let κ ∈ KS(T,F ,L). There exist integers s ≥ 1 and t ≥ 0, independent of
(T,F ,L) and κ, such that

2sκ(k)n ∈ S(k)t (n)⊗Gn

for sufficiently large k > vm(2) and n ∈ N (2k−1).

If p > 2, then Conjecture 7.2.2 reduces to [How04, 1.6.1]: since 2 is a unit in R and S(k)(n) = S(k)t (n) is

independent of t, the claim simply says that κ
(k)
n ∈ S(k)(n)⊗Gn. This is what we now prove.
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Proof for p > 2. As before, we may identify H1
F(n)(K,T

(k))⊗Gn
∼= H1

F(n)(K,T
(k)). Suppose, for contradic-

tion, that k > 0 is the smallest integer such that there exists an n ∈ N (2k−1) for which κ
(k)
n /∈ S(k)(n). By

Lemma 7.2.1, this forces S(k)(n) = 0.

For k as above, let n be such that D := dimH1
F(n)(K, T̄ ) is minimal. Note that if D = 0, then Lemma

6.2.2 gives H1
F(n)(K,T

(k))[m] = 0, from which it follows that H1
F(n)(K,T

(k)) = 0 = S(k)(n), contradict-
ing our assumption on k. Likewise, D = 1 implies H1

F(n)(K,T
(k)) ∼= R/m, so λ(k)(n) = 0 and hence

H1
F(n)(K,T

(k)) = S(k)(n). We therefore must have D > 1.

From (6.5) we know that D = ρ+(n) + ρ−(n). Suppose that both ρ±(n) ̸= 0. Since κ
(k)
n ̸= 0, multiplying

it by a sufficiently high power of π gives a nonzero class in H1
F(n)(K,T

(k))[m], which we identify with a

nonzero class c ∈ H1
F(n)(K, T̄ ) via Lemma 6.2.2. Lemma 5.3.1 now gives a decomposition c = c+ + c− with

c± ∈ H1
F(n)(K, T̄ )

±; without loss of generality, we may assume that c+ ̸= 0.

Since ρ−(n) ̸= 0, we may also pick a nonzero d− ∈ H1
F(n)(K, T̄ )

−. Proposition 7.1.6 now gives us an

ℓ ∈ L(2k−1) such that ℓ ∤ n and for which both c+ℓ , d
−
ℓ ̸= 0. This means that locℓH

1
F(n)(K, T̄ ) ̸= 0 for both

signs, so Corollary 6.3.2 tells us that ρ±(nℓ) = ρ±(n) − 1. In particular, dimH1
F(nℓ)(K, T̄ ) < D, which by

the minimality of D implies that κ
(k)
nℓ ∈ S

(k)(nℓ).

From Proposition 6.4.5 we see that locℓ κ
(k)
nℓ = 0, which by the Kolyvagin system relations from Definition

4.3.3 implies that locℓ κ
(k)
n = 0. However, this also means that c+ℓ = 0, contradicting our choice of ℓ.

It therefore must be that either ρ±(n) = 0; assume without loss of generality that ρ−(n) = 0, so that

ρ+(n) > 1. Similarly to the previous case, we can identify a nonzero multiple of κ
(k)
n with a nonzero

c+ ∈ H1
F(n)(K, T̄ ) = H1

F(n)(K, T̄ )
+ and use Proposition 7.1.6 to obtain an ℓ ∈ L(2k−1)(n) for which c+ℓ ̸= 0.

Corollary 6.3.2 now states that ρ+(nℓ) = ρ+(n)− 1 and ρ−(nℓ) = ρ−(n) + 1, so dimH1
F(nℓ)(K, T̄ ) = D and

ρ±(nℓ) > 0 for both signs.

As we saw in the previous case, this is only possible if κ
(k)
nℓ ∈ S

(k)(nℓ), so locℓ κ
(k)
nℓ = 0. The Kolyvagin

system relations now force locℓ κ
(k)
n = 0, and we arrive at the same contradiction that c+ℓ = 0.

Having exhausted all possibilities, we conclude that there is no k and n ∈ N (2k−1) for which Conjecture
7.2.2 does not hold.

7.2.1 The case p = 2

Since the s- and t-exponents in the statement of Conjecture 7.2.2 have no significance when p > 2, the fact
that the conjecture is true for p > 2 does not give us any indication as to what values we ought to assign to s
and t. We may however try emulating the above proof in the more general scenario and see what exponents
could be appropriate, as well as where Howard’s proof breaks down when p = 2.

Non-proof of Conjecture 7.2.2. With the usual identification in mind, we argue by contradiction: let k >

vm(2) be the smallest integer for which there exists an n ∈ N (2k−1) such that 2sκ
(k)
n /∈ S(k)t (n). By Lemma

7.2.1, this forces S(k)t (n) = 0.

For k as above, let n be such that D0 := lenH1
F(n)(K, T̄ ) is minimal. If D0 = 0, then it follows from Lemma

6.2.2 that H1
F(n)(K,T

(k)) = 0 = S(k)t (n); if instead D0 = 1, then λ
(k)
0 (n) = 0 and hence H1

F(n)(K,T
(k)) =

S(k)t (n). Therefore we must have D0 > 1.

In line with our discussion in Section 6.3, we may instead want D1 := dim2H1
F(n)(K, T̄ ) to be minimal. If

t ≥ 1, then D1 = 0 implies H1
F(n)(K,T

(k)) = 0 = S(k)t (n), and D1 = 1 implies 2tH1
F(n)(K,T

(k)) = S(k)t (n);
although the latter is not necessarily in contradiction with our assumptions, it would be if we set s ≥ t.
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This is as far as we can go before Howard’s method begins to break down: we no longer have the equality
Di = ρ+i (n) + ρ−i (n) for either i ∈ {0, 1} when p = 2, so our observation that Di > 1 gives us no useful
information aboutH1

F(n)(K, T̄ )
± or 2H1

F(n)(K, T̄ )
±. We may however investigate what happens if we assume

that ρ±i (n) ̸= 0 for both signs and both i ∈ {0, 1}, and continue with the argument we used for p > 2.

Since 2sκ
(k)
n ̸= 0, we have 2κ

(k)
n ̸= 0 which after multiplying with some power of π can be identified with

a nonzero 2c ∈ 2H1
F(n)(K, T̄ ). Again, we can no longer decompose c into eigenvectors the way we did

for p > 2, but we do have the inclusion 2H1
F(n)(K, T̄ ) ⊂ H1

F(n)(K, T̄ )
+ + H1

F(n)(K, T̄ )
−, so we may write

2c = c+ + c− for some, not necessarily unique, c± ∈ H1
F(n)(K, T̄ )

±.

Without loss of generality we may assume that c+ ̸= 0, but this is not enough to invoke Proposition
7.1.6: for that, we need 2c+ ̸= 0. Suppose that that is indeed the case, and use ρ−1 (n) > 0 to choose
a d− ∈ H1

F(n)(K, T̄ )
− such that 2d− ̸= 0. Then Proposition 7.1.6 gives us an ℓ ∈ L(2k−1)(n) such that

c+ℓ , d
−
ℓ ̸= 0.

At this point in the proof we would like to deduce that lenH1
F(nℓ)(K, T̄ ) < D0 or dim2H1

F(nℓ)(K, T̄ ) < D1,

so that by the minimality of such Di we may conclude 2sκ
(k)
nℓ ∈ S

(k)
t (nℓ). Although we do have relations

between ρ±0 (n) and ρ±0 (nℓ) from Proposition 6.3.1 and Proposition 6.3.3, we again run into the problem
that (6.5) does not hold for p = 2, so we do not have enough information to draw the desired conclusion.

Suppose that 2sκ
(k)
nℓ ∈ S

(k)
t (nℓ) does hold. From Proposition 6.4.5 it follows that 2s+1 locℓ κ

(k)
nℓ = 0, and

hence from the Kolyvagin system relations that 2s+1 locℓ κ
(k)
n = 0, so 2s+1cℓ = 0. This, despite all of the

reckless assumptions that we’ve made up until this point, is still not enough to reach a contradiction like
we did for p > 2: from 2c = c+ + c− it follows that 2s(c+ℓ + c−ℓ ) = 0. Assuming the simplest case s = 1, this
means that 2c+ℓ = −2c−ℓ , so 4c+ℓ = 0. When p = 2, this is vacuously true for all elements of H1

F(n)(K, T̄ )!

The main obstacle we encountered while trying to prove Conjecture 7.2.2 is that, while p > 2 permits a
splitting

H1
F(n)(K, T̄ ) = H1

F(n)(K, T̄ )
+ ⊕H1

F(n)(K, T̄ )
− (7.3)

from Lemma 5.3.1, this is no longer true when p = 2. In that case, the closest analogy is an inclusion into
the non-direct sum of eigenspaces (5.1):

2H1
F(n)(K, T̄ ) ⊂ H

1
F(n)(K, T̄ )

+ +H1
F(n)(K, T̄ )

−. (7.4)

Howard’s methods heavily rely on (7.3), and (7.4) is often too weak to be an adequate replacement. This is
apparent from the above attempt at a proof, in that we were unsuccessful in relating Di = len 2iH1

F(n)(K, T̄ )

to the ρ±i (n)-functions from Section 6.3, and unable to write c ∈ H1
F(n)(K, T̄ ) as the sum of elements in

H1
F(n)(K, T̄ ).

The requirement that 2c+ ̸= 0 in Proposition 7.1.6 comes from a similar discrepancy: although the
(R/2m)[Gal(L/Q)]-module G = Gal(E/L) admits a splitting G+ ⊕ G− when p > 2, when p = 2 we
can only assume that 2G ⊂ G+ +G−.

A first step in repairing our non-proof for Conjecture 7.2.2 is to investigate whether (7.3) admits a stronger
generalization than (7.4). More generally, we ought to find meaningful relationships between D1, D2, ρ

±
0 (n)

and ρ±1 (n), as well as between ρ±1 (n) and ρ±1 (nℓ) like we discussed in Section 6.3. This should allows us
to overcome some of the major issues we encountered above, and possibly also strengthen some of our
intermediary results.

Lastly, notice that the only additional assumptions we imposed on the exponents s and t is that s ≥ t ≥ 1,
and aside from that we only ever used the fact that s ≥ 1. This gives us reason to believe that Conjecture
7.2.2 can be shown for s = t = 1.
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7.3 Bounding the Selmer module

Although we failed to prove Conjecture 7.2.2 in full generality, it is still worth considering the implications
of our conjecture. For p > 2 (for which we managed to prove Conjecture 7.2.2), this yields [How04, 1.6.1],
which describes the structure ofH1

F (K,T ) and of an associated moduleH1
F (K,A); most importantly, it gives

a bound on the non-free part of the latter. The full generality of Conjecture 7.2.2 allows us to generalize
[How04, 1.6.1] to obtain similar structure results but a weaker bound when p = 2.

Denote by Φ the field of fractions of R, and put D := Φ/R and A := T ⊗R D. We write F for the Selmer
structure on A given by propagating F ⊗R Φ through the natural map T ⊗R Φ→ A, where F ⊗R Φ is the
image of

H1
F (Kℓ, T )⊗R Φ −→ H1(Kℓ, T ⊗R Φ)

[ξ]⊗ x 7−→ [σ 7→ ξ(σ)⊗ x].

Lemma 7.3.1. Assume (DVR). We have lim−→k
R(k) ∼= D, where the direct limit is taken over the maps

R(k) → R(k+1) defined by multiplication by π.

Proof. Define a map lim−→k
R(k) → D by sending the class of (k, x + mk) to π−kx + R. It is easily checked

that this is a well-defined, R-linear bijection.

Lemma 7.3.2. Assume (DVR, free). The inclusions A[mk] ↪→ A induce isomorphisms

H1(K,A) ∼= lim−→k
H1(K,A[mk]) and H1

F (K,A)
∼= lim−→k

H1
F (K,A[m

k]),

where the direct limit is taken over the maps induced by A[mk] ↪→ A[m∞].

Proof. Notice the similarity with Lemma 7.1.1. Since A = A[m∞] ∼= lim−→k
A[mk], [NSW20, 1.5.1] gives us

the first isomorphism. Since F is propagated through the inclusions A[mk] ↪→ A, it follows that the first
isomorphism restricts to the second.

We are now ready to generalize [How04, 1.6.1] to obtain what may be considered the main theorem of this
thesis. Note however that this heavily relies on Conjecture 7.2.2, which we only proved for p > 2, that is,
for the cases that are already covered by Howard’s original theorem.

Theorem 7.3.3. Assume that Conjecture 7.2.2 holds, that (T,F ,L) satisfies (DVR, free, irred, Gal, cart,
dual, eigen) with Lk(T ) ⊂ L for sufficiently large k, and let κ ∈ KS(T,F ,L). There exist integers s ≥ 1
and t ≥ 0, independent of (T,F ,L) and κ, such that if 2sκ1 ̸= 0, then

i) H1
F (K,T ) is a free R-module of rank 1;

ii) H1
F (K,A)

∼= D ⊕M ⊕M for some finite R-module M ;

iii) len(2tM) ≤ len(H1
F (K,T )/Rκ1) + (s− t)vm(2).

Proof. For any k we have

A[mk] = T ⊗R (π−kR/R) ∼= T ⊗R R
(k) ∼= T (k),

yielding an isomorphism H1(K,T (k)) ∼= H1(K,A[mk]). In fact, working out the propagation along the
diagram

H1
F (Kv, T )⊗R Φ

H1(Kv, T ⊗R Φ)

H1
F (Kv, T ) H1(Kv, T

(k)) H1(Kv, A[m
k]) H1(Kv, A)

∼
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shows that H1
F (Kv, T

(k)) is mapped into H1
F (Kv, A[m

k]) and vice versa, and therefore that our isomorphism
restricts to

H1
F (K,T

(k)) ∼= H1
F (K,A[m

k]) (7.5)

Let s and t be as in Conjecture 7.2.2. If 2sκ1 ̸= 0, then 2sκ
(k∗)
1 ̸= 0 for sufficiently large k∗. Fix such a k∗.

Taking n = 1 in Conjecture 7.2.2 yields 2sκ
(k∗)
1 ∈ S(k∗)t which implies that S(k∗)t ̸= 0. Lemma 7.1.3 now tells

us that M (k) ∼=M (k∗) =:M for all k ≥ k∗, which combined with (7.5) gives

H1
F (K,A[m

k]) ∼= R(k) ⊕M ⊕M

for all k ≥ k∗. Now, take the direct limit on both sides: Lemma 7.3.2 gives H1
F (K,A) on the left, and

Lemma 7.3.1 gives D ⊕M ⊕M on the right. Since T (k∗) is finite, H1
F (K,T

(k∗)) and hence M (k∗) = M are
finite by Lemma 3.2.3, showing (ii).

Furthermore, applying Lemma 7.1.1 to (7.5) shows that

H1
F (K,T )

∼= lim←−k
H1

F (K,A[m
k]) = lim←−k

H1
F (K,A)[m

k]

is the m-adic Tate module of H1
F (K,A)

∼= D⊕M ⊕M , which is readily seen to be a free R-module of rank
1. This shows (i).

Lastly, put λ := λ
(k∗)
t (1) = len 2tM , so that 2sκ

(k∗)
1 ∈ 2tmλH1

F (K,T
(k∗)). It is readily verified that the

kernel of H1
F (K,T )→ H1

F (K,T
(k∗)) is mk∗H1

F (K,T ), which gives us an injection

H1
F (K,T )/m

k∗H1
F (K,T ) −→ H1

F (K,T
(k∗)).

Taking the preimage of 2sκ
(k∗)
1 under this map, we see that 2sκ1 ∈ 2tmλH1

F (K,T ) due to (i). Finally, the
exact sequence

0
Rκ1
R2sκ1

H1
F (K,T )

R2sκ1

H1
F (K,T )

Rκ1
0

gives

len
(
H1

F (K,T )/Rκ1
)
= len

(
H1

F (K,T )/R2
sκ1
)
− len(Rκ1/R2

sκ1)

≥ len
(
H1

F (K,T )/2
tmλH1

F (K,T )
)
− len(R/2sR)

= λ+ tvm(2)− svm(2) = len(2tM)− (s− t)vm(2),

proving (iii).

Remark 7.3.4. In line with our final comment in Section 7.2, it is likely enough to take s = t = 1, so that
the bound in part (iii) of Theorem 7.3.3 is given by len(2M) ≤ len(H1

F (K,T )/Rκ1).
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8 An application to elliptic curves

Throughout this section we fix the following notation, most of which coincides with the conventions estab-
lished in Section 5.

K an imaginary quadratic field of discriminant D ̸= −3,−4.
τ a complex conjugation in GQ.
E an elliptic curve defined over Q.
N the conductor of E, cf. [Sil94, IV.10].
p a rational prime.
T = Tp(E), the p-adic Tate module of E.

We assume that D, N and p are pairwise coprime and that K satisfies the “Heegner hypothesis” that all
rational primes dividing N are split in K. As mentioned in Section 5, our assumption that D ̸= −3,−4 is
required for our construction of the canonical transverse condition in Proposition 4.2.3.

The Tate module T = Tp(E) is a Zp[GK ]-module (cf. Example 2.2.4), and the p-subgroup E[p∞] ∼= lim−→k
E[pk]

is a Z(p∞)[GK ]-module, where Z(p∞) = lim−→k
Z/pkZ ∼= Qp/Zp is the Prüfer p-group; notice that E[p∞] ∼=

T ⊗Zp Qp/Zp, so that E[p∞] assumes the role of A in Section 7.3.

We assume that the representation GK → AutZp(T ) is surjective, and if p = 2, that the discriminant of
E is negative; this ensures that E[2] is not contained in E(R). Throughout this section we assume that
Conjectures 6.3.4 and 7.2.2 hold.

In Section 8.1 we construct a Selmer structure on T and verify that it satisfies the hypotheses required by
Theorem 7.3.3; in order to apply the theorem, we construct a nontrivial Kolyvagin system in Section 8.2.
Section 8.3 discusses some of the implications of our final result.

8.1 The geometric Selmer structure

Consider the pk-torsion subgroup E[pk] of E, viewed as a (Z/pZ)[GK ]-module. By applying Galois coho-
mology (over Kv for some place v) to the exact sequence

0 E[pk] E E 0,
pk

(8.1)

we obtain the so-called Kummer sequence

0 E(Kv)/p
kE(Kv) H1(Kv, E[pk]) H1(Kv, E)[pk] 0. (8.2)

The injection E(Kv)/p
kE(Kv) → H1(Kv, E[pk]) in (8.2) is called the Kummer map, and we define a local

condition F on E[pk] at v to be its image.

By [Cas65, 4.1], this is precisely the unramified condition at the non-Archimedean places that do not divide
pN , and by the criterion of Néron–Ogg-Shafarevich [Sil08, VII.7.1], E[pk] is unramified at those places.
Therefore F is a Selmer structure, with Σ(F) consisting of the places dividing pN∞.

Lemma 8.1.1. With the Selmer structure F on E[pk] as defined above, we have an exact sequence

0 E(K)/pkE(K) H1
F (K,E[pk]) X(E/K)[pk] 0, (8.3)

with E(K)/pkE(K)→ H1
F (K,E[pk]) the Kummer map. That is, H1

F (K,E[pk]) = Selpk(E/K) is the usual

pk-Selmer group of E/K.
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Proof. In the very same way by which we obtained (8.2), we obtain the top row of the commutative diagram

0 E(K)/pkE(K) H1(K,E[pk]) H1(K,E)[pk] 0

0
∏
v

E(Kv)/p
kE(Kv)

∏
v

H1(Kv, E[pk])
∏
v

H1(Kv, E)[pk] 0,

∏
locv

∏
locv (8.4)

where the products are over all places v of K and the left vertical map is induced by x + pkE(K) 7→
x+ pkE(Kv); the left square indeed commutes by [NSW20, 1.5.2].

Firstly, note that an element of E(K)/pkE(K) maps through
∏

v E(Kv)/p
kE(Kv) into H1

F (Kv, E[pk]) by
the definition of F . The commutativity of the left square then implies that the image of E(K)/pkE(K) is
contained in H1

F (K,E[pk]).

Secondly, if c ∈ H1
F (K,E[pk]), then

∏
locv(c) ∈

∏
H1

F (Kv, E[pk]) is in the image of
∏

v E(Kv)/p
kE(Kv)

and hence maps to 0 in
∏
H1(Kv, E)[pk]. This means that, under the top right horizontal map, c is mapped

into the kernel of
∏

locv : H
1(K,E)[pk]→

∏
H1(Kv, E)[pk], which is precisely the Shafarevich–Tate group

X(E/K); it is clear that c lands in the pk-torsion of this group.

For any d ∈ X(E/K)[pk], the surjectivity of the top right horizontal map implies that there is a c ∈
H1(K,E[pk]) that maps to d. Using that

∏
locv(d) = 0, it follows from the commutativity of the right

square and the definition of F that H1
F (K,E[pk])→X(E/K)[pk] is surjective.

Lastly, (8.3) is exact in the middle because the top row of (8.4) is.

Exploiting the functoriality of the cohomology functor, we may extend (8.2) to a commutative diagram

0 E(Kv)/p
k+1E(Kv) H1(Kv, E[pk+1]) H1(Kv, E)[pk+1] 0

0 E(Kv)/p
kE(Kv) H1(Kv, E[pk]) H1(Kv, E)[pk] 0

p p

for any positive integer k. Since the left vertical map is the canonical surjection, it follows that multiplication
by p defines a surjection H1

F (Kv, E[pk+1])→ H1
F (Kv, E[pk]). It is along these maps that we take the inverse

limit, and using the identification H1(Kv, T ) ∼= lim←−k
H1(Kv, E[pk]) from Lemma 7.1.1 or [Rub00, B.2.3], we

may define a local condition on T by

H1
F (Kv, T ) ∼= lim←−

k

H1
F (Kv, E[pk]).

Since each H1
F (Kv, E[pk]) is the finite condition at almost all places, it is readily verified that F defines a

Selmer structure on T , with the same Σ(F) as before. Analogously, we can extend (8.2) to

0 E(Kv)/p
kE(Kv) H1(Kv, E[pk]) H1(Kv, E)[pk] 0

0 E(Kv)/p
k+1E(Kv) H1(Kv, E[pk+1]) H1(Kv, E)[pk+1] 0

p

to obtain an injection H1
F (Kv, E[pk]) → H1

F (Kv, E[pk+1]). Using E[p∞] ∼= lim−→k
E[pk] as well as the iden-

tification H1(Kv, E[p∞]) ∼= lim−→k
H1(Kv, E[pk]) from Lemma 7.3.1 or [NSW20, 1.5.1], we define a local

condition on E[p∞] by

H1
F (Kv, E[p∞]) ∼= lim−→

k

H1
F (Kv, E[pk]).

Once again, F defines a Selmer structure on E[p∞] with the same Σ(F) as we had on E[pk].

Remark 8.1.2. As one might expect, if we take our local conditions F on T and E[p∞] and propagate them
through the canonical maps T → E[pk] and E[pk] ↪→ E[p∞] respectively, we obtain in both cases the local
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condition F on E[pk] that we started with. Moreover, taking the Selmer structure F ⊗Zp Qp on T ⊗Zp Qp as
described in Section 7.3 and propagating it to T ⊗Zp Qp/Zp

∼= E[p∞] yields the local condition F on E[p∞]
that we constructed above.

In a sense, Howard constructs F precisely “the other way around”, by first defining a local condition on
T ⊗Zp Qp and propagating it to T and E[p∞], and later to E[pk]. His local condition is given by the image
of the map E(Kv)⊗Qp → H1(Kv, T ⊗Zp Qp), which is induced by the Kummer maps from (8.2). Of course,
our definition of F is equivalent to Howard’s.

Proposition 8.1.3. With the Selmer structure F on T and E[p∞] as above, we have exact sequences

0 E(K)⊗ Zp H1
F (K,T ) lim←−k

X(E/K)[pk] 0 (8.5)

and

0 E(K)⊗Qp/Zp H1
F (K,E[p∞]) X(E/K)[p∞] 0, (8.6)

with E(K)⊗Zp → H1
F (K,T ) and E(K)⊗Qp/Zp → H1

F (K,E[p∞]) induced by the Kummer maps. That is,
H1

F (K,T ) = Sp(E/K) and H1
F (K,E[p∞]) = Selp∞(E/K) are the usual p-power Selmer groups.

Proof. Naturally, this is just a matter of taking inverse and direct limits, respectively, of (8.3). Direct
limits are always exact, and since the transition maps E(K)/pk+1E(K) → E(K)/pkE(K) are surjective,
our inverse limit also preserves the exactness of (8.3) by [AM69, 10.2]

As for the first terms in (8.5) and (8.6), we have E(K)/pkE(K) ∼= E(K) ⊗ Z/pkZ; by [AM69, 10.13], this
has inverse limit E(K)⊗Zp. Since direct limits always commute with tensor products, we have furthermore
that lim−→k

(E(K)⊗ Z/pkZ) ∼= E(K)⊗ Z(p∞), where Z(p∞) ∼= Qp/Zp is the Prüfer p-group.

In this setting, we have the following theorem, which corresponds to [How04, Theorem A and 1.6.5].

Theorem 8.1.4. There exist integers s ≥ 1 and t ≥ 0, independent of E, such that if there is a Kolyvagin
system κ ∈ KS(T,F ,L1) with 2sκ1 ̸= 0, then

i) Sp(E/K) is a free Zp-module of rank 1;

ii) Selp∞(E/K) ∼= Qp/Zp ⊕M ⊕M for some finite Zp-module M ;

iii) len(2tM) ≤ lenZp(Sp(E/K)/κ1Zp) + (s− t)vp(2).

Proof. Given Proposition 8.1.3 and the preceding remark, this is simply an application of Theorem 7.3.3.
We only need to verify that hypotheses (DVR, free, irred, Gal, cart, dual, eigen) are satisfied. Hypothesis
(DVR) is obvious, and (free) is a standard fact, e.g. [Sil08, III.7.1]. Hypothesis (irred) is immediate from
our assumption that GK → AutZp(T ) is surjective.

As for (Gal), we claim that F := K(E[p∞]) has the desired properties. Clearly, K ⊂ F and, since GF

acts trivially on E[p∞], it also acts trivially on each E[pk] and hence on T . Note also that µp∞ ⊂ F : if
F does not contain the primitive pkth roots of unity, then there is a σ ∈ GF that permutes these roots.
Consequently, for any x, y ∈ E[p∞] the Weil pairing would evaluate to

e(x− σ(x), y) = χp(σ)e(x, y)− e(x, y)

with χp the p-adic cyclotomic character. Since χp(σ) ̸= 1, the above would not vanish unless e(x, y) = 0, so
σ does not act trivially on E[p∞].

In order to show that H1(F/K, T̄ ) is trivial, we again use that GK → AutZp(T ) and hence the induced map
Gal(F/K)→ AutZp(T̄ ) is surjective. Assume first that p > 2. Then T̄ ∼= E[p] ∼= F2

p, so we may identify the
Gal(F/K)-module T̄ with the GL2(Fp)-module F2

p, yielding

H1(F/K, T̄ ) ∼= H1(GL2(Fp),F2
p).
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We diagonally embed F×
p into GL2(Fp), so that we may consider F×

p as a normal subgroup of GL2(Fp).
Proposition 2.3.4) then gives an exact sequence

0 H1
(
GL2(Fp)/F×

p , (F2
p)

F×
p

)
H1
(
GL2(Fp),F2

p

)
H1
(
F×
p ,F2

p

)GL2(Fp)/F×
p . (8.7)

Since F×
p acts on F2

p by scalar multiplication, it is clear that (F2
p)

F×
p and hence the second entry in (8.7)

is trivial. As for the final term, keep in mind that F×
p acts trivially on H1(F×

p ,F2
p); otherwise, of course,

it would not admit a well-defined action by GL2(Fp)/F×
p ). For a cocycle ξ : F×

p → F2
p, this means that

for any x, y ∈ F×
p , we have xξ(y) − ξ(y) = yw − w for some fixed w ∈ F2

p. Since p > 2, we may pick a
nontrivial x ∈ F×

p and find that ξ(y) = y(x − 1)−1w − (x − 1)−1w is a coboundary, from which it follows
that H1

(
F×
p ,F2

p

)
= 0.

From the exactness of (8.7) we can now infer that H1(F/K, T̄ ) = H1(GL2(Fp),F2
p) = 0, so our choice of F

indeed has the desired properties and (Gal) is verified for p > 2.

The argument for p = 2 is similar: T̄ ∼= E[4] ∼= (Z/4Z)2, and we identify T̄ with the GL2(Z/4Z)-module
(Z/4Z)2; here, GL2(Z/4Z) consists of the 2 × 2 matrices over Z/4Z whose determinants are in (Z/4Z)×.
This yields

H1(F/K, T̄ ) ∼= H1(GL2(Z/4Z), (Z/4Z)2).

We diagonally embed (Z/4Z)× into GL2(Z/4Z) to obtain the exact sequence

0 H1
(
GL2(Z/4Z)/(Z/4Z)×, ((Z/4Z)2)(Z/4Z)

×
)

H1
(
GL2(Z/4Z), (Z/4Z)2

)

H1
(
(Z/4Z)×, (Z/4Z)2

)GL2(Z/4Z)/(Z/4Z)× .

(8.8)

It is easily seen that ((Z/4Z)2)(Z/4Z)× = 2(Z/4Z)2 is 2-torsion. As for the final term, let ξ : (Z/4Z)× →
(Z/4Z)2 be a cocycle representing a class that is fixed by GL2(Z/4Z). That means that, for any x ∈ (Z/4Z)×
and A ∈ GL2(Z/4Z), we have Aξ(x)− ξ(x) = xw−w for some fixed w ∈ (Z/4Z)2. Taking A to be the lower
triangular matrix of all ones, we see that ξ(x) = x(A− 1)−1w− (A− 1)−1w defines a coboundary, meaning
that the final term in (8.8) vanishes.

The exactness of (8.8) and the preceding isomorphism now imply that 2H1(F/K, T̄ ) = 0, and (Gal) is
verified for p = 2.

Hypothesis (cart) is a direct consequence of the way we constructed F . Alternatively, one could show that
H1(Kv, T )/H

1
F (Kv, T ) is torsion-free and invoke [MR04, 3.7.1(i)].

For (dual), we define (·, ·) : T × T → Zp(1) as in Example 5.2.1, in which we already verified its desired
properties. From the Weil pairing we have that T ∗ ∼= T and the self-duality of F follows from local Tate
duality, cf. [CS00, 1.6(ii)].

Lastly, we verify (eigen). Since E is defined over Q, the action of GK on T̄ obviously extends to an action
of GQ. As for the eigenspaces of τ , assume first that p > 2. If s, t ∈ E[p] belong to the same eigenspace,
then the Weil pairing on E[p] evaluates to

e(s, t) = e(τs, τt) = χp(τ)e(s, t) = −e(s, t),

implying e(s, t) = 0. Therefore, E[p] = E[p]± would contradict the nondegeneracy of the Weil pairing. If
p = 2, there are a priori six different Z/4Z-modules that either E[4]± may be isomorphic to:

(Z/4Z)⊕ (Z/4Z), (Z/2Z)⊕ (Z/4Z), (Z/2Z)⊕ (Z/2Z), Z/4Z, Z/2Z, 0.

In the first three cases, we would have F2
2
∼= E[2] ⊂ E[4]±, implying that E[2] is invariant under the action

of τ and hence that E[2] ⊂ E(R); this contradicts our assumption that the discriminant of E is negative.
The inclusion E[2] ⊂ E[4]++E[4]− from (5.1) eliminates the possibility that either E[4]± = 0, and the case
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E[4]± ∼= Z/2Z can be excluded via a straight forward computation: there are 20 matrices in GL2(Z/4Z)
with characteristic polynomial x2 − 1, and none of those have an eigenspace of only 2 elements. Hence it
must be that both E[4] ∼= Z/4Z.

Finally, H1
F (K, T̄ ) is stable under the action of τ because the Kummer maps are GQ-homomorphism, coming

from the exact sequence (8.1) of GQ-modules.

8.2 The Heegner point Kolyvagin system

We will now construct a Kolyvagin system for the Selmer structure from Section 8.1. We closely follow the
discussions in [How04, 1.7] and [Wes01a, 5.2–6.2]; since their results are valid regardless of the parity of p,
we only give an overview of the construction without detailed proofs.

Keep the notation as in Section 8.1. The first ingredient in our construction are modular curves: an
introduction to these objects can be found in [Wes01b], and a more thorough but for our purposes incomplete
discussion in [Sil94, I]. We only need two well-known properties:

Definition 8.2.1. An N -isogeny between two elliptic curves is an isogeny (cf. [Sil08, III.4]) whose kernel
is cyclic of order N .

Theorem-Definition 8.2.2 (Modular curves, [Zho23, 1.10]). For every positive integer N there exists a
smooth projective curve X0(N) over Q whose non-cuspidal (hence all but finitely many) C-valued points
correspond to N -isogenies over C modulo isomorphisms over C. Therefore, we have an injection

{N -isogenies over C}/ ∼ X0(N),

where two N -isogenies ϕ1 : E1 → E′
1 and ϕ2 : E2 → E′

2 are equivalent if and only if there are isomorphisms
ψ : E1 → E2 and ψ′ : E′

1 → E′
2 (over C) such that ψ′ϕ1 = ϕ2ψ. For any number field K, the non-cuspidal

points of X0(N)(K) correspond to N -isogenies over K, but only up to isomorphism over K̄: this gives an
injection

{N -isogenies over K}/ ∼ X0(N)(K)

with the equivalence relation as before.

Theorem 8.2.3 (Modularity theorem (formerly Taniyama–Shimura–Weil conjecture), [Wil95, 0.4], [CDT99,
p. 522], [Bre+01, Theorem A]). For any elliptic curve E defined over Q with conductor N , there exists a
rational map X0(N)→ E. This map is called a modular parametrization of E.

All primes dividing N are assumed to be split in K and coprime to the discriminant in K, hence unramified;
by choosing a prime of K above every rational prime dividing N , we obtain an ideal a satisfying OK/a ∼=
Z/NZ. Recall that we take L := L1(T ) and denote for every n ∈ N (L) the order of conductor n by
On = Z+ nOK .

Since a is coprime to n, the ideal an := a ∩ On is invertible by e.g. [Con, 3.8], yielding a fractional ideal
a−1
n ⊃ On. We may view these latter two sets as lattices in C, so that the identity map induces a map

C/On C/a−1
n (8.9)

which is an isogeny of elliptic curves by [Sil08, VI.4.1]. The kernel of this map is

a−1
n /On

∼= On/an ∼= OK/a ∼= Z/NZ

(see again [Con, 3.8] for the second isomorphism), so (8.9) is an N -isogeny and hence corresponds to a point
hn ∈ X0(N). Fixing a modular parametrization X0(N) → E, each such hn is sent to a point P [n] ∈ E,
which we call the Heegner point of conductor n. Strictly speaking, we shouldn’t use a definite article because
our construction relies on a choice for a as well as for a modular parametrization; this will however not
impact our further discussion because these choices are assumed to be fixed.

Proposition 8.2.4. With notation as above and nℓ ∈ N , we have
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i) P [n] ∈ E(K[n]), cf. Theorem-Definition 4.2.1;

ii) Trℓ P [nℓ] = (ℓ+ 1− |E(Fℓ)|)P [n], where Trℓ : E(K[nℓ])→ E(K[n] is the trace map;

iii) P [nℓ] ≡ Frλ[n] P [n] mod λ[nℓ], where λ[n] is a prime of K[n] above ℓ, λ[nℓ] the unique prime of K[nℓ]
above λ[n], and Frλ[n] the Frobenius of λ[n] in Gal(K[n]/K).

Proof. The first claim follows from the theory of complex multiplication, cf. [Sil94, II], and [Wes01a, p.15]
for a sketch of the proof. For the other two, see [Wes01a, 5.2] and the preceding discussion.

For any n ∈ N , write G(n) = Gal(K[n]/K) and G(n) =
∏

ℓ|nGℓ; from Proposition 4.2.4 we know that
Gℓ
∼= Gal(K[ℓ]/K[1]) is cyclic of order ℓ+ 1, yielding

G(n) ∼= Gal(K[n]/K[1]) and G(n/m) ∼= Gal(K[n]/K[m])

for any m | n. For each ℓ fix a generator σℓ of G(ℓ) and define the Kolyvagin derivative operators by

Dℓ :=
ℓ∑

i=1

iσiℓ, Dn :=
∏
ℓ|n

Dℓ.

Now put

κ̃n =
∑

η∈G(n)/G(n)

ηDnP [n] ∈ E(K[n]),

where the sum is taken over some choice of coset representatives of G(n) in G(n). Again, this definition
depends on our choice, and we consider this choice fixed throughout the rest of our discussion.

Lemma 8.2.5. With notation as above and any n ∈ N , the projection of κ̃n in E(K[n])/InE(K[n]) is fixed
by G(n).

Proof. This is [How04, 1.7.1]. Key to the argument is the observation that the right hand side of

(σℓ − 1)Dℓ = ℓ+ 1−
ℓ∑

i=0

σiℓ

is contained in Iℓ for every ℓ | n.

From these κ̃n’s we wish to obtain cohomology classes that satisfy the Kolyvagin system relations as de-
scribed in Definition 4.3.3. To that end, the same reasoning by which we obtained (8.2) yields

0 E(K[n])/InE(K[n]) H1(K[n], E[In]) H1(K[n], E)[In] 0.

Together with the fact that E[In] ∼= T/InT , this gives us the injective Kummer map

δn : E(K[n])/InE(K[n]) −→ H1(K[n], T/InT ).

Furthermore, we have

Lemma 8.2.6. The curve E has no nonzero K[n]-rational p-torsion points.

Proof. This is [Gro91, 4.3], but his proof assumes that p > 2. For our more general setting, we instead
follow the proof of [DL20, 7.17].

First note that K[n]/K is unramified outside (the prime divisors of) n and K/Q is unramified outside D, so
K[n]/Q is unramified outside nD. Additionally, it follows from the Néron–Ogg–Shafarevich criterion that
Q(E[p])/Q is unramified outside pN . By assumption, nD and pN are coprime.

Now suppose that we have a nonzero Q ∈ E(K[n])[p], and choose a Q′ ∈ E[p] such that E[p] is generated by
Q and Q′. Then Gal(K[n]) acts trivially on ⟨Q⟩ ⊂ E[p], so is contained in the kernel of the representation
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GQ → Aut(E[p]/⟨Q′⟩); this implies thatK[n] ⊃ Q(Q), soQ(Q)/Q is unramified outside nD. Simultaneously,
Q(E[p]) ⊃ Q(Q), so Q(Q)/Q is unramified outside pN . Since nD and pN are coprime, it follows that
Q(Q)/Q is unramified (outside 1), and thus that Q(Q) = Q, i.e. Q ∈ E(Q). But this means that GQ
acts trivially on the subgroup of E[p] generated by Q, hence that GQ → Aut(E[p]) is not surjective. This
contradicts our assumption that GK → Aut(Tp(E)) is surjective.

A nonzero element of (T/InT )
Gal(K[n]) gives rise to a nonzero point of E(K[n])[p], so by Lemma 8.2.6 it

must be that (T/InT )
Gal(K[n]) = 0. Subsequently, the inflation-restriction sequence

0 H1(K[n]/K, (T/InT )
Gal(K[n])) H1(K,T/InT )

H1(K[n], T/InT )
G(n) H2(K[n]/K, (T/InT )

Gal(K[n]))

reduces to an isomorphism

H1(K,T/InT ) ∼= H1(K[n], T/InT )
G(n).

Now, with Lemma 8.2.5 in mind, define κn ∈ H1(K,T/InT ) to be the preimage of δn(κ̃n) along the above
isomorphism. This cohomology class has the following explicit description.

Proposition 8.2.7 ([McC91, 4.1]). Let In = pMnZp and fix a point (κ̃n/p
Mn) ∈ E(K̄) such that

pMn

(
κ̃n
pMn

)
= κ̃n.

By Lemma 8.2.5, (σ− 1)κ̃n ∈ pMnE(K[n]) for every σ ∈ GK ; let ((σ− 1)κ̃n/p
Mn) ∈ E(K[n]) be the unique

point such that

pMn

(
(σ − 1)κ̃n
pMn

)
= (σ − 1)κ̃n.

Then κn has a representative

σ 7−→ (σ − 1)

(
κ̃n
pMn

)
−
(
(σ − 1)κ̃n
pMn

)
.

By [Gro91, 6.2] and [How04, 1.7.3], κn ∈ H1
F(n)(K,T/InT ) for the geometric Selmer structure F defined

in Section 8.1. However, the κn’s do not form a Kolyvagin system; they still require a small amount of
modification described in [How04, 1.7.4 and 5] to finally give us

Theorem 8.2.8 ([How04, 1.7.5]). With the notation as above, there is a Kolyvagin system κ′ for (T,F ,L1)
with κ′1 = κ1.

By the famous results of Gross and Zagier [GZ86], κ1 has infinite order precisely when the L-function of
E/K (cf. [Sil08, C.16]) has a zero of order 1 at 1. Combined with 8.1.4, we obtain the result that we
promised in Section 1.

Theorem 8.2.9. Suppose that ordz=1 L(E/K, z) = 1. Then

i) Sp(E/K) is a free Zp-module of rank 1;

ii) Selp∞(E/K) ∼= Qp/Zp ⊕M ⊕M for some finite Zp-module M ;

iii) len(2tM) ≤ len(Sp(E/K)/κ1Zp) + (s− t)vp(2).

8.3 Consequences

Theorem 8.2.9 can now be used to show the conclusion from [Kol89] that if the analytic rank ordz=1 L(E/K, z)
of E is 1, then the Shafarevich–Tate group X(E/K) is finite and the algebraic (Mordell–Weil) rank of E
is also 1. This proves a specific case of two famous conjectures:

Conjecture 8.3.1. Let E be an elliptic curve defined over K. Then X(E/K) is finite.
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Conjecture 8.3.2 (Birch–Swinnerton-Dyer). The analytic rank of E is equal to its algebraic rank.

A detailed discussion of these conjectures can be found in e.g. [Sil08, X.4 and C.16]. Rather than the
specific cases of these conjectures, however, the second section of Howard’s paper [How04] instead focuses
on applying his results in the context of Iwasawa theory, proving one divisibility of the equality conjectured
by Perrin-Riou [Per87] under his usual assumption that p > 2. Although the conjecture itself requires too
many preliminaries to state here, it is likely that Howard’s proof can be generalized to all primes p using
the results presented in this thesis.
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9 Conclusion and further research

We began this thesis by recalling results from Galois cohomology and defining local conditions, Selmer
structures, Selmer triples and finally Kolyvagin systems. The nature of the ring our modules were defined
over had no significance, until we formulated hypothesis (eigen) in Section 5.3. We partially managed to
remedy the discrepancy between odd and even residue characteristics p by considering modules over R/2m
instead of R/m, which ensured that multiplication by +1 and −1 act differently even when p = 2. However,
without a splitting into eigenspaces like we have for p > 2, we were unable to prove Conjecture 6.3.4 for
p = 2.

In Section 7.2, we also saw that our intermediate results were insufficient to prove Conjecture 7.2.2 for
p = 2, again in large part because that scenario does not permit the same direct sum decomposition into
eigenspaces that we have when p is odd.

Still, under the assumption of those conjectures, we arrived at a meaningful generalization of Howard’s
results, in the form of Theorem 7.3.3. This was then applied to obtain a bound on the Selmer module of an
elliptic curve; with only a minor additional assumption on the discriminant, Howard’s original arguments
generalized almost immediately. In particular, the Heegner point Kolyvagin system constructed in [How04]
is valid for all primes p, ultimately yielding Theorem 8.2.9.

Naturally, ambitious readers are encouraged to seek a proof of Conjectures 6.3.4 and 7.2.2, or of weaker
results that are still sufficient to deduce our final theorem.

Additionally, it should be noted that we only discussed the first part of [How04] in detail, and only briefly
touched upon the Iwasawa theory of [How04, Section 2] in Section 8.3. Given our generalization of Howard’s
Theorem A for some imaginary quadratic field K, it would be worth investigating how our results extend
from K to its anticyclotomic Zp-extension in order to deduce a generalization of [How04, Theorem B], which
would generalize a partial proof of the Perrin-Riou conjecture.

Furthermore, generalizations of Kolyvagin’s results to different classes of (higher-dimensional) abelian vari-
eties are presented in [KL92] and conjectured in [Log05]. It would be worth investigating how Theorem 7.3.3
can be used to prove those generalizations, in the same way we used it in Section 8 to prove Kolyvagin’s
original result for elliptic curves.
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