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Abstract

This thesis presents Graph Representation of Advanced Part Encodings (GRAPE), a novel frame-
work for anatomical structure identification in three-dimensional point clouds of human bodies. By
combining self-supervised learning and graph neural networks, GRAPE constructs graph-based rep-
resentations of 3D objects, where each node is enriched with a latent feature derived from their cor-
responding object parts. These features, generated by a Masked Autoencoder (Point-MAE), capture
geometrical and spatial information within the point cloud.

GRAPE-GNN, the model developed using this framework, leverages both the node embeddings (la-
tent Point-MAE features) and the topological information within the hierarchical graph created by
GRAPE for accurate identification of anatomical structures. Evaluated on our Anatomy-GRAPE
dataset, which was specially annotated for this thesis and validated by medical experts, GRAPE-
GNN demonstrates high precision and recall across various anatomical structures. Our experiments
show that GRAPE-GNN retains good performance in scenarios with limited annotated training data.
We identify areas for improvement, such as enhancing performance under point cloud occlusion. This
method not only demonstrates the effectiveness of graph-based anatomical structure identification but
also the potential of integrating self-supervised learning based point cloud features with graph-based

representations in general.
1

ICode available at GitHub - nedap/GRAPE


https://github.com/nedap/GRAPE
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1 Introduction

This thesis proposes a novel approach for the identifica-

tion of anatomical structures in three-dimensional point

cloud representations of the human body. The method-

ology primarily focuses on the recognition of muscular Deltoid
structures, as illustrated in Figure 1, but possesses the ~— "Grn
potential for extension to skeletal elements and other — “**™"*
anatomical components. A high-level overview of the

main steps of the anatomical structure identification — Quadricers
pipeline is shown in Figure 2. This figure highlights

three distinct steps. Step one involves patch genera-

tion and encoding, where the point cloud is divided into

patches and encoded using a model that has been pre-

trained in a self-supervised fashion. Step two is graph Figure 1: Areas that roughly correspond to
generation, where these encoded patches are integrated representative anatomical structures in a 3D
into a predefined anatomical graph. Step three involves model of a male body.

structure identification using a graph neural network,

which classifies the nodes in the graph to identify anatomical structures. The following section pro-
vides an introduction to the core concepts underpinning this research. Section 1.1 explores the idea
of anatomical structures and elaborates on anatomical structure identification. Section 1.2 introduces
self-supervised learning of point cloud spatial features. Lastly, Section 1.3 introduces graph-based
point cloud representations and the subsequent prediction of nodes. Each section introduces one
research question centered around the section’s respective concept.
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Figure 2: Overview of the Anatomical Structure Identification Pipeline.

1.1 Anatomical Structure Identification

Accurate identification and communication of anatomical structures are crucial in the medical field.
When communicating medical conditions, doctors need to be exceptionally precise in referring to the
affected location. Using exact anatomical terms instead of general descriptions ensures clarity and
avoids ambiguity. The term anatomical structure is used in the medical field and literature to refer
to any distinct and identifiable part of the human body [1]. The importance of identifying anatomical
structures becomes clear when considering practical cases. Think for example of radiology, where
radiologists must find and identify precise anatomical locations to diagnose tumors, fractures, or in-
fections. Similarly, in physical therapy, knowing the exact muscle or tendon is vital in deciding the
correct treatment. Finally, in general practice, pinpointing the exact location is essential for under-
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standing the severity of symptoms. Pain in one area might be harmless, while the same pain just a
few centimeters deeper might indicate a serious issue.

Precise anatomical identification requires highly trained medical experts who are already in short
supply globally [2, 3, 4]. Additionally, determining the correct structure or location can be time-
consuming, worsening the problem during a workforce shortage. This situation provides a prime
opportunity for Artificial Intelligence (Al) to alleviate pressure on the workforce. By effectively using
Al for tasks where it genuinely enhances quality and efficiency, we cannot only reduce the pressure
on the healthcare system but also improve the quality of care delivered to patients. This leads to the
central objective of this thesis, which is dedicated to exploring the potential of Al for accurate and
useful anatomical structure identification. The first research question serves to answer this objective:

Q1. Can machine learning be used for accurate and robust anatomical structure identification
in humans based on exterior surface data alone?

To achieve this objective we have to design a system, that on a high level works similar to a doc-
tor identifying an anatomical structure based on a patient’s visual indications. With Q1 we aim to
determine whether it is possible to make a system that is able to predict the anatomical structures un-
derlying a specific location on the body only using exterior surface data. Exterior surface data means
that the model is only provided with an exterior view of the human during inference, with no CT,
MRI, or other type of imaging that can provide an internal view. Additionally, we evaluate whether
the system can achieve high precision and recall, and be robust to partial occlusion.

Using images as input for this proposed model might seem the default and obvious choice. However,
we argue that using three-dimensional input data, such as point clouds, will provide valuable benefits,
relating to geometry and spatial relationships. This approach also addresses issues like skin tone
biases and variations in lighting conditions, assuming near-perfect point cloud extraction and the use
of colorless point clouds. Additionally, many locations on the body can be hard to discriminate due to
the visual uniformity of the skin. Local and global spatial and geometrical cues can potentially provide
beneficial information allowing for a better understanding of the precise body locations. Recent
advancements in point cloud processing have demonstrated the potential of capturing these geometric
and spatial features via self-supervised pre-training approaches like Point-MAE and Point-M2AE
[5, 6]. These models are able to learn high-quality latent representations from unlabelled point cloud
data. These representations can in turn be used for downstream tasks such as anatomical structure
identification by fine-tuning on a smaller task-specific labelled dataset.

The next section will introduce the concept of self-supervised learning, and discuss self-supervised
learning of point cloud spatial Features.

1.2 Self-Supervised Learning of Point Cloud Spatial Features

The paradigm of using labeled data to train Al systems is referred to as supervised learning. This
method of training has produced numerous high-quality specialized models. However, supervised
learning comes with an inherent bottleneck, which becomes especially evident when considering its
application to the medical domain. A major challenge when applying supervised learning to the med-
ical domain is the lack of high-quality large-scale annotated data [7, 8]. Medical data often requires
highly specialized professionals for reliable annotation. An example is the need for radiologists to
label tumors in CT scans. For those not well-informed on Al, it can be hard to justify radiologists
spending weeks on data labeling, given their critical role in direct patient care. Furthermore, com-
pared to the hourly rate of annotators in other domains, such as general image recognition or natural
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language processing, specialized medical experts are extremely expensive, making it even harder to
find sufficient resources to create such a dataset. Self-Supervised Learning (SSL) is a paradigm that
addresses this data bottleneck. SSL defines a learning objective centered around the inherent structure
of the data, allowing models to learn from orders of magnitude more data. Recent work also provides
evidence that SSL. models can learn representations that are more robust to adversarial examples, la-
bel corruption, and input perturbations and are more fair compared to their supervised counterparts
[9, 10]. These advantages make SSL a promising approach for the pre-training phase of the anatomi-
cal structure identification pipeline, addressing the issue of labeled data scarcity while simultaneously
providing the aforementioned benefits of robust and fair representations. Q2 is dedicated to exploring
the effectiveness of using SSL to produce the envisioned representations:

Q2. Can self-supervised learning models accurately capture and represent fine-grained geo-
metric features and spatial relationships of the human body based on surface-level point
cloud data?

With Q2, we aim to determine if an SSL model can learn representations that capture the geometric
details of the human body. These details include features such as the shape of a hand, arm, or leg.
Additionally, we aim to determine if an SSL model can capture spatial relationships. On a local
level, certain areas across the human body can be very similar, but the relative position between these
areas can be informative. Transformer-based SSL models such as Point-MAE [6] have demonstrated
potential in learning complex geometric features and spatial relationships within point cloud data.
The effectiveness of this model for self-supervised learning of point cloud spatial features will be
explored in detail in this thesis.

SSL serves as the pretraining step in the anatomical structure identification pipeline, and it is followed
by a supervised graph-based fine-tuning step for the downstream structure identification task. Section
1.3 will introduce the concept of graph-based anatomical structure identification. This approach aims
to integrate the spatial and geometrical features from the SSL step and the relational and hierarchical
characteristics of the human anatomy, for accurate and robust structure identification.

1.3 Graph-Based Representation and Identification

The human anatomy is extremely complex, consisting not of a single two-dimensional layer, but
rather an intricate three-dimensional structure composed of multiple interconnected layers and sys-
tems. These layers range from surface-level skin and muscles to deeper organs and skeletal structures.
A model that only uses exterior surface data has no information about this interior anatomical struc-
ture, making the predictive task of the model extremely challenging. Even though we do not have
direct access to the internals of the human body, we can make assumptions about the human anatomy
that can potentially be highly useful for the final anatomical structure identification model. Under
the assumption of a standardized anatomical model, we can disregard individual anatomical varia-
tions, including sex-based differences and congenital or acquired abnormalities. Versions of such
a model have already been developed in different form factors. Examples of such models include
SNOWMED-CT [11], and Elseviers Complete Anatomy [12]. Taking inspiration from SNOWMED-
CT, anatomy can naturally be expressed as a graph, containing relational and hierarchical information
between anatomical structures. Working under the assumption that this information is static and con-
sistent across humans, it can be used to inform the anatomical structure identification model about the
human interior. Graphs come in the form of graph-structured data, which is different from fixed-size
and/or regular-structured data such as images or videos. Therefore, specialized algorithms that can
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understand and learn from graph-structured data are needed. A promising branch of Al that is fo-
cused on this type of data is Graph Neural Networks (GNNs). Instead of considering each individual
entity in isolation, GNNs use of the underlying graph to make informed predictions. The final re-
search question is dedicated to exploring the benefit of introducing graph-based representations into
our anatomical structure identification system.

Q3. Can the integration of graph-based representations enhance the accuracy of the anatom-
ical structure identification?

With Q3, we aim to determine if we can effectively combine the spatial and geometrical features
generated by the SSL. model from the first step, with the relational and hierarchical characteristics
of the human anatomy. By modeling this information as a graph, we intend to exploit both types of
information using a GNN.

1.4 Thesis Outline

This thesis is organized into six chapters. Chapter 1 introduced the core concepts underpinning this
research. Chapter 2 presents a review of three areas: machine learning in medical imaging and
anatomy, self-supervised learning, and graph neural networks. The first section on medical imaging
and anatomy is intentionally general and is intended to explore a wide-ranging set of techniques
that could potentially serve as inspiration for the methodology of this research. The section on SSL
explores various self-supervised learning methods, aimed at informing the reader how different self-
supervised learning methods can be used to learn rich representations from unlabeled data. The third
section explores graph neural networks, a type of neural network that can naturally operate on graph-
structured data. Concepts such as message passing are discussed, and popular methods for updating
node embeddings are presented. In Chapter 3, the methodology is presented in four sections. The first
section covers the datasets used to train and validate the methodology. The second section describes
the self-supervised learning architecture. The third section explains the graph construction process.
Finally, in the fourth section, the custom GNN for structure identification is presented. In Chapter 4
the experimental setup is detailed, and five main experiments are introduced. Chapter 5 presents the
experimental results for these five experiments. Lastly, Chapter 6 presents the discussion, conclusion,
and ends with a note on future work.
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2 Literature Review

Many medical imaging techniques have been invented to provide immense benefits to patients and
doctors, resulting in a diverse range of modalities such as functional magnetic resonance imaging,
computed tomography, and X-rays. Al has positioned itself as one of the most promising paradigms
in medical imaging research [13]. Each modality requires specialized machine learning models that
have been trained on modality-specific data. For tasks such as tumor segmentation or nodule detec-
tion, there has already been a substantial amount of foundational research to build upon [14, 15]. The
objective of this project is less established, and despite extensive research, we were unable to find
well-established methods that address the identification of anatomical structures using only exterior
point cloud data. Finding the final methodology requires a wide-ranging review of various approaches
found not only in Al-based medical imaging but Al in general. This general review is aimed at iden-
tifying techniques and methodologies that could be transferred to this project’s specific application.
Section 2.1 introduces various (anatomical) landmark detection techniques, a popular problem that
is related but distinct from anatomical structure identification, focusing on the detection of singular
points instead of regions corresponding to structures hidden inside the body. Additionally, the section
introduces notable work on medical image segmentation. Section 2.2 reviews the concept of SSL and
details the four families of SSL, finishing with masked modeling, the SSL family central to the pre-
training stage described in this thesis. Lastly, Section 2.3 reviews the field of graph neural networks,
starting with foundational concepts such as message passing, and ending with prominent architectures
such as GraphSAGE.

2.1 Machine Learning for Medical Imaging and Anatomical Tasks

Localization and identification of anatomical landmarks, though related to anatomical structure iden-
tification, focus on specific points rather than comprehensive structures. These landmarks are critical
within medical imaging as they serve as important reference points when planning surgery or radia-
tion therapy [16, 17]. But even outside medicine, facial landmark localization is essential for tasks
such as biometric authentication or emotion recognition. Early work on facial landmark detection,
which tries to detect anatomical landmarks in the human face, focused mainly on regression and
template fitting methods [18, 19, 20]. With the advent of deep learning, Convolutional Neural Net-
works (CNN) became a powerful tool to effectively capture spatial hierarchies and patterns in images
through convolutional layers. Work by Sun et al. [21] uses multiple CNN-based networks to capture
complex features, subsequently fusing their output in a cascaded fashion. These networks aim to pre-
dict the location of the landmarks, essentially performing a regression task aided by the CNN. Later
work aimed to address the shortcomings of traditional regression and template fitting methods for the
problem of facial landmark detection. Particularly regarding occlusion and pose variation, through
a deep learning system based on a variation of multi-task learning [22]. In contrast to traditional
multi-task learning, where the goal is to maximize the performance over all tasks, Zhang et al. aimed
to maximize the main task of facial landmark detection r, with auxiliary tasks a € A. They formulate
their learning objective to:

N N
argmin ) (], fxs W)+ ) AU, flxis W), QY

W {Waeni=] i=1acA

The elements of this objective function are defined as follows:
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e argmin isthe command that finds the set of parameters W for the main task r and {W%},c4
Wr7{wa}a€A
for the auxiliary tasks a € A that minimize the given function.

o YN 07(y%, f(xi;W")) is the first summation term representing the loss for the main task r over
N samples.

— ¢" is the loss function for the main task r.
— ! is the true label for the main task r for the i-th sample.
— f(x;; W") represents the model’s prediction for the input x; using parameters W’.

— N is the total number of samples.

o YN Yacarire (v, f(xi; W?)) is the second summation term representing the weighted sum of
losses for the auxiliary tasks a € A over N samples.

— A% denotes the importance coefficient for the a-th task’s error.

— (% is the loss function for each auxiliary task a.

— y¢is the true label for the auxiliary task a for the i-th sample.

— f(xi; W) represents the model’s prediction for the input x; using parameters W¢.

— A is the set of auxiliary tasks.

Together with a task-wise early stopping scheme, this method was shown to be more robust in sce-
narios of severe occlusion compared to the early cascaded CNN-based methods. For anatomical
landmark detection in CT and MRI scans, quite different methods based on Deep Reinforcement
Learning (DRL) have also been considered [23, 24]. These methods work by designing an agent that
can be trained to find the optimal path to the anatomical landmark, both in 2D and 3D. These agents
are inspired by the work in [25] which introduced Deep Q-learning. A more recent method of localiz-
ing anatomical landmarks in medical images is presented in [26]. This paper proposes a method that
consists of two stages, focusing on global and local localization respectively. Both stages consist of
a ResNet [27] style CNN with two prediction heads. One head is designed to predict the probability
of a landmark in a given image patch, the other is designed to predict displacement vectors pointing
towards the landmark.

A task closely related to anatomical structure identification is medical image segmentation. This
often involves segmenting an anatomical structure, tumor, or cavity. Anatomy-aided segmentation
models have led to breakthroughs in recent years [28, 29]. The idea behind these models is that
rather than only focusing on pixel-level information, they incorporate anatomical information such
as shape, motion, or context to guide the model. Even more recent methods are based on the pop-
ular Transformer architecture. [30] presents the Fully Convolutional Transformer, which integrates
convolutional operations directly into the transformer architecture, replacing linear projections in the
Multi-Head Self-Attention (MHSA) with depthwise convolutions to preserve spatial context crucial
for medical imaging. A state-of-the-art (SOTA) method called MedSAM [31] uses a Vision Trans-
former (ViT) based architecture comprising an image encoder for feature extraction, a prompt encoder
for promptable segmentation, and a mask decoder for generating segmentation results. The base ViT
consists of 12 transformer layers which process 1024 x 1024 input images into 16 x 16 patches. The
mask decoder consists of a transformer and transposed convolutional layer, and produces the segmen-
tation masks. MedSAM is intended as a SOTA foundational model for medical image segmentation.



12 Chapter 2 LITERATURE REVIEW

It was trained on a large-scale medical image dataset with 1,570,263 image-mask pairs, covering 10
imaging modalities and over 30 cancer types.

This subsection reviewed a wide range of advances in medical image analysis and anatomical tasks.
The next section will continue with a review of work in the field of SSL.

2.2 Self-Supervised Learning

Self-Supervised Learning is a sub-field of Al that has enjoyed an enormous amount of attention and
research over the past years [32, 33, 34, 35]. The key advantage of SSL is its ability to learn from
large amounts of unlabeled data [36, 37]. This has been an essential part of scaling modern large-
scale Al systems such as BERT, GPT, and SEER. Compared to traditional supervised methods, which
are trained on a specific predefined task, SSL. methods learn more generic representations that can be
useful across a variety of tasks. Medicine is a domain where SSL can be especially useful due to the
fact that labeling is often costly, and tasks are not always known beforehand [38, 39]. While there
have been many proposed SSL methods [40, 41, 42, 43], the general technique used is to predict any
hidden part from any visible part. A schematic example that is intended to visualize this can be seen
in Figure 3. This schematic shows a high-level example of a typical supervised and self-supervised
objective. It shows two examples for the SSL case, the top one shows a model trained to predict the
hidden pixels in an image of a fruit. The bottom example shows a model trained to predict missing
words in English sentences. The schematic also shows that the SSL step is usually followed by a
downstream task, image classification in this case. In this step, the pre-trained SSL model is adjusted
to facilitate classification and fine-tuned on a labeled dataset. The idea is that the SSL. model has
learned to produce high-quality representations of the data that are useful for the downstream task.
This approach has been shown to achieve comparable or even superior performance to its purely
supervised counterpart using a smaller labeled dataset [32, 44, 33].

Supervised Learning
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Neural Network
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y € {dpple bdndnd}
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Figure 3: Supervised Learning vs. Self-Supervised Learning, a high-level comparison.
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SSL can broadly be categorized into four families [45]. These families are Deep Metric Learning,
Self-Distillation, Canonical Correlation Analysis, and Masked Image Modeling. A short technical
explanation of each family will follow, intended to show the key concepts and differences.

Deep Metric Learning Deep Metric Learning (DML) originates from the idea of contrastive loss,
which was first introduced in [46], and later formally defined in [47]. In DML a network is trained
to predict if two samples are from the same class based on the proximity between their respective
embeddings. To achieve this, variants of the inputs are created through transformations that preserve
semantic meaning. These variants are referred to as negative and positive pairs. During training, the
network makes the positive pairs more similar in embedding space, and the negative pairs dissimilar.
A method proposed by Oord et al. [40] defines the Information Noise-Contrastive Estimation loss or
InfoNCE for short. This loss aims to maximize the mutual information between different views or
augmentations of the same data point. Given a set X = {xj,...,xy} of N random samples containing
one positive sample from p(x;yx|c;) and N — 1 negative samples from the ’proposal’ distribution
P(x;4%), InfoNCE optimizes for:

Iy=-E 2)

fk(xl‘+kact)
1
o8 ijeka<xj7ct)]

The elements of this loss function are defined as follows:

. ]g: The expectation over the set of samples X.

* x;k: The positive sample drawn from the conditional distribution p(x;x|c;).
* xj: The j-th sample in the set X, which includes one positive sample and N — 1 negative samples.
* fi(xr4x,¢;): The scoring function that measures the compatibility between x;, and c;.

* Lajex fx(xj,¢;): The normalization term that sums the scores of all samples in the set X with
the context ;.

* ¢;: The context or representation of the original data point.

While the original contrastive loss penalizes negative pairs based on a margin, InfoNCE loss leverages
a probabilistic approach by treating the contrastive learning problem as a binary classification task. It
aims to distinguish the positive sample from the negative samples in X by maximizing the similarity
in embedding space between positive pairs while also minimizing it for negative pairs.

SimCLR [32] is one of the most popular methods utilizing InfoNCE. SimCLR is designed to learn
visual representations by encouraging similarity between two augmented views of an image. Aug-
mentations include resizing, cropping, color jittering, and random blurring. The embeddings created
by SimCLR have been shown to increase the performance of downstream tasks.

Self-Distillation Self-Distillation methods work by constructing two encoders, called the teacher
and student, and feeding two different views of the same image to these encoders. A tertiary predictor
network is then tasked to map the output of one encoder to the other. This can easily lead to the
collapse of the encoders, a failure mode where the encoder produces uninformative or degenerate
representations. One of the core methods to prevent this collapse is to update the weights of the first
encoder, with a running average of the second encoder’s weights. Popular self-distillation methods
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are Bootstrap Your Own Latent (BOYL) and self-distillation with no labels (DINO) [34, 41]. BOYL
was first introduced to deal with the problem of collapse. In BOYL, the student and teacher receive
different views from the same image via transformations such as random resizing, cropping, color
jittering, and brightness alterations. The student network is updated via gradient descent, while the
teacher is updated based on an exponential moving average of the weights of the student network.
This asymmetry in updates is essential in preventing collapse. The loss of BOYL is defined as:

LeyoL(0s,Y) = E(xsy )~ (x,71,13) [Hrenorm(l?v(fes(ll (x)))) — renorm( fg, (12(x)))|| } 3)

The elements of this loss function are defined as follows:

* E(v.0)~x.11,12)" The expectation over the set of samples X and the transformations 77 and 7>.
Here, x represents a data point, #; and ¢, are augmentations applied to x.

* x: A sample from the dataset X.

* 11,tp: Transformations applied to x. These transformations create different augmented views of
the same data point.

* fo,(t1(x)): The output of the online network f with parameters 8; when the transformation 7; is
applied to x.

* fo,(t2(x)): The output of the target network f with parameters 6, when the transformation 7, is
applied to x.

* py: A predictor network parameterized by 7y, which maps the online network’s output to the
target space.

* renorm: A re-normalization function that ensures the outputs of the networks have unit norm,
used to stabilize training.

o |- ||% The squared Euclidean norm, which measures the squared distance between the normal-
ized outputs of the online network’s predictor and the target network.

Canonical Correlation Canonical correlation was first introduced through the Canonical Correla-
tion Framework (CCA) in [43]. CCA aims to find linear combinations, called canonical variates, of
the variables in two sets of data such that the correlation between them is maximized. During the
process of finding these projections, CCA projects the data into a shared latent space. This shared
latent space can be seen as a feature space where the most important relationships between the views
are captured. These features can be used for downstream tasks. The CCA loss is defined as:

N
(Up,Vy), such that

n=1

=0, (zero-mean representations) )

M=
MZ
<

]T]U Ty = NVTV =1, (identity covariance representations)

The elements of this loss function are defined as follows:
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X € RP: The random variable X in a D-dimensional real space.

Y € RP: The random variable ¥ in a D-dimensional real space.
* U = f(X): The transformation of X using the function f; to obtain U.
* V = f,(Y): The transformation of ¥ using the function f, to obtain V.

¢ [: The loss function to be minimized.

51\/:1 (Up,Vy): The sum of the inner dot products between the transformed variables U and V
overall N samples.

The loss function should satisfy two constraints. First, it should satisfy the zero-mean representations,
which ensures that the learned representations are centered around the origin. This aims to remove
bias from the data. Secondly, it should satisfy the identity covariance representations, ensuring the
learned representations have unit variance and are uncorrelated. While CCA originated from the field
of multivariate statistics, it has been successfully extended to deep learning in well-known approaches
such as VICReg and BarlowTwins [48, 49].

Masked Image Modeling Early SSL pre-training strategies relied on image degradation techniques
such as noise, or shuffling patches [50, 51, 52]. Modern methods that fall in the family of Masked
Image Modelling (MIM) are based on the principle of masking. The high-level idea of masking is
represented in the previously mentioned Figure 3, where a mask is applied to the model input in order
to hide portions of the input image. The model is subsequently trained to predict the missing pixels.
The success of this method builds upon two major innovations, the Vision Transformer and the idea
of a learnable mask token introduced in BERT [44]. BERT is a language model that replaces the
hidden text tokens with learnable mask tokens and teaches the model to recover the original text. This
basic principle remains very popular in the modern landscape of Large Language Model pre-training.
Similarly, Masked Autoencoders (MAEs) and SimMIM extend this principle to the visual domain
[33, 42]. MAEs work on two core principles, the first is an asymmetric encoder-decoder architecture,
with the encoder only operating on visible patches. The lightweight decoder tries to reconstruct the
original image from the latent representation and mask tokens. The second principle is that masking a
high portion (75%) creates a nontrivial and meaningful self-supervisory task. After the SSL training
stage, the MAE encoder is able to produce highly informative latent representations of the images.
For downstream tasks, the decoder can be replaced by a new prediction head designed for that specific
task, such as image classification.

Masked Autoencoders have also been extended to the 3D domain. Given that this project focuses on
3D point cloud data, these adaptations are highly relevant. [6] introduces Point-MAE for point cloud
self-supervised learning. Extending the MAE to point clouds is not straightforward, and it involves
some unique steps. On a high level, PointMAE works by breaking the point cloud up into patches
via farthest point sampling and k-nearest neighbors. After this, each patch is embedded, and a high
portion is masked. From there the approach is similar to the traditional MAE, namely to predict the
masked points. The loss function needs to capture the difference between predicted points and ground
truth. This can be achieved by creating a loss function based on the Chamfer Distance [53], which is
defined as:

L
L= min Ha | — m1n Ha b3 5)
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Here P, are the predicted point patches, with P, being the ground truth. Chamfer Distance es-
sentially looks at two sets of points. For each point within each set, the algorithm finds the nearest
neighbor in the other set and sums the squared distances up. A similar approach called Point-M2AE
[5], aims to capture both fine-grained and high-level semantics of 3D shapes by modifying the en-
coder and decoder into pyramid architectures to progressively model spatial geometries. Point-MAE
is one of the core components of this project, and it will be discussed in detail in Chapter 3.

This subsection reviewed significant work in the four main SSL families. Section 2.3 will continue
with a review of work in the field of Graph Neural Networks.

2.3 Graph Neural Networks

As outlined in Section 1.3, this project intends to leverage Graph Neural Networks to enhance the
anatomical structure identification system. Neural Networks have traditionally been used to operate
on fixed-size and/or regular-structured inputs such as images, text, or video. However, many real-
world entities are defined in terms of their connections to other things, and can therefore naturally
be expressed as graphs. Examples of entities or information that can be expressed as graphs are
molecules, social networks, or in the case of this thesis, anatomical structures. These objects come
in the form of graph-structured data, and traditional neural networks cannot directly process such
information effectively. Graph Neural Networks are a family of neural networks that can operate
naturally on graph-structured data and actually make use of the information in the nodes and edges to
guide the learning process. The earliest GNN was presented in [54], and since then the field has seen
many breakthroughs that increased the capabilities of the GNN [55, 56, 57]. Nowadays, GNNs have
successfully been applied to practical applications such as antibiotic discovery, fake news detection,
and traffic prediction [58, 59, 60].

Layer N +1
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Figure 4: Node embedding updates via message passing.

An important feature of the GNN mechanism is that the mechanism should preserve graph symme-
tries, or in other words, it should be permutation invariant. One of the core operations of the GNN
is message passing. Message passing is an algorithm that allows neighboring nodes or edges to ex-
change information and influence each other’s node embeddings. This can essentially be seen as a
way to aggregate information within the graph. Figure 4 shows how node embeddings are affected
by their neighbors via message passing. Message passing for GNNs was formally defined in [61],
but even before this work, very similar concepts had been explored. [55] tried to extend the idea of

2

a convolution to the domain of GNNs with the graph convolution. Let 4, = x, be node v’s initial
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embedding or all v € V. Then for step k = 1, 2, ... up to K, the graph convolution updates the node
embeddings via:

Z hz(lk_l)
hgk) = f(k) wk) . % +BW -hsk_l) forallv e V. (6)

The components of this update function are defined as:
. hsk): The embedding of node v at layer &.
e f (K): An activation function at layer k.

« WK): The weight matrix for layer k.

AN (v): The set of neighbors of node v in the graph.

|AL(v)|: The number of neighbors of node v.
« BX: A weight matrix for the self-connection at layer k.
* V: The set of all nodes in the graph.

Here the activation function f ), weight matrix WK and B® are shared across all nodes. This
graph convolution can be interpreted as a form of localized message passing. The fact that these
weight matrices are shared allows the model to scale well because the number of parameters in the
model is not tied to the size of the graph. Another framework presented in [57] called GraphSAGE
proposed a framework for learning node embeddings via sampling and aggregation of a node’s local
neighborhood. GraphSAGE updates the node embeddings via:

(k) _ £(k) (k) . (k—1) (k=1)
nd = f (W [é%G)({h })h D forall v € V. 7

Where again, the activation function f 08 weight matrix WK and AGG are shared across all nodes.
GraphSAGE considers three choices for AGG, which are Mean, Dimension-wise Maximum, and
LSTM. Due to the effectiveness of GNNs, many of the architectures and methods from traditional
neural networks have been extended to graph-based tasks. This is of course also true for the Trans-
former, which is presented in [62]. This mechanism is used in the GNN part of this project and will
be explained in detail in Chapter 3. Given that this project revolves around 3-dimensional data, it is
also worth noting that GNNs have also successfully been applied to point cloud data. [63] proposes
Point-GNN, a graph neural network to detect objects from a LiDAR point cloud. Point-GNN consists
of three main components: graph construction from a point cloud, a graph neural network for object
detection, and bounding box merging and scoring.

This section provided a comprehensive review of key concepts and methodologies relevant to this
thesis. We have explored machine learning techniques in medical imaging, including anatomical
landmark detection and image segmentation. Following this, we discussed the field of SSL, discussing
its four main families. Finally, we reviewed pivotal work in the field of GNNs. Building upon this
foundation of knowledge, we will now proceed to Chapter 3, where we will detail the specific methods
employed in this project to address the problem of anatomical structure identification.
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3 Methods

This Chapter will cover the methodology of the anatomical structure identification pipeline, including
the datasets used for training, validation, and testing of our method. We begin by presenting a detailed
discussion of these datasets in Section 3.1. After this, we continue with an in-depth exploration of
our proposed approach. A high-level overview of the main steps in our methodology can be found
in Figure 5. From this figure, three distinct steps can be identified. Step one is centered around SSL,
and is discussed in detail in Section 3.2. In step two, features from the pre-trained encoder discussed
in step one are integrated into a predefined graph, which is elaborated on in Section 3.3. In the final
step, a GNN is used for structure identification, as detailed in Section 3.4.

1. Self-Supervised Learning 2. Graph Construction 3. Structure Prediction
0 Q 8 Q
O B O Structure Z S
X e} Q
0 o) %o
§ | — : Q (@)
\ 0 L3
Bt e
Encoder Decoder Prediction Node Classification GNN

Figure 5: Main components of the methodology.

3.1 Datasets

This section introduces four datasets used in this thesis: TableNet (subset of PartNet), CAESAR,
Table-GRAPE, and Anatomy-GRAPE. TableNet and CAESAR are used during the self-supervised
stage, while Table-GRAPE and Anatomy-GRAPE are employed during the supervised stage. TableNet
and Table-GRAPE are designed for an exploratory toy problem, helping us to validate our approach
in a simpler context. Conversely, CAESAR and Anatomy-GRAPE target the more complex challenge
of anatomical structure identification.

PartNet Ideally, we would use an open-source dataset comprising thousands of anatomically la-
beled 3D human models. While there exist decent sized datasets of human models, none contain the
labels we require. To efficiently evaluate our method’s effectiveness before undertaking the manual
annotation of such a dataset, we propose a preliminary assessment referred to as the toy problem. The
objective here is simplified: develop a method capable of predicting part labels for a systematically
structured 3D object represented as a point cloud. This adjustment allows us to leverage existing
datasets of part-labeled 3D objects, while still being extendable to our original problem of human
anatomical structure identification.

PartNet is a large-scale dataset of 3D objects annotated with fine-grained, instance-level, and hierar-
chical 3D part information [64]. With a collection of 26,671 3D models spanning 24 everyday object
categories such as tables, lamps, and vases, the PartNet dataset serves as a valuable resource for re-
search in areas like 3D part recognition, fine-grained object segmentation, and hierarchical object
segmentation.
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Figure 7: PartNet object class distribution.

Figure 6 illustrates representative samples from
four of the 24 object categories in the PartNet
dataset, where each part is distinguished by a
unique color. The complexity of objects can
vary, with some comprising as few as two or
three parts, whereas others consist of more than
200. The distribution across these 24 object
categories is depicted in Figure 7, revealing a
pronounced skewed distribution. Notably, cat-
egories such as table and lamp consist of close
to 10,000 samples, while most other categories
contain fewer than 1,500 samples. Beyond mere
part labeling, every object in the dataset also ad-

PartNet Example Objects
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Lamp

Figure 6: PartNet example objects.

heres to an expert-defined part hierarchy, an example of which is displayed in Figure 8. This hierarchy
defines the interconnection between parts and identifies combinations of parts that constitute distinct

sub-structures.

=
® .
e -,
s !
\ ' P Un
e é
P ' s

1
1/

A

// ]

L |

1

]

Figure 8: Expert-defined hierarchical template for the lamp (middle) and the instantiations for a table
lamp (left) and a ceiling lamp (right). The And-nodes are drawn in solid lines and Or-nodes in dash

lines [64].

PartNet offers a complete dataset that is well-suited for evaluating our toy problem. It provides a
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broad collection of 3D object point clouds, ideal for the self-supervised learning phase of our pipeline.
Furthermore, it includes detailed part labels necessary for training our part classifier. Finally, PartNet
provides part hierarchies, detailing the interconnection within objects that can be used as a starting
point when creating a graph dataset for the Graph Neural Network segment of our pipeline. However,
since PartNet encompasses multiple object categories, we narrow our focus to align with the ultimate
goal of anatomical structure identification, which involves a single object category—the human body.
The next paragraph will introduce TableNet, a subset of PartNet that only involves Table objects.

TableNet Ignoring male and female anatomical differences, as well as medical defects, it can be
expected that the anatomy across human individuals broadly follows the same model. Therefore, we
view the human anatomy as a singular object category, that follows the same anatomical structure
from person to person. To align the toy problem closely with the ultimate goal of anatomical struc-
ture identification, we are therefore interested in predicting parts for one object category, rather than
predicting parts across all 24 object categories provided by PartNet. This is why we create a sub-
dataset from PartNet, which requires two main steps. First, we select a preferred object category and
filter out the rest. Then, we apply filtering and cleaning to the labels, parts, and samples within this
sub-dataset. To ensure reproducibility, we will go into detail on how this sub-dataset has been created.

The first step involved selecting an appropriate

Tabletop Dropleaf object category from PartNet. As illustrated in

Keyboard Tray Surface Figure 7, among the available object categories
g Pong Nk only Table and Lamp offered a sufficient vol-
Ping Pong Table . .
Bench (}I)ongln_?clt)(l)r ume of samples. The choice ultimately favored
ool Table . .
i Bench Table due to its more consistent structural and
Circul2Sher dtem shape characteristics across samples, in contrast
Game Table to the diverse and sometimes odd designs ob-
Wheel .
Cabinet Door Surface served in the Lamp samples. In the second step,
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Vertical Divider Panel comes in the form of a point cloud, where each
" Drrawer Side point is tagged with a label indicating to which
E Pedesty Base part it belongs. This means that given a point

Runner o . . .
o Vertical Front Panel cloud consisting of 10,000 points, there will be
entral Suppor . . .
oot an equivalent number of labels. Looking at Fig-
Glass 1 1 1 1 1
ure 9, which shows the distribution of point la-
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Drawer Box bels across all table samples, it becomes clear
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Bottom Panel that this distribution is highly skewed. Further
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0K 2K 5K 7« 10k Puck” or "Foosball Rod”. Due to their atypical
Samples shapes and components, all ”Picnic Table” and

”Game Table” samples were excluded from the
Figure 9: Distribution of point labels across dataset. For the remaining samples, we only re-
TableNet. tained the 22 most common part labels, assign-
ing all other points in the “miscellaneous” label,
resulting in a total of 23 labels for the table object category. After completing these modifications
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of PartNet, we established the new dataset termed TableNet. This dataset consists of 7,670 point
clouds depicting various tables, where each individual point within a sample is categorically labeled
according to 23 unique part labels.
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Figure 10: Distribution of point labels across annotated CAESAR.

CAESAR To train and evaluate our main objective of anatomical structure identification, we require
a dataset with two key features: 1) a diverse set of realistic 3D human models comprising both male
and female samples with sufficient physiological variation, and 2) corresponding anatomical labels
that specify which locations on the 3D surface correspond to specific anatomical structures. As stated
earlier in this section, we were unable to find an open-source dataset that met both these conditions. To
overcome this, we use an unlabeled dataset of 3D human bodies called CAESAR [65], and manually
annotate a small portion to obtain the required anatomical labels. CAESAR contains 3D whole-
body scans for both men and women of various weights, between the ages of 18 and 65. We used a
publicly available version of the CEASAR dataset provided by Yang et al. [66]. This dataset contains
3000 3D human meshes, evenly split between male and female models. Each mesh is registered to
a common topology of 12,500 vertices and 25,000 facets. Since we are interested in point cloud
models, these meshes are converted to a point cloud format, with 12500 points per point cloud. One
point is sampled per vertex, meaning there is no exact common space or resolution between points.
Examples of both the raw mesh and subsequent point cloud format are provided in Figure 11. To
acquire anatomical labels, we first identified key anatomical structures that are well-suited to verify
our method. A constraint was that the task remained feasible for a single person to annotate within
a limited time frame. After consulting with two trained medical experts, one physician and one
medical professional trained in technical medicine, we obtained a set of 10 large muscular structures
and 1 small bone structure. The small bone structure was selected to test the model’s capability
of identifying smaller anatomical structures. Ideally, we would test more than one, but time and
annotation constraints prevented this. The set of selected structures is: Hamstring, Quadricep, Calve,
Gluteus, Deltoid, Bicep, Latissimus, Pectoralis, Abdomin, and Patella. Annotation of these structures
was performed in Blender [67]. Each structure was paired with a unique color code. Annotating a
mesh was found to be more straightforward than annotating a point cloud, therefore, we annotated the
mesh and then converted it to a point cloud. The annotation process followed a step-by-step method.
For each sample to be annotated:
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Load the raw mesh into blender.

N e

triangle. Points retain color information.

Annotate all 11 structures in the mesh by in-painting the location in the vertex paint mode.
Save the mesh in a PLY format to retain color information.

Convert the mesh to a point cloud using the Python trimesh library. We sample 1 point per

5. Generate a CSV file containing the integer labels of all points for the sample. The label is

assigned based on the color of the point.

a total of 80 samples were annotated, of which
40 were male and 40 female. After annotation, 5
random samples were selected and inspected by
the previously mentioned medical professionals
to check for medical and anatomical accuracy.
The annotations were deemed to be sufficiently
accurate for the purposes of this thesis.

GRAPE Graph Representation of Advanced
Part Encodings or GRAPE is a novel dataset cre-
ated for training the GNN that comprises GNN
portion of the anatomical structure identification
pipeline. GRAPE is comprised of graph-based
representations of 3D objects, where nodes are
enriched with latent representations of their cor-
responding object parts. To create this dataset,
we need three components: a default graph
structure of the 3D object, the latent representa-
tions of the parts, and the part labels for each la-
tent. We will create two versions of GRAPE, one
for our toy problem called Table-GRAPE, and
one for our main task called Anatomy-GRAPE.

Table-GRAPE builds on TableNet. Its de-
fault graph structure is a modified version of the
expert-defined table hierarchy 31 that accounts
for the modifications detailed in the paragraph
on TableNet 3.1. This modified graph is depicted
in Figure 13. A pre-trained encoder, detailed in
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Figure 12: Annotation steps for the CAESAR data.

Section 3.2, generated latent representations for table parts within the TableNet dataset. These parts
are represented by the leaf nodes of the graph. The embeddings for the non-leaf nodes are created by
averaging the embeddings of their direct children. This process is repeated iteratively, calculating the
mean embeddings at each level, continuing until the top node of the graph is reached. The part labels
from TableNet are propagated to the newly generated part latents. As each latent represents a cluster
of points from the original point cloud, a majority voting scheme is used to determine the part la-
tent label. This process results in a dataset containing graph-based representations of tables and their
parts, where each node is associated with a rich, high-dimensional feature vector that encapsulates the
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geometric and positional properties of the table part. The edges represent the spatial and hierarchical
relationships between different parts.
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Figure 13: Default table graph used to construct Table-GRAPE.

Anatomy-GRAPE builds on the annotated portion of CAESAR. This means we have 80 samples
that can be converted into a GRAPE format and used for training, validation, and testing of the GNN.
A relatively small dataset, but as the GNN does not require much data as discussed in 6 sufficient to
validate our methodology. The default graph structure for Anatomy-GRAPE is displayed in Figure
14. A notable distinction between the default graph of Anatomy-GRAPE and Table-GRAPE is the
absence of OR edges in Anatomy-GRAPE. The construction process for both graphs follows the same
methodology detailed in the preceding paragraph on Table-GRAPE. This method is explained in more
detail in Section 3.3.
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Figure 14: Default Graph used to construct Anatomy-GRAPE.

3.2 Masked Autoencoders for Point Cloud Self-supervised Learning

This section delves into the adaptation of Masked Autoencoders (MAEs) for point cloud SSL, focus-
ing on the framework proposed by Pang et al. [6], called Point-MAE. Point clouds present a unique
set of challenges due to their structural complexity. Traditional MAEs, as pioneered in the context
of image SSL [33], reconstruct highly masked input images. Point-MAE extends this idea to point
clouds, with the goal of reconstructing a point cloud from a highly masked version. However, 3D
point clouds differ significantly from 2D images. In the context of MAEs for image reconstructions,
certain aspects, such as designing a masking strategy, are fairly straightforward. Adapting such a
strategy for point clouds presents distinct challenges due to the inherent complexity of 3D spatial
relationships. Other challenges complicate the task further. One such issue is the leakage of location
information, where the positional data of masked parts is inadvertently revealed to the model, reduc-
ing the complexity of the task. Additionally, the problem of uneven information density, where some
areas of the point cloud are less densely populated with points than others, further complicates the
reconstruction task. These challenges require a modification of the standard MAE approach used in
images. In the following sections, we will go over our implementation of Point-MAE and address
these challenges

P, = kNN(c, P) T, = PomtNet(P,) T. = Encoder(T,)  H,, = Decoder(concat(T,T;,)) Py = Reshape(FC(H,,))
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Figure 15: Point-MAE Architecture.
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Point-MAE Figure 15 illustrates the high level architecture of Point-MAE. There are two main
steps: first the input point cloud is processed via a masking and embedding step, and next the masked
point patches are passed through a standard Transformer-based Autoencoder, tasked with reconstruct-
ing the masked sections. The remainder of this section will be dedicated to a detailed explanation of
each step within the Point-MAE architecture.

Point Patches Generation Patch generation is a highly crucial part of this architecture, as these
patches will serve as input tokens for our model. A naive approach would be to treat every single
point as an individual token. However, due to the quadratic complexity of the self-attention mecha-
nism in the Transformer, such an approach would be inefficient with respect to the consumption of
computational resources. In Vision Transformers (ViT) [68], the input image is divided into P regular
patches, which are then treated as the input tokens. For data with a two-dimensional geometry, this
is a very natural method of patch creation, however, a successful extension of this idea to 3D point
clouds requires some extra steps. Taking inspiration from Point-BERT [69], Point-MAE uses two
additional algorithms to construct point patches. Given a point cloud consisting of N points, we first
use Farthest Point Sampling (FPS), to identify center points in our point cloud. Subsequently, these
center points are used by the K-Nearest Neighbors (KNN) algorithm to construct clusters of points,
which will form our point patches. A high-level pseudo algorithm of FPS and KNN can be found in
Algorithm 1 and 2 respectively. Formally, given an input point cloud with p points X' € RP*3, FPS
samples n points for centers C. Based on the center points C, KNN selects k nearest neighbors from
the input for corresponding point patch P:

C=FPS(X"), CeRP3 (8)
P=KNN(X',C), PeRP* 9)

It is important to recognize that this method of patch generation has some drawbacks. Firstly, given
a sufficiently dense point cloud, this method is very likely to introduce point-overlapping patches.
Secondly, we need to manually set the number of patches (numPatches) we would like to sample,
and how many points each patch should contain (pointsPerPatch), which has a very important con-
sequence; if the ratio numPatches x pointsPerPatch : N is too low, some points may not belong to
any patch, resulting in a loss of information. For example, a 1 : 1 ratio will result in such a situation.
The creators of Point-MAE empirically found a ratio of numPatches x pointsPerPatch = 2N to be
effective. 2

Algorithm 1 Farthest Point Sampling (FPS).

1: Input: Point set P, number of points npoints
2: Output: Subset of selected points S

3: procedure FPS(P, npoints)

4: Initialize S with a random point from P

5: while |S| < npoints do

6: Find prariness € P \ S with the maximum distance to the nearest point in S
7: Add Dfarthest 10 S

8: end while

9: return S

10: end procedure

2This finding followed from personal correspondence with the creators of Point-MAE.
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Algorithm 2 K-Nearest Neighbors (KNN).

1: Input: Query point g, set of points P, number of neighbors k

2: Output: Set of k nearest neighbors of ¢ from P, denoted as Ni(q)
3: procedure KNN(q, P, k)

4: Initialize an empty priority queue Q with size k

5: for each point p € P do

6: Calculate distance d between g and p

7: Insert p into Q with priority d

8: if O size exceeds k then

9: Remove the point with the highest distance from Q
10: end if
11: end for
12: return points in Q as Ni(q)

13: end procedure

While FPS + KNN is a well-established and popular method of patch generation [6], [69], [5], voxel-
based methods present an alternative approach worth considering. This method breaks the input up
into non-overlapping voxels [70], [71]. The benefit of this approach is that it is guaranteed that every
point is part of a voxel, unlike the FPS + KNN approach, however, it also presents several unique
challenges. Firstly, a large portion of the voxels in the field of view are generally empty. Secondly, the
inherently irregular point density in most point clouds leads to voxels containing varying numbers of
points, which requires an architecture that supports variable-sized input tokens. This, in turn, requires
an architecture capable of handling input tokens of different sizes, such as the dynamic voxel feature
encoder [72]. Considering the established efficacy of the FPS + KNN method, we chose this approach
for our patch generation. However, it is essential to acknowledge the limitations of any selected
algorithm. Specifically for FPS + KNN, the choice of the ratio between numPat ches X pointsPerPatch
and N is critical, as setting this too low can result in a situation where some points may not belong to
any patches, thus losing information.

Masking Taking inspiration from BERT in language [44] and MAEs in images [33], we present a
similar masking strategy. Taking into consideration that point patches may overlap, and certain points
can be part of more than one patch we mask patches instead of individual points. This is done to
keep information complete in each point patch. This means that the masking of a shared point does
not cause an incomplete representation in any of the patches it belongs to. It has empirically been
found that very similar to image MAESs, random masking with a high masking ratio of around 60-80
percent works well [6]. The set of masked point patches is used as a ground truth when calculating

the reconstruction loss. Given a masking ratio m, we define the set of masked point patches as P, €
Rmnxkx3

Embedding For the embedding process of each masked point patch, Point-MAE employs a share-
weighted learnable mask token. This singular token representation is universally applied as a place-
holder for all masked point patches in the training batch. This design choice is grounded in both
computational efficiency and memory optimization. By using a single token representation that is
updated during training, the share-weighted masked point patch efficiently learns a high-quality, gen-
eralized representation of the missing information in a point cloud. To understand why it is possible
to share a single token over all masked patches, it is crucial to consider the processing it undergoes
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in the transformer blocks. The transformer architecture includes both a self-attention mechanism
and positional encoding, which capture the contextual information surrounding each masked patch,
allowing the model to integrate the characteristics of the local environment surrounding that point.
As the order of points within a point cloud does not carry any inherent meaning, the embedding
should follow the principle of permutation invariance, meaning that the network should produce the
same output regardless of how the input points within a patch are ordered. The ViT [68] applies a
simple linear projection of the flattened patches, however, in the case of point cloud data, this method
will fail. This is because a linear projection will involve a matrix multiplication, which inherently is
not permutation-invariant, meaning that changing the order of vectors (points in this case) in the input
will generally change the result of the multiplication. Hence, using a linear projection could result
in the model relying on the specific order of points, which would contradict the desired property.
Point-MAE therefore implements a lightweight PointNet [73]:

T, = PointNet(P,), T, RUI="nxC (10)

Here, the visible point patches P, € RUI=mnxkx3 (where 3 represents the x, y, z coordinates) are
embedded into visible tokens 7. This embedding strategy mainly consists of Multilayer Perceptrons
(MLPs) and max pooling layers. Considering the importance of the spatial position of each point
patch, we employ coordinates that have been normalized with respect to the patch center, ensuring
scale and position consistency, in addition to a global understanding of the structure. Given the
transformer-based nature of the encoder-decoder, we apply a position embedding based on previous
work [69] [5]. A patch center is mapped to an embedding dimension via a learnable MLP, note
however, that we use separate MLPs for the encoder and decoder respectively, which we will touch
on in the next paragraph.

Encoder-Decoder Point-MAE’s autoencoder backbone is based on a standard Transformer archi-
tecture, as it entirely consists of standard Transformer blocks [74]. Drawing inspiration from the MAE
[33], it adopts an asymmetric encoder-decoder design. The motivation for using an asymmetric de-
sign is multifaceted. Firstly, a simpler decoder is beneficial with respect to computational efficiency,
and since the decoder operates on a lower-dimensional latent space, it can afford to be less complex
while still achieving good performance. Secondly, while a more complex decoder can potentially
capture finer details, it also comes with a serious risk of overfitting. Adopting a lightweight decoder
is therefore more beneficial, as it reduces the risk of overfitting while also promoting the learning
of generalized features that are more useful for downstream tasks. Lastly, given that Point-MAE’s
primary objective is to learn high-quality latent representations suitable for downstream tasks, it is
the encoder that requires a higher degree of complexity in order to capture the intricate geometry of
the input data. This strategic imbalance allows Point-MAE to learn representations that are broadly
applicable.

The encoder specifically only processes visible tokens, while the mask tokens 7;, are strategically
shifted to the decoder. This shift serves a dual purpose, influencing both the downstream performance
and computational load. Firstly, shifting mask tokens to the decoder has been demonstrated to im-
prove performance on downstream tasks [6]. The reason for this improved performance comes from
the intricacies of the location information that is provided to all patches in the form of position embed-
dings. Presenting both token types to the encoder would lead to early leakage of location information,
simplifying the reconstruction task. By presenting only visible tokens to the encoder, we avoid such
leakage and also increase the difficulty of the reconstruction task, resulting in better latent features.
The second purpose of shifting the mask tokens is a decrease in computational load [6],[33]. As we
mask around 60 to 80 percent of the point cloud, shifting the mask tokens significantly reduces the
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number of input tokens to the encoder. Due to the quadratic complexity of the Transformer, this leads
to notable savings in computational resources.

To summarise, our encoder consists of standard transformer blocks, and only encodes visible tokens
T,, shifting the mask tokens as 7, to the decoder for later processing. The encoder produces encoded
tokens 7,. Position embeddings are added to every Transformer block, providing location informa-
tion based on the patch center. The decoder shares a similar architecture as the encoder, with the
main difference being that it contains fewer Transformer blocks. It takes both the encoded tokens 7,
and mask tokens 7, as input. Again, positional embeddings are added to every Transformer block,
providing location information to all tokens. The decoder outputs the decoded mask tokens H,,,
which are fed through a simple prediction had, that will be discussed in the following paragraph. The
encoded-decoder structure can formally be formulated as:

T, = Encoder(T,), T, € RU—mnxC, (11)

H,, = Decoder(concat(T,,T},)), H,, € R™*C, (12)

Prediction Head The last layer of our backbone is a simple prediction head consisting of a single
1D convolution. The prediction head projects the output of the decoder H,, to a vector, which is
subsequently reshaped to match the dimensionality of the original mask patches. This gives us the
predicted masked point patches Ppy:

Py = Reshape(FC(Hy)), Pore € R™043, (13)

Reconstruction Target The target of our reconstruction task is to recover the coordinates of every
point within a given point patch. An effective metric is required to compare the similarity between
the set of predicted points and the set of target points. This is done by creating a loss function
based on Chamfer Distance [53]. Chamfer Distance essentially looks at two sets of points. For each
point within each set, the algorithm finds the nearest neighbor in the other set and sums the squared
distances up. Given the predicted point patches Py, and ground truth Py, the reconstruction loss L is
computed as:

1 1
=—— Y minla—b|3+ - Y min |a—b|3 (14)
|Ppre‘ ae;pre be ot ‘Pgt| b;’gtaePpre

To summarize, Point-MAE consists of three main steps. In step one, centers within the point cloud
are identified via the FPS algorithm, and subsequent patches are created via the KNN algorithm.
Step two focuses on masking and embedding these patches. First, a large portion of the patches
are masked and then embedded via a lightweight embedding module to transform the patches into
a format suitable for the third and final step. The final step consists of an asymmetric autoencoder,
where the encoder takes as input the mask tokens, and visible embedded patches are passed to the
decoder. A simple prediction head aims to reconstruct the points in the masked patches. The outcome
is that after sufficient training, the model has ideally learned a very good representation of the data.
This allows us to use the pre-trained Point-MAE in the subsequent step.

The subsequent section will focus on the second step of the anatomical structure identification pipeline,
as displayed in Figure 5. In this step, the pre-trained Point-MAE model is used to create features for
the graph nodes.
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3.3 Graph Construction

The motivation for incorporating graph-based prediction into the anatomical structure identification
pipeline is twofold. Firstly, it aims to provide enhanced structural understanding through the con-
nection between nodes. The human anatomy is inherently a connected 3D structure, which can be
naturally represented as a graph. Secondly, it aims to enhance robustness and generalization. Hu-
man physiques are broadly consistent but also exhibit notable variations from person to person. The
graph provides consistency across individuals. This consistency makes the system more robust to
physiological variations and challenging conditions such as occlusion.

This section details the graph construction process and explains how point clouds are transformed
into a graph format. This graph representation of the point cloud aims to encapsulate both rich spatial
information through the features generated by the Point-MAE encoder, as well as hierarchical and
relational information through the graph structure. This graph format has been introduced in Section
3.1, and is referred to as GRAPE. Figure 16 provides a high-level overview of the main steps involved
in the graph construction process. This section will start with a high-level explanation of the graph
construction step, followed by a more formal definition.

GRAPE represents each point cloud as a hierarchical graph. The base structure of this graph must be
predefined before processing any point cloud, which allows for consistent modeling across samples
of a singular object type. The predefined graph ensures consistency across the generated samples, as
each generated graph is based on the same default graph. Not all point clouds contain every possible
part, and the relative size of a part might differ per point cloud. This results in the actual variations
between the generated graph. For example, a table point cloud may lack a drawer. In such cases,
the resulting graph will omit the corresponding nodes for the missing parts. The initial node features
of the graph are generated by a pre-trained Point-MAE encoder. This encoder is designed to create
latent representations that are consistent across corresponding structures in different instances. For
example, if the encoder processes a patch representing an elbow from various human figures, it should
produce similar latent features for each elbow patch, regardless of the specific individual.

Figure 16 illustrates a four-step process: patch generation, embedding, encoding, and graph genera-
tion. The first three steps represent a pre-trained Point-MAE configured for inference. The version of
Point-MAE used in the graph generation process has two main adjustments compared to the earlier
version of Point-MAE shown in 15. First, the masking and embedding step, now omits masking, as
we want to encode the complete sample. Second, the autoencoder now omits the decoder, as we use
the output generated by the encoder as node features. Once the encoder has generated the features T,
the hierarchical undirected graph G = (v, E,T,Y) is constructed, where:

* 7/ is the set of nodes.
* E is the set of undirected edges

e T is the node feature matrix, where each node v € ¥ has an associated feature vector #, origi-
nating from the Point-MAE encoder.

¢ Y is the label matrix.

Each feature vector ¢, represents the latent representation of a single-point patch. For each feature
vector created by the encoder, a new leaf node is generated. This maintains a consistent feature vector
sizes across nodes, which is required by the GNN. For non-leaf nodes, the feature vector is computed
as the mean of its chilldren’s feature vectors. Formally, for a non-leaf node v, its feature vector 7,

is computed as £, = €Ol Yuec(v)tu Where C (v) is the set of child nodes for v. The mean operation
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was selected as an initial aggregation method, but other methods such as max pooling or weighted
averages could potentially also be viable.

This subsection detailed how point clouds are encoded and transformed into a graph format called
GRAPE. The idea of this graph representation is to encapsulate both rich spatial information through
the features generated by the Point-MAE encoder, as well as hierarchical and relational information
of the object components through the graph structure.
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Following graph construction, we employ a GNN to leverage both the node features generated by
Point-MAE and the inter-node relationships. GNNs are uniquely suited to operate on graph-structured
data. They are able to process both the features, as well as the relational and hierarchical information
within the graph structure. In this section, we will present GRAPE-GNN, our custom GNN used for
both table part identification and anatomical structure identification.

GRAPE-GNN GRAPE-GNN is a simple and effective GNN architecture. Its simplicity is char-
acterized by its shallow design and limited set of operations. Despite its simplicity, GRAPE-GNN
demonstrates promising performance, as presented in Chapter 5. At the heart of GRAPE-GNN is
the graph transformer operator, which integrates the transformer mechanism into the GNN. Layer
normalization and dropout help to stabilize training and prevent overfitting. GRAPE-GNN is trained
to perform leaf node prediction, as the leaf nodes within the hierarchical graphs represent the actual
parts.
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Input GRAPE-GNN takes as input a complete hierarchical undirected graph G = (V,E,T,Y).
Here 7 is the set of nodes, ‘E is the set of undirected edges. T is the node feature matrix where each
node v € 1V has an associated feature vector #, that originates from the Point-MAE encoder. Lastly, Y
is the label matrix. More specifically, the node feature matrix is of the format T € RIVI*d | where d
is the dimension of each node embedding. The edge list is in the format of £ € R2%IZ|, where each
column represents an undirected edge between two nodes (v;,v;). The labels matrix is of the format

Y e RV *¢, where c is the number of classes, and y; represents the label for node v;.

Graph Transformer Graph Attention Networks (GAT) were one of the earliest attempts to incor-
porate an attention mechanism into GNNs [56]. It was quickly discovered that GATs compute a very
limited kind of attention, where the ranking of the attention scores is unconditioned on the query node.
GATV2 resolved this by introducing dynamic attention, where the attention scores are conditioned on
the query node, making it strictly more expressive than GAT [75]. More recently, there is the Graph
Transformer, which uses multi-head dot product attention, where attention coefficients are computed
via softmax applied to the dot product of transformed node features [62]. The graph transformer can
potentially be more expressive than both GAT and GATV2 due to its use of multi-head dot product at-
tention. Preliminary experiments indicated that the graph transformer was the superior option, leading
to its selection as the primary operator in GRAPE-GNN. However, these initial tests were exploratory
in nature and not conducted with the methodological rigor required for formal inclusion in this thesis.
The graph transformer operator works in the following way. For each node v € ¥/, there is an initial
node embedding ZV(O). The embeddings are then updated according to the following update rule. For
k=1,2,...,k:

6 = WitV Y o, Wotl Y (15)
UeN(v)
Here tv(k) is the embedding of node v at step k, A (v) denotes the set of neighboring nodes of v, Wy and

W, are the learnable weight matrices, and ,,, are the attention coefficients. The attention coefficients
are computed via the earlier described multi-head dot product attention, according to:

(Wst,) T (Wat,) )
Vd

Here, W3 and W, are the learnable weight matrices and d is the dimension of the embedding.

o, = softmax ( (16)

Layer Normalization and Dropout GRAPE-GNN applies Layer normalization and dropout after
each hidden transformer layer. Layer normalization ensures that the activations of each layer maintain
amean of zero and a standard deviation of one. This helps stabilize and accelerate the training process.
Layer normalization is defined as:

t/ _ tv—E[tV]

=
\/ Var[t,]| +¢ v

Here t, is the input feature vector for node v, E[r,] is the mean of the input features for node v. Var|t,]
is the variance of the input features for node v, and € is a small constant for numerical stability. 7y is
a learnable scaling parameter, and 3 is a learnable shifting parameter. Dropout is added to prevent
overfitting. During training, we randomly zeroed some of the elements of the input tensor with prob-
ability p. The zeroed elements are chosen independently for each forward call and are sampled from
a Bernoulli distribution.

+B 17)
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Node Classification The final layer of GRAPE-GNN focuses on classifying the leaf nodes of the
graph, as these represent the actual anatomical parts. Intermediate nodes in the graph are present to
provide structural and global information. A mask that filters out all non-leaf nodes is applied to each
graph before making predictions, allowing the model to focus on relevant nodes for classification.
The loss is computed via standard cross-entropy loss, taking only leaf nodes into consideration:

1
L= —" Z CrossEntropy(h,,, y,) (18)

’ {I/leaf ‘ ve ereaf

Where V), is the set of leaf nodes, h, is again the node embedding for node v and y, is the true label
of node v.

This concludes the methodology. This chapter started with an explanation of the PartNet and CAE-
SAR datasets for SSL pre-training of Point-MAE. It then explained the graph construction and GRAPE-
GNN for anatomical structure identification. The next Section will detail the experimental setup, the
main experiments conducted to validate our method, and answer the research questions posed in Sec-
tion 1.
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4 Experimental Setup

This Chapter covers a description of the experiments designed to evaluate our methodology and an-
swer the research questions. It starts with a general overview of the technological framework, fol-
lowed by a description of the data setup and an hyperparameter overview. After this, the section
continues with a description of the five main experiments, detailing their objectives, motivations, and
performance metrics used to evaluate the results.

4.1 Technological Framework

The models and experiments detailed in this thesis have been implemented in the Python program-
ming language, with small functionalities written in C++ for speed improvements. Pytorch [76]
has been used as the main deep learning framework for implementing the the models. Pytorch
Lightning [77] has been used to reduce boilerplate Pytorch code and simplify distributed training.
Weights and Biases [78] has been used for experiment tracking. All training and inference has
been done on two NVIDIA H100 pcie GPUs, which have been provided by Nedap.

4.2 Dataset Setup

As stated in Section 3.1, four datasets are used. The datasets used for SSL pre-training are TableNet
and CAESAR. Information on the data splits applied to these datasets can be seen in Table 1. The
datasets used for training of the GNN are Table-GRAPE and Anatomy-GRAPE. Information on the
data split applied to these datasets can be seen in Table 2. For all experiments, we consistently
employed an 80/15/5 split for training, validation, and testing, respectively.

Dataset Total Samples Train Samples Validation Samples Test Samples
TableNet 9906 7925 1486 495
CAESAR 3000 2400 450 150

Table 1: Dataset splits for TableNet and CAESAR.

Dataset Total Samples Train Samples Validation Samples Test Samples
Table-GRAPE 5159 3714 929 516
Anatomy-GRAPE 80 57 15 8

Table 2: Dataset splits for Table-GRAPE and Anatomy-GRAPE.

4.2.1 Hyperparameter overview

Table 3 presents the hyperparameters used for the training of Point-MAE and GRAPE-GNN. Point-
MAE utilized identical hyperparameters for both TableNet and CAESAR datasets. These parameters
were derived from the original Point-MAE implementation [6], which demonstrated good perfor-
mance in their study. For GRAPE-GNN, minor adjustments to the hyperparameters were necessary
when transitioning from Table-GRAPE to Anatomy-GRAPE training. These modifications, primar-
ily in batch size and number of classes, were implemented to accommodate the smaller scale of the
Anatomy-GRAPE dataset.
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Point-MAE Hyperparameters GRAPE-GNN Hyperparameters
Hyperparameter Value Hyperparameter Table-GRAPE Anatomy-GRAPE
Optimizer Type AdamW Optimizer Type Adam Adam
Learning Rate 0.001 Learning Rate 0.001 0.001
Weight Decay 0.05 GNN Input Channels 16 16
Scheduler Type Cosine Annealing WR | GNN Hidden Channels 64 64
Group Size 32 Number of Classes 22 12
Number of Groups 256 Heads 6 6
Loss Function I» Chamfer Distance Heads in Final Conv 4 4
Mask Ratio (%) 60 Dropout (%) 50 50
Mask Type random Depth 2
Transformer Dimension 384 Batch Size 128
Encoder Dimensions 384
Depth 22
Drop Path Rate (%) 10
Decoder Depth 4
Decoder Heads 6
Number of Points (npoints) 4096
Batch Size 128
Early Stopping False Early Stopping Patience = 8 Patience = 8

Table 3: Hyperparameter Overview for Training Point-MAE and GRAPE-GNN.

4.3 Main Experiments

We designed five main experiments to validate the proposed method and address the research ques-
tions outlined in Chapter 1. Experiment one and three focused on Point-MAE and the quality of
its learned latent representations, while experiments two, four and five examined GRAPE-GNN. All
experiments employed a training, validation, and testing split. SSL experiments utilized a cosine
annealing with warm restarts and deliberately omitted early stopping. This is because warm restarts
introduce fluctuations in the loss, where early stopping might prematurely halt training before the
model fully exploits the lower learning rates to refine the latent space. In contrast to Point-MAE, all
GRAPE-GNN experiments implemented early stopping on the validation loss with a patience of 8
epochs. The following sections provide a brief overview and motivation for each experiment.

Experiment 1: Point-MAE The first experiment was designed to validate our Point-MAE imple-
mentation. We trained Point-MAE on both TableNet and CAESAR datasets, analyzed training metrics
and visualized predictions for each. To further assess the quality of learned representations, we gen-
erated a t-SNE embedding plot of the Point-MAE embeddings for the annotated CAESAR dataset,
with points colored according to their corresponding anatomical structure. Due to time constraints
the t-SNE plot was only created for CAESAR. Additionally, due to the extremely long training times
of our Point-MAE model, which is around 3 days on a single H100 pcie GPU, it was unfeasible to
a run a k-fold cross validation experiment. Hyperparameters remained consistent across both dataset
experiments, as detailed in Table 3. This experiment was designed to address Research Question 2.
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Experiment 2: Structure Prediction The second experiment evaluated GRAPE-GNN’s structure
prediction capabilities. We conducted 5-fold cross-validation on both Table-GRAPE and Anatomy-
GRAPE datasets, generating train, validation, and test metrics, along with comprehensive classifica-
tion reports (precision, recall, and F1 scores for each class). This experiment was designed to address
Research Question 1. Additionally, two sub-experiments were also performed:

» Experiment 2a) Training Set Size Impact: We trained GRAPE-GNN on incrementally smaller
subsets (100-5%) of the Table-GRAPE dataset to assess performance relative to training data
volume. This aimed to give insight in the minimum CAESAR data annotation required for
acceptable performance.

* Experiment 2b) Structure Size vs. Performance: Using the Anatomy-GRAPE dataset, we ana-
lyzed the relationship between anatomical structure size and GRAPE-GNN performance.

Experiment 3: Node Embedding Noise The third experiment assessed the effectiveness and qual-
ity of Point-MAE embeddings as node features. We conducted 5-fold cross-validation training of
GRAPE-GNN on both Table-GRAPE and Anatomy-GRAPE datasets, systematically introducing
noise to the node embeddings. Specifically, 20, 40, 60 or 80 percent of each embedding was replaced
with random noise sampled from a standard normal distribution. This experiment was designed to
address Research Question 2.

Experiment 4: GNN vs. MLP The fourth experiment assessed the effectiveness of graph-based
structure prediction compared to direct prediction on the Point-MAE embeddings. To ensure a fair
comparison, a MLP was designed with a similar number of trainable parameters to GRAPE-GNN.
This MLP served as a baseline model, that had no access to the graph structure, unable to leverage
available connections between nodes. It is worth noting that a truly fair comparison, where both
models are of the exact same capabilities, is not feasible due to the inherent differences between
GNNs and MLPs. A 5-fold cross-validation experiment was conducted and compared against the
GRAPE-GNN results from Experiment 2. Experiment 4 was designed to address Research Question
3.

Experiment 5: Point Cloud Occlusion The fifth and final experiment aimed to asses the robustness
of GRAPE-GNN to point cloud occlusion. In this experiment, one large connected part, comprising
42% percent was removed before feeding the point cloud to the anatomical structure identification
pipeline. This aimed to simulate occlusion. A 5-fold cross-validation experiment was conducted and
the results were compared against the results from Experiment 2. This experiment was designed to
answer Research Question 1, specifically with respect to robustness.

This concludes the experimental setup. The following section will present the results for the discussed
experiments.
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5 Results

This chapter presents the results of the experiments described in Chapter 4. Each subsection corre-
sponds to a specific experiment and is divided into two parts:

1. Results for TableNet (SSL experiments) or Table-GRAPE (GNN experiments).

2. Results for CEASAR (SSL experiments) or Anatomy-GRAPE (GNN experiments).

5.1 Point-MAE SSL

This section presents the results obtained in experiment 1, which focused on training Point-MAE on
both the TableNet and CAESAR datasets. First, we present the results for Point-MAE trained on
TableNet, after that we present the results for Point-MAE trained on CAESAR.

TableNet Figure 18 presents two key metrics used to evaluate Point-MAE. Figure 18a shows the
validation loss over training epochs, and Figure 18b shows the modified coefficient of variation (M-
CV) for the set of predicted point patches, measuring how much the distances within these patches
differ from each other relative to their mean. The motivation for using this metric is that Point-MAE
tends can get stuck in local minima that result in highly similar point patches. However, for accurate
point cloud reconstruction variation across these patches is required. An increasing M-CV indicates
the model is improving this capability. Both figures contain orange indications on the x-axis. These
aim to indicate points of interest, where the loss spikes up, and the M-CV spikes down. Figure 18a
shows a validation loss curve that generally decreases and plateaus near the end. Intermittent positive
spikes are followed by sharp declines back to pre-spike levels, and a gradual decrease and eventual
stabilization. Figure 18b shows an M-CV curve that generally increases and also plateaus near the
end of training. Occasional drops in M-CV can be observed.
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Figure 18: Point-MAE results on TableNet.

Figure 19a illustrates a sample input point cloud for Point-MAE on TableNet data, depicting both
the complete and masked versions. Figure 19b demonstrates Point-MAE’s predictive capability, con-
trasting its initial and final predictions. The initial prediction shows an unstructured point distribution,
while the final prediction shows a distinct table shape. The point colors in Figures 19a and 19b are
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merely for easier depth interpretation and have no further meaning. Figure 19c, shows a top-down
view of the Table at two distinct moments, corresponding to a low and high M-CV. In this figure, each
predicted point patch is colored, such that the different patches can be distinguished. Upon closer
inspection of the enlarged sections, it can be seen that low M-CV periods are characterized by highly
similar point distributions across patches, whereas high M-CV periods show substantial inter-patch
variation.
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(a) Point-MAE input example: TableNet. (b) Point-MAE output example: TableNet.
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(c) Predicted patch variation visualized (predicted patches colored).

Figure 19: Point-MAE input/output visualized: TableNet.

CAESAR Figure 20 shows the validation loss and M-CV for Point-MAE training on the CAESAR
dataset. The validation curve in Figure 20a resembles the loss curve for TableNet, displaying a general
decrease with intermittent spikes and eventual stabilization. The M-CV curve in Figure 20b can be
seen to rise to the same level three times, where the first two are followed by a steep decline and then
a rapid recovery to a stable level. Orange indication on the x-axis can be seen in this figure as well,
indicating points of interest where spikes occur.

Figure 21a illustrates a sample input point cloud for Point-MAE on CAESAR data, depicting the
completer and masked version. Figure 21b demonstrates Point-MAE’s predictive capabilities for the
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CAESAR data, contrasting the first and last predictions. Just like for TableNet, the initial prediction
shows an unstructured cloud of points, while the final prediction shows a shape distinctly resembling

the complete input.
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Figure 20: Point-MAE results on CAESAR dataset.
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Figure 21: Point-MAE input/output visualized: CAESAR.

Figure 22 shows an embedding plot of the Point-MAE embedding for the annotated CAESAR data.
This plot is the result of a Principal Component Analysis (PCA), to reduce the embeddings to a rea-
sonable size, followed by t-distributed Stochastic Neighbor Embedding (t-SNE). Each embedding is
colored according to its label. Clear clusters can be seen for some classes, such as Calves, Hamstrings,
and Quadriceps, while other clusters such as biceps and triceps slightly overlap.
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Figure 22: t-SNE visualization of Point-MAE patch embeddings: CAESAR.

5.2 Structure Prediction

This section presents the results obtained in experiment 2, which focused on validating GRAPE-
GNN’s structure prediction capabilities on both the Table-GRAPE and Anatomy-GRAPE datasets.
First, we present the results for GRAPE-GNN trained on Table-GRAPE, after which we continue
with the results for Anatomy-GRAPE.

Balanced Accuracy
Train Validation Test
0.883 0.859 0.885

Table 4: Best performance across train, validation, and test data of GRAPE-GNN on Table-GRAPE.

Table-GRAPE Figure 23 depicts the balanced validation accuracy and validation loss for GRAPE-
GNN trained on Table-GRAPE. Balanced accuracy, defined as the mean recall across all classes, is
used to mitigate the potential bias introduced by class imbalance when inspecting the results. The
spread in both plots indicates the minimum and maximum range of the metric across the 5-fold cross-
validation experiment. From Figure 23a it can be seen that the line follows a sharp ascend towards
+ (.8 followed by a slower ascend and plateau to 0.859. This trend is stable across all five folds,
which can be seen from the narrow spread. From Figure 23b it can be seen that the loss also follows
a stable trend, similar across folds. A sharp decline is followed by a more gradual movement towards
a plateau level. Table 4 shows the best accuracies achieved during training, validation, and testing.
For a more detailed overview of GRAPE-GNN’s predictive performance, Table 5 can be consulted
for the precision, recall, and f-1 score for each class in Table-GRAPE. Additionally, the table also
includes a column for the support of each class, which is represented in percentages. The table is
ordered from high to low support. Overall good performance is observed. Notable results include
the Glass class, which demonstrates poor performance. Central Support, Runner, and Miscellaneous
demonstrate extremely high precision, recall, and f-1.
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Figure 23: GRAPE-GNN performance on Table-GRAPE.

Label Name Precision Recall F1-Score Support (%)
Board 0.86 0.97 0.91 46.1
Leg 0.95 0.98 0.97 16.96
Tabletop Connector 0.98 0.99 0.98 7.41
Glass 0.6 0.18 0.25 5.94
Bar 0.78 0.43 0.55 4.19
Bar Stretcher 0.89 0.89 0.89 3.05
Vertical Side Panel 0.82 0.73 0.77 2.15
Pedestal 0.95 0.92 0.93 1.97
Central Support 1.0 1.0 1.0 1.77
Bottom Panel 0.84 0.85 0.85 1.43
Runner 1.0 0.99 1.0 1.27
Back Panel 0.78 0.79 0.78 1.11
Shelf 0.85 0.86 0.86 1.11
Foot 0.93 0.82 0.87 0.91
Drawer Front 0.94 0.91 0.92 0.78
Circle 0.89 0.63 0.73 0.75
Miscellaneous 1.0 1.0 1.0 0.62
Vertical Front Panel 0.81 0.72 0.76 0.61
Drawer Bottom 0.9 0.96 0.93 0.55
Cabinet Door Surface 0.85 0.85 0.85 0.47
Drawer Side 0.93 0.9 0.91 0.46
Vertical Divider Panel 0.97 0.93 0.95 0.39

Table 5: GRAPE-GNN per-class performance on Table-GRAPE.

Figure 24 illustrates the results for Experiment 2a, showing the (balanced) validation accuracy and
loss when training GRAPE-GNN on 5, 10, 20, 60, 80, and 100 percent of Table-GRAPE. From
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Figure 24a it can be seen that as GRAPE-GNN is trained on smaller datasets the steepness of the
curve towards the plateau level seems to decrease. However, when interpreting this it is important
to recognize that a smaller dataset means fewer gradient steps per epoch. It can also be seen that
the spread increases as GRAPE-GNN is trained on less data. Nonetheless, the model is still able
to achieve similar performance at the end of training, with all accuracy curves converging near of
around 85%. Figure 24b displays the test accuracies for experiment 2a. A subtle but clear trend can
be observed when training on 60% or less, showing a decrease in test accuracy as the training data is
reduced. The same test set was used across all experiments.
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Figure 24: Results of training GRAPE-GNN on decreasing training set sizes of Table-GRAPE.

Anatomy-GRAPE Figure 25 presents the balanced validation accuracy, validation loss, and the
results for experiment 2b for GRAPE-GNN trained on Anatomy-GRAPE. Figure 25a shows the bal-
anced validation accuracy, which is characterized by a sharp initial increase followed by a long-tailed
progression, ending in a final accuracy of 0.987. The curve displays a narrow spread, being more
pronounced at the beginning and minimal towards the end. Figure 25b illustrates a clean loss curve
with a sharp initial decrease, stabilizing around epoch 50, and gradually plateauing with minimal
spread. Figure 25c displays a scatter plot of the per-class test accuracies. Each point represents an
individual class, with the x-axis denoting the F1 score and the y-axis indicating anatomical structure
size (proportional to support). A blue regression line with a shaded confidence interval is included.
The line reveals the positive correlation between balanced test accuracy and structure size. Notable is
that the patella, despite being the smallest structure, achieves remarkably high classification accuracy

Table 6 details the highest balanced accuracies GRAPE-GNN achieved for the training, validation,
and test sets. The model achieved a test accuracy of 0.967, close behind the training and validation
accuracies of 0.987 and 0.969 respectively. Table 7 provides a more detailed report on the per-class
accuracies. Overall high precision and recall are achieved. No class exhibits extremely low perfor-
mance, however, the Gluteus class shows remarkably high performance, achieving a precision and
recall of 1.0. The potential reason for this high performance is discussed in Section 6.2.



42

Chapter 5 RESULTS

Balanced Accuracy
Train Validation Test

0.967
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(c) Relationship between structure size and GRAPE-GNN performance: Anatomy-GRAPE.

Figure 25: GRAPE-GNN performance on Anatomy-GRAPE.
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Label Name Precision Recall F1-Score Support (%)

Quadriceps 0.984 1.000 0.992 14.840
Hamstrings 1.000 0.982 0.991 13.000
Gluteus 1.000 1.000 1.000 13.000
Lattisimus 0.912 0.925 0.918 12.640
Calve 0.995 1.000 0.997 11.450
Pectoralis 0.952 0.941 0.946 10.030
Abdominus 0.907 0.898 0.902 6.410
Deltoid 0.971 0.935 0.953 6.410
Bicep 0.952 0.920 0.936 5.160
Triceps 0.872 0.958 0.913 4.210
Patella 1.000 0.979 0.990 2.850

Table 7: GRAPE-GNN per-class performance on Anatomy-GRAPE.

5.3 Node Embedding Noise

This section presents the results obtained in experiment 3, which focused on assessing the effective-
ness and quality of Point-MAE embeddings as node features. Increasing amounts of noise were added
to the node embeddings (20, 40 60, 80) and performances were compared. We first present the results
for Table-GRAPE, followed by the results for Anatomy-GRAPE.

Table-GRAPE Figure 26 presents plots for the balanced validation accuracy, loss, and balanced test
accuracy for GRAPE-GNN trained on Table-GRAPE with noise levels ranging from O to 80 percent.
A dashed line represents the baseline performance, which corresponds to the majority class. Figure
26a shows the performance of GRAPE-GNN decreasing as noise increases. The spread of each curve
remains consistent across different noise levels. At 40% noise, the performance drops to the baseline
level. Figure 26c shows a clear and consistent increase in loss as the noise increases. Lastly, Figure
26e shows the same behavior in the test accuracy, a consistent drop in performance as the noise level
increases, dropping from around 0.885 with 0% noise, to around 0.15 with 80% noise.

Anatomy-GRAPE Figure 26 presents plots for the balanced validation accuracy, loss, and balanced
test accuracy for GRAPE-GNN trained on Anatomy-GRAPE with noise levels ranging from O to 80
percent. The curves in these Figures show similar behavior as could be seen in Table-GRAPE. Figure
26b shows a consistent drop in performance as the noise increases, as well as a less steady curve
for all experiments with noise. These also show more spread, which was less noticeable for Table-
GRAPE. Additionally, training seems to halt sooner as the noise level increases, a feature that was
also less noticeable for Table-GRAPE. Figure 26d shows the loss curves with decreasing steepness
and increasing loss as noise increases. Lastly, Figure 26d shows the same test accuracy behavior as
previously seen in the Table-GRAPE results. A consistent drop in accuracy from around 0.967 when
no noise is present, to around 0.15 at 80% noise.
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Figure 26: Effect of node embedding noise on Table-GRAPE and Anatomy-GRAPE. Top row: Bal-
anced validation accuracy. Middle row: Validation loss. Bottom row: Balanced test accuracy.
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5.4 GNN vs. MLP

This section presents the results obtained in experiment 4, which focused on accessing the effective-
ness of graph-based structure prediction compared to direct prediction on the Point-MAE embeddings.
The results from Experiment 2 were compared against the MLP that directly predicts on Point-MAE
embeddings. First, we present the results GRAPE-GNN and the MLP obtained on Table-GRAPE,
after which we continue with the results for Anatomy-GRAPE.

Table-GRAPE Figure 27 presents the balanced validation and test accuracies for GRAPE-GNN
and the MLP when trained on Table-GRAPE. Figure 27a displays the validation accuracy curves for
both models. GRAPE-GNN shows a steep initial increase, while the MLP curve flattens around epoch
15. The MLP also shows a wider spread across the five folds. Early stopping occurs at approximately
epoch 42 for MLP, while GRAPE-GNN continues until epoch 121. Figure 27b presents the test
performance of both models. It shows a notable difference in accuracy, with the black bars indicating
the range between the minimum and maximum values. This range is also notably larger for the MLP.
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Figure 27: GNN vs. MLP performance on Table-GRAPE.

Anatomy-GRAPE Figure 28 presents the balanced validation and test accuracies GRAPE-GNN
and the MLP achieved when trained on Anatomy-GRAPE, as well as the validation loss. From Figure
28a it can be seen that MLP follows a gradual but steadily increasing curve, far more stochastic
and less steep compared to the GNN. GRAPE-GNN achieves a stable performance far sooner, after
approximately 20 epochs. Looking at the MLP’s accuracy curve, it seems like there is still an upward
trend at the end of training. However, training of the MLP was halted by early stopping as the
validation loss did not improve for 8 epochs, which can be seen from Figure 28b. Figure 28c shows
that the balanced test accuracy of the MLP is also substantially lower than GRAPE-GNN, with again,
more spread.
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Figure 28: GNN vs. MLP Performance on Anatomy-GRAPE.

5.5 Point Cloud Occlusion

This section presents the results of the final experiment, which focused on assessing the robustness
of GRAPE-GNN to point cloud occlusion. The results from experiment 2 were compared against the
results for partially occluded point clouds. First, we present the results GRAPE-GNN achieved on
Table-GRAPE, after which we continue with the results for Anatomy-GRAPE.

Table-GRAPE Figure 29 presents the balanced validation and test accuracies GRAPE-GNN achieved
on the complete and occluded version of Table-GRAPE. Figure 29a shows two lines that follow a
similar trend, the orange depicts GRAPE-GNN trained on no occlusion, while the blue depicts the
occlusion case. Both cases show a similar increase at the start and a similar spread throughout. After
epoch 20, a gap of £10 percent accuracy persists. Figure 29b shows a similar gap with the occlusion
case scoring 0.78 balanced validation accuracy and the no occlusion scoring 0.88.



Chapter 5 RESULTS

47

-
o

I
®

g
o

Balanced Validation Accuracy
o
~

S
[N}

—— Occlusion
—— No Occlusion

g
=}

0 20 40 80 100 120

60
Epoch
(a) Balanced validation accuracy comparison of
GRAPE-GNN using the full (no occlusion) Table-
GRAPE vs. Table-GRAPE with 42% occluded
samples. Mean of 5-fold CV with shaded area rep-
resenting min-max range.

Complete

Condition

Occlusion

0.0 0.2 0.4 0.6 0.8 1.0
Balanced Test Accuracy

(b) Balanced test accuracy comparison of GRAPE-
GNN using the full (no occlusion) Table-GRAPE vs.
Table-GRAPE with 42% occluded samples. Mean
of 5-fold CV with black bars representing min-max
range.

Figure 29: Performance of GRAPE-GNN on complete (no occlusion) Table-GRAPE vs. 42% oc-

cluded Table-GRAPE.

Anatomy-GRAPE Figure 30 shows the balanced validation and test accuracies GRAPE-GNN
achieved on the complete and occluded version of Anatomy-GRAPE. From Figure 30a the same
blue and orange lines can be seen representing the occlusion and no occlusion (complete) case. A
distinct gap in performance can be observed. This gap far exceeds the one seen for Table-GRAPE,
with the difference being +36%. Additionally, the occlusion case also exhibits a larger spread. The
notable performance gap can also be observed in Figure 30b where the test accuracy drops from 0.95

to 0.61.
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Figure 30: Performance of GRAPE-GNN on complete (no occlusion) Anatomy-GRAPE vs. 42%

occluded Anatomy-GRAPE.
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6 Discussion

This chapter provides a detailed analysis of the results presented in Chapter 5. The discussion follows
the structure of the previous chapters, addressing masked autoencoders for point cloud self-supervised
learning and progressing to graph-based anatomical structure identification. The conclusion of this
thesis follows, bringing these previously discussed elements together, and answering the three re-
search questions. This chapter rounds off with a discussion on potential future work.

6.1 Masked Autoencoders for Point Cloud Self-supervised Learning

Point-MAE was used to learn high-quality latent representation of point cloud point patches. The
model was trained, validated, and tested on the TableNet and CAESAR datasets. The results presented
in Section 5.1 and 5.3 reveal three key findings, which will be discussed in detail below.

Key Findings The first key finding is that Point-MAE extends effectively to both the PartNet and
CAESAR datasets, as demonstrated by the loss curves in Figures 18a and 20a, as well as the clean
reconstructions visible in Figures 19b and 21b. Figures 18a and 20a display notable spikes, which
are highlighted by orange markers. These spikes are an effect of the Cosine Annealing Learning Rate
with warm restarts. The learning rate decreases and periodically spikes back up to its original level.
The increased learning rate is often immediately followed by an increased loss, which accounts for
the spikes seen in the loss curves. This technique helps the model break free from local minima. A
good example of this can be seen in Figure 20a, where the loss seems to plateau at the first and second
markers. However, due to the increased learning rate the model is able to achieve a lower loss after
the third marker.

The second key finding is the importance of inter-patch point variation. The model is quickly able
to learn the global shape of the objects, but to create high-quality reconstructions the model needs
to create variable-shaped patches. Figure 19¢ highlights this. The figure shows two top-down views
of the table, the left shows the table at a stage that is characterized by low patch variation, while the
right shows it at a high variation stage. The individual patches, consisting of 32 points each, have
been colored for easier visual discrimination. The left view shows clustered patches, which upon
inspection of the enlarged area all bear close resemblance to each other with respect to their point
distribution. Points in the right view clearly are more evenly distributed, and the enlarged area reveals
patches of different shapes. This feature is also captured in the M-CV plots in Figures 18b and 20b.
The M-CV curve in Figures 18b shows a slower and chaotic ascend compared to Figure 20b. This can
be explained by the great variability between objects in the TableNet dataset (see Figure 6), compared
to the more consistent human physiques in the CAESAR dataset (see Figure 11. Point-MAE is able
to find a high M-CV state sooner for the CAESAR dataset, as can be seen by the three quick and steep
ascends visible in Figure 20b.

The third and final key finding is that the patch embeddings generated by the trained Point-MAE
appear to capture and represent geometric features and spatial relationships of the point cloud to a
meaningful extent. The results in Figures 26e and 26f suggest that these embeddings hold useful
information. Both for Table-GRAPE and Anatomy-GRAPE, a clear and consistent drop in perfor-
mance was observed as noise was added to the embeddings. This suggests that the model effectively
utilizes the information within the embeddings, rather than relying solely on the graph structure. Fur-
thermore, Figure 22 reveals the t-SNE visualization of the Point-MAE embeddings for the annotated
CAESAR data. Each point represents a single patch embedding and is colored according to its class
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label. Distinct clusters are visible, with certain anatomical structures, such as the patella and quadri-
ceps, forming separate clusters for the left and right sides. The formation of clear clusters suggest
that the embeddings capture meaningful geometrical and spatial distinctions. However, some clus-
ters overlap, which can be partially explained by the method used to assign labels to patches. As
majority voting (across the individual points) to determine the label of a point patch, some patches
may actually belong to two classes. This can happen when anatomical structures are adjacent, such
as the deltoid or bicep. Another challenge relating to the patch embeddings is determining whether
the model relies more on geometry, positional encodings, or both. This makes it difficult to identify
which features are most critical for performance.

Implications Designing effective node embeddings for a graph can be challenging in a complex
domain. While point-clouds have been modeled as graphs before, these methods often focus on treat-
ing each individual point as a node [63, 79]. However, individual points lack geometry information,
therefore, these approaches encode this geometry information in the graph structure. In our approach
the graph structure is reserved for the representation of connections and hierarchies between anatom-
ical structures, rendering such methods less applicable. The idea of using a point cloud SSL model
like Point-MAE to generate patch embeddings as node embeddings is novel. We were unable to find
existing literature that employs a similar method. The findings from Experiments 1 and 3 suggest that
this approach is well-suited for capturing geometrically and spatially informative features of point
clouds.

Limitations It is also essential to address the limitations of the Point-MAE embedding method.
The first limitation revolves around the balance between patch size and geometry information. Larger
patches can encompass more geometric detail, but this comes at the cost of reduced granularity.
Smaller structures risk being overshadowed by larger ones. For example, if the patch size significantly
exceeds the size of a smaller structure, the larger neighboring structures will dominate the patch. As
a result, the majority voting across the points will favor these large structures when assigning patch
labels, rendering the small structure invisible and preventing it from ever being represented in the
graph.

Another challenge in the anatomical structure identification method is accounting for the depth of
structures, as many lie beneath others, deeper within the body. As a result, these structures will share
the same embedding. To address this, one could assign multiple labels to each location, incorpo-
rate some kind of depth feature to create distinct embeddings or design multiple models tailored to
progressively deeper structures.

A third limitation arises when the structure is larger than the patch size, resulting in multiple patch
embeddings representing a single structure. It might be more effective to generate a single, unified
embedding per structure. However, this approach might require significant technical effort, as de-
pending on the size of the structure, varying numbers of patches would need to be transformed into a
consistent dimensionality to meet the GNN’s requirement for uniform node embeddings.

A final limitation relates to poses, and the variability in positions humans can assume. Point-MAE,
and GRAPE-GNN subsequently, should retain performance as a person takes on different poses or
orientations. These pose variations were not addressed in this thesis. This was not addressed due to the
difficulty of obtaining high-quality point cloud datasets of humans in different poses, in combination
with time constraints.

These were the main findings, implications and limitation of the self-supervised section of our method.
The next paragraph continues with a discussion on the graph-based structure identification section of
our method.
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6.2 Graph-Based Anatomical Structure Identification

The motivation for incorporating graph-based prediction into anatomical structure identification is to
provide enhanced structural understanding through the connections between nodes, and to enhance
robustness and generalization by leveraging the consistent graph-like representation of the human
anatomy. This idea resulted in our novel method for anatomical structure identification. We were
unable to find existing literature that employs a similar method. The results in Sections 5.2, 5.4 and
5.5 reveal several key findings about our graph based structure identification method, which will be
discussed in detail below.

Key Findings The first key finding is that GRAPE-GNN shows promising structure prediction capa-
bilities, which is revealed by the results of experiment 2, detailed in Section 5.2. Figures 23a and 25a
reveal consistent performance across the 5 folds, as depicted by the minimal spread. Table-GRAPE
achieves good overall balanced accuracy, while Anatomy-GRAPE shows remarkably high perfor-
mance. This difference can be partially explained by the relative simplicity of Anatomy-GRAPE,
involving fewer classes and a more balanced distribution of samples across classes. Additionally,
the sample uniformity of Anatomy-GRAPE contrasts with the diversity found in Table-GRAPE, con-
tributing to the performance difference. Tables 5 and 7 show certain classes that achieve perfect
Fl-scores of 1.0. These cases likely reflect the GNN’s ability to exploit specific properties of the
graph structure. For example, the Gluteus class as shown in Figure 14 is the only one connected to
the Hip parent node. This topological feature likely is exploited by the GNN to achieve high accu-
racy. In the Table-GRAPE dataset, the high performance for Central Support and Runner classes, also
suggests exploitation of graph information. Figure 13 shows that Runner and Central Support always
co-occur with the Leg class (a majority class) as child nodes of Drawer Bottom or Star Leg Base. Via
message passing, the model potentially learns to leverage these specific hierarchical substructures and
co-occurrences to reinforce the identity of these classes.

The second key finding is that GRAPE-GNN is able to achieve good performance with very limited
training data. From Figure 24 it can be seen that using only 10% of the original training dataset
(2300 samples), GRAPE-GNN performance is still nearly identical to that achieved on the full train-
ing dataset. This can be explained by two factors. Firstly, the initial node embeddings are generated
by Point-MAE, which has already been trained on the full TableNet training dataset in the SSL phase.
Therefore, the initial node embeddings are already of high-quality, reducing the need to learn these
representations from scratch. Secondly, the default graph structure produces a high degree of consis-
tency across samples. Each sample is derived from the same default graph, resulting in an inherent
topological graph uniformity in the GRAPE datasets, which the model can exploit.

The third key finding suggests that the graph structure provides significant advantages, as suggested
by the results of Experiment 4. Figures 27 and 28 reveal a notable difference in performance between
GRAPE-GNN and the MLP that directly predicts on the Point-MAE embeddings. It is important to
mention again, that due to the inherent differences between MLPs and GNNS, a truly fair comparison
with respect to potential model capability is unfeasible. Nonetheless, the results provide us with
insights into the benefit of graph-based structure identification. The first distinction is the stable and
rapid increase in GRAPE-GNN’s accuracy compared to the more stochastic and gradual improvement
of the MLP. Although Figure 28a at first glance might suggest that the MLP was approaching similar
final performance, training was halted by early stopping, as the validation loss failed to decrease for
8 epochs. The loss curve in Figure 28b also indicates a plateau near the end, suggesting diminishing
returns from continued training.

The fourth key finding is that GRAPE-GNN’s robustness to point cloud occlusion differs significantly
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between Table-GRAPE and Anatomy-GRAPE. Figures 29 and 30 show the results of experiment
5. From Figure 29 it can be seen that GRAPE-GNN'’s performance drops by roughly 10 percent
when trained on occluded point clouds. A notable, but modest difference. However, in the case of
Anatomy-GRAPE, the difference in accuracy was roughly 37%. This is a significant drop, indicating
that GRAPE-GNN trained on Anatomy-GRAPE is less robust to point cloud occlusion compared to
the same model trained on Table-GRAPE. An explanation for this difference could be the fact that
both CAESAR and Anatomy-GRAPE were far smaller than their table counterparts TableNet and
Table-GRAPE. This might influence both Point-MAE and GRAPE-GNN. It could also be due to the
potentially destructive effect occlusion has on the graph. If certain structures are occluded, it might
result in disruptions to the graph topology. It could be that simply due to the design of the default
graphs Anatomy-GRAPE inherently suffers more from this than Table-GRAPE. A potential remedy
to the reduced performance is to include a masking strategy in the SSL training phase that resembles
this kind of masking. Instead of only masking random patches, sometimes large connected blocks of
patches could be occluded. Additionally, a more stable default graph structure might be explored to
guarantee a more stable topology.

The final key finding is the relation between structure size and performance. During the annotation
of CAESAR, we intentionally added a relatively small structure, the patella in this case. This was
done as a test case to determine if the model would have particular difficulty identifying smaller
structures. Figure 25c reveals a positive relationship between structure size and F1 score. However,
it’s noteworthy that while the patella is the smallest structure, it scores remarkably high, falling outside
the confidence interval in the scatter plot. There are two important considerations one needs to account
for when interpreting this plot. The first is that each patch is represented as a separate node in the
graph. As each patch is of the same size, each node represents roughly the same portion of the point
cloud. This means that from the graph perspective, each node (corresponding to part of a structure)
represents the same size, with nodes corresponding to bigger structures simply occurring more often.
Secondly, as each sample in Anatomy-GRAPE contains all eleven anatomical structures, the size
of a structure directly correlates with its representation in the dataset. This means larger structures
inherently provide more examples for the model to learn from, which logically explains the observed
positive relationship between structure size and F1 score. Despite this, the patella’s high performance
suggests that the model can effectively learn to identify even smaller structures with limited examples.
These were the five key findings relating to graph-based structure identification. We now continue
with the implications of these findings.

Implications GRAPE represents point clouds as graphs, where nodes are latent representations of
(anatomical) structures and the edges represent hierarchical and relational connections between these
structures. The results show that within the bounds of our experiments, GRAPE in combination with
our custom GRAPE-GNN, shows promising results for structure identification. We found that the
graph structure creates enhanced structural understanding, resulting in stable and consistent predic-
tive performance. Additionally, the use of a default graph allows for efficient learning and exploitation
of topological features by the model. The ability to achieve high performance with limited annotated
data, as well as its ability to identify both large and small structures suggests a useful method. Addi-
tionally, the method was shown to be relatively robust to occlusion in the case of Table-GRAPE, and
clear simple strategies are available to potentially improve this.

Limitations While the method shows promising results, there are still certain limitations and ques-
tions that need to be addressed. The first is something not yet touched upon in detail, which is
the architecture of GRAPE-GNN. The design of GRAPE-GNN was determined through an iterative
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process, drawing inspiration from PyTorch Geometric examples and informed by exploratory exper-
iments with various hyperparameters. Although these exploratory tests provided valuable insights,
they were not conducted with the rigor necessary for inclusion in this study. The current model may
therefore be far from the optimal one, and more research into the architecture is required.

A second obvious limitation is the performance on GRAPE-GNN on the occluded version of Anatomy-
GRAPE. It is highly likely that if this model was used in a real application, the input samples would
most likely often be partially occluded. It is therefore essential that the model can deal with this.
Given the relative robustness GRAPE-GNN showed to occlusion on Table-GRAPE, it was unexpected
to see the large drop in performance on Anatomy-GRAPE. Possible explanations, and solutions for
this have already been discussed in the previous paragraph. Further exploration is needed to identify
methods for increased robustness.

A third limitation is that the current method assumes near perfect point clouds. This means that this
method will require a separate data cleaning pipeline to go from raw point cloud scans, that include
noise, to clean and pre-processed data the models can accept. No experiments have been done to
investigate the effect of such noise on the model.

A fourth limitation is the lack of well-configured and standardized baselines for this problem. Ideally,
we would like to compare our model in a setting to other methods, in order to draw scientifically sound
conclusions about its relative performance and effectiveness. Without such standardized comparisons,
it’s challenging to definitively state how GRAPE-GNN stacks up against other potential approaches
for anatomical structure identification.

A final limitation is the requirement of high-quality anatomical annotations. The usefulness of the
model is entirely dependent on the quality of these annotations. Even if the model achieves high
performance, its practical value is limited if the annotations are not precise enough. Obtaining these
requires medical specialists, as well as specialized software, making the barrier to entry high.

6.3 Conclusion

This study focused on developing a method for identification of anatomical structures in three-dimensional
point cloud representations of the human body. The primary goal was to enable the accurate and ro-
bust prediction of underlying anatomical structures based on exterior surface data alone. To achieve
this, our study explored Point-MAE for point cloud SSL and GRAPE-GNN for graph-based anatom-
ical structure identification. In this section we answer the three research questions posed in Chapter

1, summarize our main contributions, and draw a final conclusion regarding our proposed method.

Research Questions This study aimed to address three primary research questions. In this para-
graph, we will restate these questions and answer them one by one, based on the experimental results
presented in Chapter 5 and our interpretation of these results detailed in Chapter 6:

Q1. Can machine learning be used for accurate and robust anatomical structure identification
in humans based on exterior surface data alone?

The results presented in Section 5.2 demonstrate that within the bounds of our experi-
ments, machine learning can effectively identify anatomical structures from exterior sur-
face data alone. GRAPE-GNN achieved good performance on both the Table-GRAPE,
but particularly high performance on the Anatomy-GRAPE datasets. Overall high pre-
cision and recall was observed. However, robustness to occlusion varied. GRAPE-GNN
showed decent robustness on the Table-GRAPE data, but a significant drop in perfor-
mance on the Anatomy-GRAPE data. Further investigation is needed to investigate and
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Q2.

Q3.

improve GRAPE-GNN’s robustness to occlusion, as well as investigate its robustness to
other factors such as point cloud noise, rotation, or pose variation. Additionally, while
good performance was observed in our experiment, it is essential to acknowledge the
complexity of the anatomical structure identification problem. Much work remains be-
fore the method can be applied in real-world applications.

Can self-supervised learning models accurately capture and represent fine-grained geo-
metric features and spatial relationships of the human body based on surface level point
cloud data?

Point-MAE has demonstrated the ability to capture meaningful geometric and spatial
information within patch embeddings. Experiment 3 revealed that these embeddings,
serving as node representations, have a large impact on the model’s performance. Fur-
thermore, the t-SNE visualisation revealed distinct clusters for different anatomical struc-
tures. Results also indicated good performance on the smaller, more fine-grained patella.
However, to conclusively evaluate the models effectiveness in capturing smaller struc-
tures, more extensive investigation is required. A critical trade-off exists between patch
size, granularity, and geometric information. Smaller patches are necessary to capture
fine details but generally contain less geometric information. This is an inherent limita-
tion of the patch based approach. Future research should be done to explore alternative
point cloud embedding methods, as well as develop more rigorous metrics for quantify-
ing geometric information within these embeddings.

Can integrating graph-based representations enhance the accuracy of the anatomical
structure identification?

The results from our experiments, particularly those detailed in Sections 5.2 and 5.4 ,
provide strong evidence that integrating graph-based representations can enhance the ac-
curacy of anatomical structure identification. GRAPE-GNN consistently outperformed
the MLP using the same Point-MAE embeddings, demonstrating both higher accuracy
and faster convergence. The graph structure allowed for the exploitation of topological
features, leading to perfect F1-scores for some classes. Our graph based approach also
resulted in a large degree of consistency across the dataset, as all samples stem from
the same default graph. This potentially reduced the need for a large graph dataset, as
revealed by experiment 2a. However, it needs to be stressed that while superior per-
formance of the graph-based approach was observed in our experiment, more rigorous
validation is needed to make conclusive statements. Furthermore, only one graph design
was explored in this study. A comprehensive evaluation of various graph architectures
and topologies is necessary to fully understand the potential of graph-based representa-
tions in anatomical structure identification.

Contributions The study provides three main contributions. The first is the GRAPE framework,
which combines SSL for point cloud data with a hierarchical graph based representation of the
anatomical structures. The second contribution is GRAPE-GNN, our custom graph neural network
for anatomical structure identification. This model, in combination with the GRAPE datasets enabled
us to leverage both spatial, as well as hierarchical and relation information, for anatomical structure
identification. The second contribution is the anatomically labelled subset of the CAESAR dataset, in
addition to the graph datasets Table-GRAPE and Anatomy-GRAPE.
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In summary, this study has demonstrated the potential of combining SSL via Point-MAE and graph-
based representations for anatomical structure identification in point cloud data. While our results
are promising, they also highlight several areas for improvement and further research, which we will
discuss in the final section on future work.

6.4 Future Work

This final section will briefly explore potential future works. During implementation and validation
of our method, we have encountered various areas of improvement. However, due to time limitation,
we could not address these in this study.

Edge Features Certain GNN architectures support edge features, an extension that our method did
not explore. Incorporating edge features could potentially improve the model’s ability to distinguish
anatomical structures, as well as capture more nuanced relationships between them. Such features
could represent information about the connection between the structures, or relative spatial orienta-
tions. Future works could explore methods of generating such features, which could entail designing
them by hand using anatomical knowledge, or deriving them from point clouds using a learning
mechanism.

Embedding Models This study exclusively used Point-MAE to generate patch embeddings, which
proved effective for the purposes of this study. However, alternative embedding models could po-
tentially improve the embedding quality, or be more suited to the physiological nature of human
point clouds. Future work should investigate other SSL approaches such as PointContrast [80] or
Point-M2AE [5]. These methods might provide alternative perspectives on feature extraction and
representation, and might better to represent anatomical structures in embedding space. Alterna-
tively, supervised models such as DGCNN [81] or PointNet++ [82] could be adapted for point cloud
embedding, leveraging transfer learning from models pre-trained on large scale point cloud datasets.
Furthermore, exploring multi-modal embedding techniques that incorporate RGB or surface normal
information could increase the robustness of the anatomical structure identification system.

Graph Designs This study used one design principle behind the graphs. The idea was to repre-
sent the anatomical parts as part of a larger hierarchical graph that aims to model how the smaller
anatomical structures constitutes to the larger human body. The hierarchical design was inspired by
the graphs from the PartNet dataset, and this representation also seemed logical for the human case.
It could prove worthwhile to explore other designs, that might capture other anatomical relationships
and spatial dependencies more informative to the GNN. Our graph also only incorporated undirected
edges, and only one edge type. This was done to simplify the initial implementation and reduce com-
putational complexity given the time constraints. However, to effectively capture the complex and
nuanced interrelations of the human anatomy and the point cloud data, exploration of more sophisti-
cated graph structures is necessary. Future work could investigate the use of directed edges, multiple
edge types, or even hypergraph representations to capture higher order relationships.

Robustness The discussion already touched on the lack of robustness to point cloud occlusion
GRAPE-GNN showed when applied to Anatomy-GRAPE. This limitation provides a clear direction
for future work. While Point-MAE currently uses random masking during training, implementing a
strategy that simulates large-scale point cloud occlusion could enhance GRAPE-GNN’s robustness to
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occlusion.Furthermore, the method should also be subjected to other challenging conditions such as
point cloud noise, rotation and pose variation. Developing methods to address these challenges would
greatly improve our methods usefulness to the real world, where input data is almost never perfect.

GNN Architectures As previously stated, GRAPE-GNN was designed through an iterative pro-
cess, drawing inspiration from various sources and informed by exploratory experiments with various
hyperparameters. Although these exploratory tests provided valuable insights during development,
they were not conducted with the rigor necessary for inclusion in our study. An exploration of various
GNN architectures, with a comprehensive approach to hyperparameter optimization could provide
deeper insights and potentially lead to more effective models. Particularly in the context of more
sophisticated graph designs that incorporate edge embeddings, multiple edge types, and hypergraphs,
it is essential to evaluate GNN operators that support these advanced features.

Multi-layer Anatomical Models The human anatomy is an intricate composition of multiple lay-
ers, consisting of muscles, bones, tendons, organs and much more. This study did not delve into the
identification of two or more structure that are located beneath or within each other. Future research
that investigates this layering could improve the methods applicability. A possible direction is to
model each layer or tissue type as in a separate graph, and perform prediction on each graph inde-
pendently to identify all structures at a specific location. Alternatively, a graph node could include
multiple labels to represent overlapping structures. However, this approach might lead to more am-
biguous nodes, as they would represent multiple structures simultaneously. Exploring these models in
future research could not only improve applicability, and representational capacity of the anatomical
structure identification method.
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Figure 31: Expert-defined part hierarchy for the table category [64].
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