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Abstract

The infrastructure is a group-like structure inside the equivalence class of the unit element of the class group
of a real quadratic number field. It induces an algorithm that can compute the regulator of the real quadratic
number field. Among other things, this thesis explores the potential of giving an Arakelov theoretical
description of the infrastructure for so-called fake real quadratic orders; a specific type of S-integers in an
imaginary quadratic number field. To see the utility of Arakelov theory, this thesis describes the Arakelov
theoretical description of the original infrastructure. Moreover, it extends Arakelov theory to S-integers. This
includes the study of the Arakelov S-class group. Two isomorphic groups are constructed, and the topology is
examined. Furthermore, two definitions for reduced Arakelov S-divisors are suggested. To support Arakelov
theory for S-integers, also Minkowski theory has been studied for these rings. Namely, this thesis shows how
non-zero fractional ideals of S-integers can be viewed as lattices in the S-Minkowski space. Furthermore,
it includes an analogue of Minkowski’s Convex Body Theorem for the S-Minkowski space. To talk about
lattices in this space, the structure of lattices in locally compact groups is examined. This includes the full
description of fundamental regions and covolumes of lattices.
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Introduction

Let K be a quadratic number field and ClK its class group. If K is imaginary, every equivalence class in ClK
contains a unique reduced integral ideal. If K is real, this is no longer the case. Then every equivalence class
in ClK contains a finite number of reduced integral ideals, called a cycle. In 1972, Daniel Shanks noted that
the cycle corresponding to the unit element of ClK attains a group-like structure (see [Sha72]). This is known
as the infrastructure of K. A possible failure of the associative law prevents the infrastructure from being
an abelian group. Using a distance formula and his Baby-Step Giant-Step Algorithm on the infrastructure,
Shanks was able to design an algorithm that can compute the regulator of the real quadratic number field.
While Shanks described this phenomenon also using binary quadratic forms, it was Hendrik Lenstra who
introduced a group on binary quadratic forms, that could be used to make Shanks’ observations precise
(see [Len82]). The ideas were generalized to any number field by Johannes Buchmann in 1990 (see [Buc90]).
Buchmann’s algorithm can compute the class group and regulator of any number field in subexponential
running time, under reasonable assumptions. Now, Shanks’ and Buchmann’s algorithms were examined using
Arakelov theory for number fields by René Schoof in 2008 (see [Sch08]).

This is one part of the historical and motivational background. On the other hand, we have the fake real
quadratic orders. To introduce them, consider the rings of S-integers. These are subrings of a number field
K defined by

OK,S := {x ∈ K : ordp(x) ≥ 0 for all p /∈ S},

for some finite set S of non-zero prime ideals of OK . Now, consider an imaginary quadratic number field of
discriminant d ∈ Z. Furthermore, take an odd prime q ∈ Z such that d is a square modulo q. Then it follows
that

qOK = qq,

for some non-zero prime ideal q ⊆ OK . If we take S = {q}, we obtain a subring of K by Od,q := OK,S . Henri
Cohen observed that these subrings behave similarly to the ring of integers of a real quadratic number field.
For that reason, Cohen called these types of S-integers fake real quadratic orders. They are studied in great
detail by Richard Micheal Oh and Hongyan Wang (see [Oh14], [Wan17]). Oh discusses the potential of an
analogue of the infrastructure for fake real quadratic orders. It was Wang that was able to describe such an
infrastructure. However, it did not lead to a faster algorithm that could compute the regulator of a fake real
quadratic order. In this case, the regulator is defined as Rd,q := log |εq|∞, where εq is the generator of the
unit group of Od,q. Equivalently, the element εq is the generator of the principal ideal qn, where n ∈ Z>0 is
the order of q in the class group of K.

The goal of this thesis is to combine these two concepts. Schoof successfully described the infrastructure
using Arakelov theory. Therefore, this might be the right setting to design the infrastructure for fake real
quadratic orders. However, this thesis does not include such a description. Instead, it gives all the ingredients
that are needed for a description. Moreover, it explains the obstacles that come along.

While Schoof describes the infrastructure using Arakelov theory, his paper mostly focuses on the Arakelov
theoretical description of Buchmann’s algorithm. Therefore, the first step is to give a full Arakelov theoretical
description of the original infrastructure that is built on the ideas of Schoof. This is given in Chapter 4 of this
thesis. It includes a short overview of Arakelov theory for any number field as described in Schoof’s paper.
Arakelov theory for number fields makes use of Arakelov divisors. They are an analogue of divisors on a
complete projective curve. Instead of points on the curve, it uses the places of the number field. One can give
an analogue of the Picard group, which is called the Arakelov class group. So-called reduced Arakelov divisors
play a major role in the description of the infrastructure. They are the analogue of reduced integral ideals.
One of the key outcomes of this chapter is the development of a reduction algorithm for Arakelov divisors in
a real quadratic number field (see Algorithm 4.3.8). Given an Arakelov divisor, it returns a reduced Arakelov
divisor that is ideal equivalent. This equivalence relationship is the same as saying that two Arakelov divisors
lie on the same connected component of the Arakelov class group. Using the ideas of the reduction algorithm,
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we can prove that any reduced Arakelov divisor induces a complete set of distinct reduced Arakelov divisors
that are ideal equivalent (see Theorem 4.3.18). This is the analogue of a cycle of the class group, which we
will call an Arakelov cycle. We describe a distance formula that gives the notion of distance between ideal
equivalent Arakelov divisors. Moreover, it recovers Lenstra’s distance formula (see Corollary 4.3.27). We
end this chapter by constructing a group-like structure on the Arakelov cycle induced by the zero Arakelov
divisor. This is the Arakelov theoretical description of the infrastructure of a real quadratic number field.
Finally, applying the ideas of the Baby-Step Giant-Step Algorithm to the infrastructure, we were able to
design an algorithm that can compute the regulator of a real quadratic number field (see Algorithm 4.3.43).

We aim to give an Arakelov theoretical description of the infrastructure for fake real quadratic orders.
Therefore, we first have to define Arakelov theory for these subrings. But, why not generalize it immediately
to any ring of S-integers of any number field? This is what happens in Chapter 5 of this thesis. We extend
the notion of Arakelov divisors to so-called Arakelov S-divisors. One can define principal Arakelov S-divisors
that depend on the elements in the number field. They form a subgroup of the group of Arakelov S-divisors.
They induce a quotient group, called the Arakelov S-class group. This is the extension of the Arakelov class
group. The main part of this chapter is spent on the analysis of this last group. We show how the group is
isomorphic to the group of metrized S-line bundles (see Theorem 5.2.18). These are projective OK,S-modules
of rank 1 with some additional structure given by a KR-metric. Moreover, we construct a group of ideal
S-lattices that is also isomorphic to the Arakelov S-class group (see Theorem 5.2.26). Ideal S-lattices are
structures that behave like fractional ideals and lattices simultaneously. Furthermore, we investigate the
topology of the Arakelov S-class group. We show how its connected components are metrizable (see Theorem
5.3.16). Lastly, we propose two generalizations of reduced Arakelov divisors. Moreover, we show how in both
cases there are only a finite number of reduced Arakelov S-divisors (see Theorem 5.4.10 and 5.4.17).

While trying to generalize reduced Arakelov divisors, some problems came into play. Reduced Arakelov
divisors depend on the notion of minimal elements in a fractional ideal. The existence of a minimal element
is guaranteed since any fractional ideal of OK forms a lattice in the Minkowski space KR := K ⊗Q R. This
was the motivation to study Minkowski theory for the rings of S-integers. We aimed to find a space where
fractional ideals of OK,S can be viewed as lattices. In contrast to the space KR, the desired space was no
longer a Euclidean space. Therefore, we could not use the classical theory of lattices in Euclidean spaces. We
had to extend the theory of lattices to locally compact groups. This is done in Chapter 2 of this thesis. While
this theory can be found in the literature, it is often incomplete. We aim to give the full theory of lattices
in locally compact groups. From the formal definition of lattices to discrete and co-compact subgroups in
abelian L-groups (see Theorem 2.6.4), from fundamental regions to its existence, and from Haar measures to
covolumes.

After the general theory of lattices in locally compact groups was examined, we could finally investigate
Minkowski theory for the rings of S-integers. This is given in Chapter 3. It starts with a short overview of
some results on S-integers that are important along the way. This includes their structure, prime ideals,
fractional ideals, and units. Then we show that any non-zero fractional ideal of OK,S can be viewed as
a lattice in the S-Minkowski space KS (see Theorem 3.4.6). This space is an extension of KR that takes
the completions of K with respect to the prime ideals (finite places) of S into account. The covolume of
a lattice corresponding to a fractional ideal can be related to the covolume of the lattice implied by OK,S

itself. Therefore, we describe a fundamental region of OK,S and compute its covolume (see Theorem 3.4.3).
Furthermore, we prove an analogue of the Heine-Borel Theorem and Minkowski’s Convex Body Theorem for
the space KS (see Theorem 3.3.12 and 3.3.23).

We start this thesis with some preliminaries in Chapter 1. They make sure that terminology and notation
are consistent throughout this thesis, and known to the reader. We end this thesis with a more specific
description of fake real quadratic orders in Chapter 6. Furthermore, we describe some ideas and obstacles of
a potential Arakelov theoretical description of the infrastructure for fake real quadratic orders.
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1 Preliminaries

In this chapter, we gave a brief overview of basic definitions and results from (algebraic) number theory,
commutative algebra, and measure theory. This ensures consistent notation and terminology throughout this
thesis. Furthermore, it gives the reader the necessary background to understand this thesis. Except for the
notation, the content of Sections 1.1, 1.2, 1.4, and 1.5 are known to those that are familiar with (algebraic)
number theory and commutative algebra. Therefore, those readers are safe to skip these sections. However,
we advise the reader to read Section 1.3, 1.7, and 1.8 as they are the motivation to study Chapter 2, 3, and 4.

Remark 1.0.1. Throughout this thesis, the Axiom of Choice is assumed to hold. ♦

1.1 Dedekind Domains

The definitions and results stated in this section are basics in (algebraic) number theory. Therefore, they can
be found in any book or lecture notes in this area. We will mostly be using the convention from [Neu99].

Throughout this section, let O be a Dedekind domain and F its field of fractions.

Definition 1.1.1. An additive subgroup J ⊆ O is called an integral ideal of O if ax ∈ J for all x ∈ J and
a ∈ O. An O-submodule I of F is called a fractional ideal of O if there exists some a ∈ O such that aI is
an integral ideal of O. The set of fractional ideals of O is denoted by IdO. A principal fractional ideal is a
fractional ideal of the form xO for some x ∈ F .

Any integral ideal is a fractional ideal but the converse is not true. The following definition will be used later
in this thesis.

Definition 1.1.2. Let I be a fractional ideal of O. An element x ∈ I is called primitive if there does not
exist an m ∈ Z>1 such that x ∈ mI.

Since O is a Dedekind domain, the set IdO forms an abelian group under multiplication. More precisely, the
unit element is given by O itself, and for any fractional ideal I of O the inverse is given by

I−1 := {x ∈ F : xI ⊆ O}. (1)

One can find this result in Proposition 3.8 of Chapter I in [Neu99]. The subset of principal fractional ideals
form a subgroup of this abelian group.

Definition 1.1.3. The quotient group of IdO by its subgroup of principal fractional ideals is called the class
group of O. Fractional ideals of O are said to be equivalent if they define the same equivalence class in the
class group of O. For I ∈ IdO we denote its equivalence class in the class group by [I].

Fractional ideals I and J of O are equivalent if there exists some x ∈ F ∗ such that I = xJ . Another
consequence of O being a Dedekind domain is that any fractional ideal of O can be uniquely written as a
finite product of non-zero prime ideals of O (see [Neu99, Corollary 3.9, Chapter I]). We denote the set of
prime ideals of O by Spec(O). So for any I ∈ IdO and non-zero prime ideal p of O there exists an np ∈ Z
such that

I =
∏

p∈Spec(O)\{(0)}

pnp . (2)

If I is an integral ideal of O, then np ∈ Z≥0 for all non-zero prime ideals p of O (see [Neu99, Theorem 3.3,
Chapter I]).

Proposition 1.1.4. Any prime ideal of O is maximal.

Proof. This is a consequence from the fact that a Dedekind domain is a domain of dimension 1 (see [AM69,
Theorem 9.3]).
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Remark 1.1.5. We denote the integer np for I, corresponding to the non-zero prime ideal p, by ordp(I). So
for any non-zero prime ideal p of O we get a group homomorphism ordp : IdO → Z. ♦

Definition 1.1.6. Let S be a finite set of non-zero prime ideals of O and I ∈ IdO. Then I is said to be
coprime to S if ordp(I) = 0 for all p ∈ S.

The analogue of this definition for the rationals numbers is saying that a rational number a
b ∈ Q is coprime

to a set S of prime numbers if p ∤ a and p ∤ b for all p ∈ S.

A consequence of the unique factorization of fractional ideals is that we can speak about division.

Definition 1.1.7. Let I, J ∈ IdO. Then I is said to divide J if J ⊆ I. If I divides J , this is denoted by I|J .

Proposition 1.1.8. Let I, J ∈ IdO.

i.) Then I|J if and only if there exists some integral ideal A of O such that IA = J .

ii.) Then I|J if and only if ordp(I) ≤ ordp(J) for all non-zero prime ideal p of O.

Proof. To show Statement (i.), assume that I|J . Then J ⊆ I, and so JI−1 ⊆ II−1 = O. Then A := JI−1 is
an integral ideal and IA = I(JI−1) = J . Conversely, suppose that there exists some integral ideal A of O
such that IA = J . Then J = IA ⊆ IO ⊆ I, and so I|J .

Now, for any non-zero prime ideal p of O, we have the group homomorphism ordp. Then IA = J if and only
if ordp(J) = ordp(IA) = ordp(I) + ordp(A) ≥ ordp(I), using the fact that A is an integral ideal. Therefore,
Statement (ii.) follows directly from Statement (i.).

Definition 1.1.9. For any integral ideal I of O, the (absolute) norm of I is defined by

NO(I) := #(O/I) ∈ Z>0 ∪ {∞}.

Proposition 1.1.10. Let I, J be integral ideals of O.

i.) Then NO(IJ) = NO(I)NO(J).

ii.) Let k ∈ Z>0. Then the number of integral ideals I of O such that NO(I) < k is finite.

This result can be found in Theorem 3.29 of [Kha22]. Due to Proposition 1.1.10 (i.), we can extend the
notion of the norm to any fractional ideal of O.

Definition 1.1.11. For any I ∈ IdO with unique factorization as in (2), we define the (absolute) norm of I
by NO(I) :=

∏
p∈Spec(O)\{(0)}NO(p)

np .

The norm defines a group homomorphism NO : IdO → Q∗.

Let L|F be a finite field extension. Moreover, we assume that this extension is separable.

Definition 1.1.12. For any x ∈ L, the trace, denoted by TrL|F (x), and norm, denoted by NL|F (x), are
respectively defined by the trace and determinant of the F -linear transformation Tx : L→ L given by y 7→ xy.

Remark 1.1.13. Notice that TrL|F (x),NL|F (x) ∈ F for all x ∈ L, since the trace and determinant of an
F -linear transformation is always in F . ♦

Let F denote an algebraic closure of F .

Definition 1.1.14. A map f : L→ F is called an F -embedding of L if it is an injective ring homomorphism
and the identity map on F ⊆ L.

The following result is Proposition 2.6 of Chapter I in [Neu99].
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Proposition 1.1.15. For any x ∈ L, one has

TrL|F (x) =
∑
σ

σ(x), NL|F (x) =
∏
σ

σ(x),

where the sum (resp. product) runs over all F -embeddings σ of L.

Until now, we have considered a Dedekind domain O and its field of fractions F . Now, suppose that L|F is a
separable finite field extension and O the integral closure of O in L. Then by Proposition 8.1 in Chapter I of
[Neu99], the ring O is also a Dedekind domain. We denote this construction of Dedekind domains by O|O.

Definition 1.1.16. The fractional ideal

CO|O := {x ∈ L : TrL|F (xO) ⊆ O}

of O is called the inverse different of O|O. Its inverse DO|O := C−1
O|O is called the different of O|O.

For any x ∈ O, one has TrL|F (x) ∈ O (see [Neu99, Page 12]). Therefore, we have O ⊆ CO|O. Consequently,
the different of O|O is an integral ideal of O. By Remark 1.1.13, we know that the image of the norm of any
element in L is in F . Therefore, the following definition makes sense.

Definition 1.1.17. For any fractional ideal I of O, the relative norm of I is defined by the fractional
ideal NO|O(I) of O generated by the images of the norm of the elements in I. More precisely, one has
NO|O(I) := {NL|F (x) : x ∈ I}O.

One can show that the relative norm is a group homomorphism NO|O : IdO → IdO (see [Sut24, Proposition
6.7]). The lecture notes [Sut24] also study some equivalent representations of the relative norm. Since we are
not interested in them, we refer to these lecture notes.

Definition 1.1.18. The fractional ideal NO|O(DO|O) of O is called the relative discriminant of O|O.

1.2 Number Fields

Like the previous section, the definitions and results stated in this section are basics in (algebraic) number
theory. We will mostly be using the convention from [Neu99].

Throughout this section, consider the field extension K|Q, that is, the field K is an (algebraic) number field.
Throughout this thesis, let the degree of K be denoted by n ∈ Z>0, unless stated otherwise. By applying
the Primitive Element Theorem, we know that there exists some γ ∈ K such that K = K0(γ) (see [Kha22,
Theorem A.28]). Let f ∈ Q[t] be the minimal polynomial of γ. One can show that deg(f) = n (see [Kha22,
Proposition A.2]). The minimal polynomial f is a product of linear polynomials over Q. Hence, there exists

γi ∈ C for all 0 ≤ i ≤ n − 1 such that f(t) =
∏n−1

i=0 (t − γi). Equivalently, the elements γi ∈ Q for integer
0 ≤ i ≤ n− 1, are all the roots of polynomial f . We denote by r1 the number of roots that are real and by r2
the number of roots that are complex. As complex roots come in pairs, with their complex conjugate, we
have n = r1 +2r2. Every root of f defines a Q-embedding into Q. Namely, we have the Q-embedding defined
by γ 7→ γi for all integers 0 ≤ i ≤ n − 1. It can be shown that these are all the Q-embeddings of K (see
[Xia16, Theorem 1, Section 1.3]). From now on, we will call a Q-embedding of K simply a field embedding of
K. It follows that the field embeddings of K are in bijection with the roots of f . Therefore, throughout this
thesis, we will refer to field embeddings of K instead of roots of the minimal polynomial f . If γi is real, the
image of K, under the corresponding field embedding, is in R. If γi is complex, this is not the case.

Definition 1.2.1. The field embeddings coming from a real (resp. complex) root are called real (resp.
complex ) field embeddings. The set of all field embeddings of the number field K is denoted by ΣK .

Remark 1.2.2. Throughout this thesis, let the complex conjugation of z ∈ C be denoted by z. Furthermore,
we denote the real part of a complex number by ℜ and the imaginary part by ℑ. Lastly, the absolute value
on C (or on R) will be denoted by |.|∞. ♦
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Just like roots, the complex field embeddings come in pairs. Namely, for any complex field embedding
σ : K → Q, we also have the complex field embedding σ : K → Q. It comes with the relation that σ(x) = σ(x)
for any x ∈ K.

Definition 1.2.3. Let σ, σ′ be two field embeddings ofK. Then σ and σ′ are called conjugate field embeddings
if σ(x) = σ′(x) for all x ∈ K. Otherwise, the field embeddings are called non-conjugate.

The following definition will be used throughout this thesis.

Definition 1.2.4. The degree of a field embedding σ ∈ ΣK is defined by

deg(σ) :=

{
1, if σ is a real field embedding,
2, if σ is a complex field embedding.

We move on to the ring of integers of K, denoted by OK . The ring OK contains all elements of K that are
roots of a monic polynomial with integer coefficients. It is known that OK is a Dedekind domain (see [Neu99,
Theorem 3.1, Chapter I]). The set of non-zero prime ideals of OK will be denoted by P0

K := Spec(OK)\{(0)}.
The group of fractional ideals will be denoted by IdK := IdOK

and the subgroup of principal fractional ideals
by PK . The class group of OK , defined in Definition 1.1.3, is denoted by ClK . The order of the class group
ClK is known to be finite and will be denoted by the hk ∈ Z>0 (see [Neu99, Theorem 6.3, Chapter I]).

Definition 1.2.5. The integer hK is called the class number of the number field K.

In the ring of integers of K, the norm of an element in OK can be related to the norm of fractional ideals.

Proposition 1.2.6. Let x ∈ K∗, then |NK|Q(x)|∞ = NOK
(xOK).

Proof. We know that NOK
: IdK → Q∗ is a group homomorphism and NK|Q(xy) = NK|Q(x)NK|Q(y) for any

x, y ∈ K. The latter is a consequence of Proposition 1.1.15. Since K is the field of fractions of OK , the result
is true if it holds for a non-zero element in OK . This was proven on page 35 in [Neu99].

The ring of integers OK is a free Z-module of rank n. Moreover, any finitely generated OK -submodule of K
is a free Z-module of rank n (see [Neu99, Proposition 2.10, Chapter I]). Let {a1, . . . , an} be any Z-basis of
OK . Furthermore, let σ1, . . . , σn denote all field embeddings of K. Then the quantity

det((σi(aj))1≤i,j≤n)
2 (3)

is independent of the choice of basis (see [Neu99, Page 15]).

Definition 1.2.7. The quantity (3) is called the (absolute) discriminant of the number field K and is denoted
by dK .

The following result relates the discriminant of K to the different of OK |Z.

Proposition 1.2.8. The absolute value of the discriminant dK of K equals NOK
(DOK |Z).

Proof. The relative discriminant NOK |Z(DOK |Z) of OK |Z equals the fractional ideal of Z generated by dK (see
[Kha22, Theorem 7.8]). Furthermore, one has NOK |Z(DOK |Z) = NOK

(DOK |Z)Z. This result is Proposition
6.11 in [Kha22]. Combining these results, we obtain that

dKZ = NOK |Z(DOK |Z) = NOK
(DOK |Z)Z.

Since Z∗ = {±1}, we obtain that ±dK = NOK
(DOK |Z), and so |dK |∞ = NOK

(DOK |Z).

Now, let O∗
K denote the group of units of OK . Let µK denote the subgroup of O∗

K containing the elements
of finite order, i.e. the roots of unity of K. By Dirichlet’s Unit Theorem, the group O∗

K is a direct product of
µK and a free abelian group of rank r1 + r2 − 1 (see [Neu99, Theorem 7.4, Chapter I]). Let {ε1, . . . , εr1+r2−1}
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be any set of generators of the free group of O∗
K . Furthermore, let σ1, . . . , σr1+r2 denote all field embeddings

of K that are pairwise distinct and non-conjugate. Then the quantity∣∣∣det ((deg(σi) log |σi(εj)|∞)1≤i,j≤r1+r2−1)
∣∣∣
∞

(4)

is independent of the choice of basis. Furthermore, note that σr1+r2 is not used in this quantity. But it turns
out that this quantity is also independent of the choice of the order of the pairwise distinct and non-conjugate
field embeddings. This is explained in Proposition 7.5 of [Neu99].

Definition 1.2.9. The quantity (4) is called the regulator of the number field K and is denoted by RK .

1.3 Infrastructure

In this section, we will look into some specific number fields.

Definition 1.3.1. An integer d ∈ Z is called a fundamental discriminant if d ̸= 1 is square-free and
d ≡ 1 mod 4, or d = 4D, where D ∈ Z is square-free and D ≡ 2, 3 mod 4.

Throughout this section, we consider the quadratic number fieldK = Q(
√
d) for some fundamental discriminant

d ∈ Z. The element
√
d has minimal polynomial t2 − d ∈ Q[t]. The roots of this polynomial are given by

√
d

and −
√
d. This implies that r1 = 2 and r2 = 0 if d > 0. Furthermore, if d < 0, we have r1 = 0 and r2 = 1.

Definition 1.3.2. If d > 0, the number field K is called a real quadratic number field. If d < 0, the number
field K is called a imaginary quadratic number field.

In the previous section, we saw that the roots of the minimal polynomial are in bijection with the field
embeddings of K. Consequently, the number field K has 2 field embeddings. One trivial field embedding
that is given by

√
d 7→

√
d and one non-trivial field embedding, denoted by σ, given by

√
d 7→ −

√
d. Using

Proposition 1.1.15, we know that the norm of x ∈ K is given by NK|Q(x) = xσ(x). Set ω = d+
√
d

2 , then the
ring of integers is given by OK = Z[ω]. Moreover, the discriminant of K equals d. These results are found in
[Coh93, Section 5.1]. For the units of OK , one has

O∗
K =


{±1} × ⟨εK⟩, if d > 0,
{±1,±ζ,±ζ2 : 1 + ζ + ζ2 = 0}, if d = −3,
{±1,±i : 1 + i2 = 0}, if d = −4,
{±1}, if d < −4,

(5)

where εK denotes a fundamental unit of OK if d > 0. One can find this result in [JW09, Section 4.3].

Remark 1.3.3. There are certain choices for the fundamental unit. Throughout this paper, we restrict to
the fundamental unit such that εK ∈ R>1. The fundamental unit is related to the fundamental solution of
the Pell equation. For more information on the fundamental solution and the fundamental unit, we refer to
[JW09]. ♦

If d > 0, the regulator of K is given by RK = log |εK |∞. We have RK = log(εK) since εK > 1. The regulator
of an imaginary quadratic number field is defined to be 1 by convention. This convention makes sure that the
Class Number Formula holds (see [Neu99, Page 467]).

Now, the infrastructure is a group-like structure inside the equivalence class of the unit element of ClK . It
induces an algorithm that computes the regulator for a real quadratic number field. In this section, we will
give a short recap of the construction of this algorithm. We use the description of this as described in [JW09].
Firstly, we focus on any quadratic number field and recall some extra results on these number fields. This
consists of some information on the ring of integers and the representation of its integral ideals. Thereafter,
we describe a reduction algorithm and explain how this can be used to study the infrastructure.

Page 11 of 145



Proposition 1.3.4. Any integral ideal I of OK can be written as

I = a

(
b

r
Z+

(
c+

√
d

r

)
Z

)
,

where a, b, c ∈ Z and

r =

{
2, if d ≡ 1 mod 4,
1, otherwise,

such that r|b and rb|d − c2. Vice versa, any such representation must be an integral ideal of OK . Such
representation is denoted by I = (a)[b, c].

This result is Equation (4.9) in [JW09].

Definition 1.3.5. An integral ideal I of OK is called primitive if it cannot be written as I = mJ for some
other integral ideal J of OK and m ∈ Z with |m|∞ > 1.

In terms of the representation of Proposition 1.3.4, this means that we can take a = 1. In this case, we write
I = [b, c].

Definition 1.3.6. An integral ideal I of OK is called reduced if it is primitive and there does not exist a
non-zero a ∈ I such that |a|∞ < NOK

(I) and |σ(a)|∞ < NOK
(I).

Example 1.3.7. We can view OK as an integral ideal. For any integral ideal J of OK and m ∈ Z with
|m|∞ > 1, the integral ideal mJ is strictly contained in OK . Thus, we see that OK is primitive. Furthermore,
we have NOK

(OK) = 1. Suppose that there exists a non-zero a ∈ OK such that |a|∞ < 1 and |σ(a)|∞ < 1.
Then using Proposition 1.1.15 and 1.2.6 we have

NOK
(aOK) = |NK|Q(a)|∞ = |aσ(a)|∞ < 1.

This contradicts the fact that NOK
(aOK) ∈ Z>0. Hence, we know that OK is also reduced. ■

Corollary 5.5.1 and Corollary 5.8.1 in [JW09] tell us that if I is a reduced integral ideal, its norm is bounded
by
√

|d|∞. Therefore, by Proposition 1.1.10 (ii.), there can only exist finitely many reduced integral ideals in
OK .

Given any fractional ideal I of OK , it is possible to find a reduced integral ideal equivalent to I.

Algorithm 1.3.8. (Reduction Algorithm for Fractional Ideals)
Input: Any fractional ideal I of OK .
Output: A reduced integral ideal J of OK such that I and J are equivalent.

i.) Compute α ∈ OK such that αI is an integral ideal of OK .

ii.) Find the integral ideal representation of Proposition 1.3.4 for αI, i.e. I = (a)[b, c] for some a, b, c ∈ Z.

iii.) If [b, c] is reduced, then return J = [b, c]. Else, set b0 := b, c0 := c, and i = 0.

iv.) Set i = i+ 1 and compute the integral ideal [bi, ci], where

si :=


⌊
ci−1

bi−1

⌉
, if d < 0,⌊

ci−1+
√
d

bi−1

⌋
, if d > 0,

ci := sibi−1 − ci−1, bi :=
d− c2i
bi−1

.

vi.) If [bi, ci] is reduced, then return J = [bi, ci]. Else, return to step (iv.).
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The algorithm is investigated in Section 5.1 of [JW09]. More explicitly, on pages 100 and 103 of that book, one
can find the reason why the algorithm terminates in a finite number of steps. One should notice that this book
uses a different representation of integral ideals. Therefore, the algorithm is a little bit different. However, by
transforming to the representation of Proposition 1.3.4, one finds Algorithm 4.3.8. The description of this
algorithm using this transformation was also used on pages 15 and 16 in [Wan17].

Algorithm 1.3.8 is not deterministic. This means that the output might differ when one uses the same input
several times. Namely, the α computed in step (i.) is not unique. Therefore, the integral αI might differ.
However, if we focus on integral ideals, we can always take α = 1 in step (i.). Hence, the algorithm is
deterministic when integral ideals are the input.

Remark 1.3.9. If d < 0, it can be proven that any equivalence class in ClK contains a unique reduced
integral ideal, up to conjugation. This result is [JW09, Theorem 5.17]. ♦

In the remainder of this section, we will restrict to d > 0. Let I = [b, c] be a primitive integral ideal in OK .
Let ρ denote the operator that sends [b, c] to I ′ := [b′, c′], where

s :=

⌊
c+

√
d

b

⌋
, c′ := sb− c, b′ :=

d− c′2

b
.

Note that this is the same as step (iv.) in Algorithm 1.3.8. Then these integral ideals are equivalent by the
relation

I ′ = ξI, ξ :=
c′ +

√
d

b
. (6)

It can be shown that if I is reduced, then so is ρ(I) (see [JW09, Theorem 5.12]). Now, we would like
to apply ρ recursively. So for any i ∈ Z>0, denote Ii := ρi(I), where ρi denote i compositions of ρ. We
use the convention that I0 := I. There exists a minimal m ∈ Z>0 such that Im = I0. Moreover, the set
{I0, I1, . . . , Im−1} is a complete set of distinct reduced integral ideals equivalent to I. This result is proven in
Section 5.3 of [JW09].

Definition 1.3.10. Let I be a reduced integral ideal of OK . The complete set of distinct reduced integral
ideals equivalent to I is called the cycle of I. The cycle of OK is called the principal cycle of K.

Consider the representation Ii = [bi, ci] for bi, ci ∈ Z for all i ∈ Z≥0. In Equation (6), we saw that Ii+1 = ξiIi,

where ξi :=
ci+1+

√
d

bi
. Set θi :=

∏i−1
j=0 ξj , then

Ii = ξi−1Ii−1 = ξi−1ξi−2Ii−2 = . . . =

i−1∏
j=0

ξj

 I0 = θiI0.

We use the convention that θ0 := 1. One can show that θm = εK (see [JW09, page 113 ].

The main discovery of Shanks was a group-like structure inside the principal cycle of K. So let I = OK .
With the same notation, we have Ii = θiI0 = θiOK . Hence, the principal cycle is given by

C := {I0, I1, . . . , Im−1} = {θ0OK , θ1OK , . . . , θm−1OK}.

Definition 1.3.11. For any i ∈ Z≥0, the distance of Ii is defined by δ(Ii) := log (θi).

The distance of Im is given by
δ(Im) = log (θm) = log(εK) = RK .

Since Im = I0, the value of δ(Im) can be seen as the ’entire distance’ of the principal cycle C. Thus, the
entire distance equals the regulator of K. Therefore, if there exists some k ∈ Z such that δ(Ii) = δ(Ij) + kRK
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for some i, j ∈ Z≥0, then Ii = Ij . Furthermore, one can show that δ(Ii) ≈ i (see [JW09, Theorem 3.17]).
It follows that RK = δ(Im) ≈ m. Hence, the regulator estimates the number of reduced integral ideals
equivalent to OK .

Take Ii, Ij in the principal cycle C. Then these integral ideals are principal, and so is their product
IiIj = θiθjOK . We can apply Algorithm 1.3.8 to this product. This gives us a reduced integral ideal
equivalent to IiIj . Consequently, this reduced integral ideal must be contained in the principle cycle. Let
Ik ∈ C be this reduced integral ideal. Because the algorithm is deterministic on integral ideals, the reduced
integral ideal Ik is uniquely determined from Ii and Ij . We define this operation by ∗ : C × C → C, i.e.
Ii ∗ Ij := Ik. Since Ik and IiIj are equivalent, there exists some θ ∈ K∗ such that Ik = θIiIj . Notice that
this θ is determined from Algorithm 1.3.8. Then we also have θkOK = θθiθjOK . Hence, there exists some
a ∈ O∗

K such that θk = aθθiθj . One can take a = ±1 such that θk = |θ|∞θiθj (see [JW09, Page 174]). Set

κ(Ii; Ij) := log |θ|∞, (7)

then

δ(Ii ∗ Ij) = δ(Ik) = log(θk) = log(xθiθj) = log(x) + log(θi) + log(θj) = κ(Ii; Ij) + δ(Ii) + δ(Ij).

It can be shown that
− log(d) < κ(Ii; Ij) < log(2) (8)

for all 0 ≤ i, j ≤ m− 1 (see [JW09, Page 175]).

Definition 1.3.12. The principal cycle C, together with the operation ∗, is called the infrastructure of K.

The operation ∗ is closed in C. Furthermore, it is also commutative since the product of ideals is commutative.
Moreover, for any I ∈ C, we have OK ∗ I = I. This follows from the fact that OKI = I and I is reduced.
Thus, we see that OK ∈ C plays the role of the unit element in C. Furthermore, it is possible to define an
inverse for any element in C. Now, for any Ii, Ij , Ik ∈ C we get

δ((Ii ∗ Ij) ∗ Ik) = δ(Ii) + δ(Ij) + δ(Ik) + κ(Ii ∗ Ij ; Ik) + κ(Ii; Ij),

and
δ(Ii ∗ (Ij ∗ Ik)) = δ(Ii) + δ(Ij) + δ(Ik) + κ(Ii; Ij ∗ Ik) + κ(Ij ; Ik).

If κ(Ii ∗ Ij ; Ik) + κ(Ii; Ij) ̸= κ(Ii; Ij ∗ Ik) + κ(Ij ; Ik), then δ((Ii ∗ Ij) ∗ Ik) ̸= δ(Ii ∗ (Ij ∗ Ik)). By injectivity of
δ on C, this would imply that (Ii ∗ Ij) ∗ Ik ≠ Ii ∗ (Ij ∗ Ik). This means that the associative law does not need
to hold for ∗. This prevents C from being an abelian group.

However, due to its group-like structure, Shanks was able to apply some ideas of his Baby-Step Giant-Step
Algorithm on C. This helped to compute the entire distance of the principal cycle, i.e. the regulator. The
Baby-Step Giant-Step Algorithm is used to compute the order of an element in a finite abelian group. For an
explanation of the Baby-Step Giant-Step Algorithm we refer to Section 5.4.1 in [Coh93]. But shortly, for
a finite abelian group G and an element g ∈ G, the baby-steps consist of multiplication (under the group
operation) by g. In the principal cycle C, this can be seen as applying the operator ρ. Furthermore, in the
cyclic group G, the giant-steps consist of multiplication by gi for some i ∈ Zi>1. This is where the operation ∗
comes into play for C. Namely, one can multiply by Ii for some i ∈ Z≥0 to take ’bigger’ steps in the principal
cycle. This can be worked out in an algorithm that computes the regulator of K.

Algorithm 1.3.13. (Infrastructure Algorithm)
Input: Any fundamental discriminant d ∈ Z>0.
Output: The regulator RK of the number field K = Q(

√
d).

i.) Baby-Steps
Set I0 := OK , and compute A := {I0, I1, . . . , Ii, Ij+1, Ij+2}, where Ik = ρk(I0) for all 0 ≤ k ≤ j + 2.

Furthermore, take j ∈ Z>0 such that δ(Ij) >
4
√
d > δ(Ij−1).
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ii.) Set i = 0 and Ji := Ij .

iii.) Giant-Steps
Set i = i+ 1 and compute Ji := Ji−1 ∗ Ij .

iv.) If Ji ∈ A, find Ik ∈ A such that Ji = Ik. Then return RK = δ(Ji)− δ(Ik). Else, return to step (iii.).

For investigation and the correctness of this algorithm we refer to Section 7.4 in [JW09]. It even gives a
more explicit description of the infrastructure. However, the results used in that book rely on the theory

of continued fractions. Namely, the principal cycle can be related to the continued fraction of (r−1)+
√
d

r .
Continued fractions are not needed in this thesis and the ideas of the infrastructure can be explained without
them. Therefore, we choose to not discuss them. For a more expansive treatment of the infrastructure we
refer to Chapter 3, 6, and Section 7.4 of [JW09].

Remark 1.3.14. After Shanks had discovered the infrastructure, Lenstra gave another way to describe
this phenomenon (see [Len82]). Lenstra used reduced binary quadratic forms of discriminant d rather than
reduced integral ideals of OK . This construction is closely related to the description of the infrastructure
using Arakelov theory. The latter will be seen in Section 4.3. That is why we do not dive into the theory
developed by Lenstra. See also Remark 4.3.5. ♦

1.4 Valuations and Absolute Values

In this section, we will introduce valuations and absolute values. This section is mostly based on the first
four sections of Chapter II in [Neu99]. However, to prevent confusion, in this book absolute values are called
valuations, and valuations are called exponential valuations.

For now, let K be any field.

Definition 1.4.1. A valuation of field K is a function v : K → R ∪ {∞} such that for all x, y ∈ K

i.) v(x) = ∞ if and only if x = 0,

ii.) v(xy) = v(x) + v(y),

iii.) v(x+ y) ≥ min{v(x), v(y)}.

An element x ∈ K is said to have valuation v(x). A valuation is called discrete if there exists some t ∈ R>0

such that v(K∗) = tZ. Moreover, a discrete valuation is normalized if t = 1.

One can always transfer a discrete valuation into a normalized one, by dividing by the element t. So we will
always assume that our discrete valuations are normalized. Let v be any valuation of field K. As shown in
Proposition 3.8 of Chapter II in [Neu99], the elements of K with a non-negative valuation form a subring of
K.

Definition 1.4.2. Let v be a valuation of field K. The set of elements of K with a non-negative valuation
is called the valuation ring of K with respect to v. If v is discrete, the valuation ring is called a discrete
valuation ring (abbreviated as DVR).

Proposition 3.8 of Chapter II in [Neu99] shows some other facts as well. The units of a valuation ring are
given by the elements of K with a zero valuation. Furthermore, the ring has a unique maximal ideal given by
the elements of K with a positive valuation. Consequently, any valuation ring is a local ring.

Remark 1.4.3. Some special properties of DVRs are listed in Proposition 9.2 in [AM69]. We list the
properties that will be important throughout this thesis.

i.) Any DVR is a principal ideal domain and therefore a Dedekind domain.
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ii.) Every non-zero fractional ideal is a power of the maximal ideal.

iii.) Let K be any field that attains a discrete valuation ring O. Then any element x of K can be written as
x = tka, for some a ∈ O∗, generator t of the maximal ideal of O (called a uniformizer of O), and k ∈ Z.

♦

Definition 1.4.4. An absolute value of field K is a function |.| : K → R such that for all x, y ∈ K

i.) |x| ≥ 0, and |x| = 0 if and only if x = 0,

ii.) |xy| = |x||y|,

iii.) |x+ y| ≤ |x|+ |y| (triangle inequality).

An absolute value is called non-Archimedean if |x+ y| ≤ max{|x|, |y|} (strong triangle inequality). Otherwise,
the absolute value is called Archimedean.

For any valuation v of K, a non-Archimedean absolute value |.| of K is created by setting |x| = r−v(x), for
some r ∈ R>1. This is a direct verification of the conditions from the definitions. For the rest of this section,
let K be a number field.

Example 1.4.5. In Remark 1.1.5, we have seen the group homomorphism ordp : IdK → Z for any p ∈ P0
K .

We can define a discrete valuation on K by setting ordp(x) := ordp(xOK) for any x ∈ K∗ and ordp(0) = ∞.
This discrete valuation is called the p-adic valuation. Since NOK

(p) ∈ R>1, we have a non-Archimedean
absolute value, which we denote by |.|p, given by |x|p = NOK

(p)− ordp(x). This is called the p-adic absolute
value.

For any field embedding σ ∈ ΣK , we can define an absolute value |x|σ := |σ(x)|∞. This defines an Archimedean
absolute value. There are only r1 + r2 such absolute values on K as |.|σ = |.|σ. ■

Due to the notion of absolute values, we can speak about convergence.

Definition 1.4.6. Let |.| be an absolute value of K. Then K is called complete with respect to the absolute
value |.|, if all Cauchy sequences in K converge.

Definition 1.4.7. Let |.| be an absolute value of K. A field L with absolute value |.|′ is called a completion
of K with respect to |.| if

i.) K is a subfield of L and the absolute value |.|′ restricted to K gives |.|,

ii.) L is complete with respect to |.|′,

iii.) K is dense in L.

Completions of K with respect to any absolute value |.| are unique up to isomorphism of fields (see [Neu99,
Section 4, Chapter II]). To find one, we can proceed as follows. Consider the ring R of all Cauchy sequences
on K, and its maximal ideal m containing all Cauchy sequences converging to zero. The absolute value |.|
can be extended to the field R/m. Namely, for any x ∈ R/m, which is represented by Cauchy sequence
(xi)i≥1, we define the absolute value of x by |x| := limi→∞ |xi|. Then the field R/m is complete with respect
to |.|. The field K can be embedded into R/m by sending every x ∈ K to the equivalence class of the Cauchy
sequence given by (x)i≥1.

Consider the absolute value |.|σ for any σ ∈ ΣK . The completion of K with respect to |.|σ is denoted by Kσ.

Theorem 1.4.8. Let σ ∈ ΣK . Then the completion Kσ is topologically isomorphic as field to R or C. Given
such an isomorphism f , one has |x|σ = |f(x)|t∞ for all x ∈ Kσ, and some t ∈ (0, 1]. More precisely, the
completion is isomorphic to R if σ is a real field embedding. Otherwise, the completion is isomorphic to C.
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Proof. Since |.|σ is an Archimedean absolute value, Ostrowski’s Theorem tells that Kσ is isomorphic to either
R or C (see [Neu99, Theorem 4.2, Chapter II]). Moreover, the theorem tells us that given such isomorphism
f , one has |x|σ = |f(x)|t∞ for all x ∈ Kσ, and some t ∈ (0, 1]. Suppose that σ corresponds to a real field
embedding of K. We know that σ induces an isomorphism between K and a subfield L of R. Since σ is a
field embedding, it fixes Q. Hence, we know that L contains the subfield Q. Moreover, the absolute value
|.|σ on K is transferred to the absolute value |.|∞ on L. Since R is the completion of Q with respect to |.|∞,
and Q ⊆ L ⊆ R, the completion of L with respect to |.|∞ must be R. Then the completion Kσ must be
isomorphic to R. If σ corresponds to a complex field embedding, then σ induces an isomorphism between K
and a subfield of C containing a non-real number. It follows that the completion of this subfield cannot equal
R. By Ostrowski’s Theorem, it must be isomorphic to C. Consequently, the completion Kσ is isomorphic to
C.

Now, consider the absolute value |.|p for any p ∈ P0
K . The completion of K with respect to |.|p is denoted

by Kp. We can also extend the discrete valuation ordp from K to Kp. Namely, for any x ∈ Kp, which is
represented by Cauchy sequence (xi)i≥1, we define the valuation of x by v(x) := limi→∞ v(xi). By verifying
the conditions of Definition 1.4.1, we get a discrete valuation on Kp. The DVR of K with respect to ordp is
given by

OK,p := {x ∈ K : ordp(x) ≥ 0}, (9)

and has unique maximal ideal mK,p := {x ∈ K : ordp(x) > 0}. The ring OK,p is also known as the localization
of OK with respect to p. Now, the DVR of Kp with respect to ordp is given by

Op := {x ∈ Kp : ordp(x) ≥ 0},

and has unique maximal ideal mp := {x ∈ Kp : ordp(x) > 0}. By Remark 1.4.3, we know that OK,p and Op

are Dedekind domains. So we can use the norm that we saw in Definition 1.1.11.

Lemma 1.4.9. For any k ∈ Z>0 one has

OK/p
k ∼= OK,p/m

k
K,p

∼= Op/m
k
p.

Consequently, one has NOK
(pk) = NOK,p

(mk
K,p) = NOp

(mk
p).

This result is a combined consequence of Corollary 11.2 of Chapter I and Proposition 4.3 of Chapter II in
[Neu99].

Take any p ∈ P0
K . It follows directly from the definition of a prime ideal that p ∩ Z is a prime ideal of Z.

Hence, there exists a prime number p such that pZ = p ∩ Z. So we have the p-adic absolute value for K
and the p-adic absolute value for Q. One can show that the completion Kp of K with respect to the p-adic
absolute value is a field extension of Qp, the completion of Q with respect to the p-adic absolute value. This
fact is proven in a more general setting in Section 8 of Chapter II in [Neu99]. Moreover, by Proposition 5.2 in
Chapter II of [Neu99] this extension is finite. Since the characteristic of Qp equals zero, it is even a separable
finite field extension. Now, the DVR Op is the integral closure of Zp (the DVR of Qp with respect to ordp)
in Kp. This fact is proven inside the proof of Theorem 4.8 in Chapter II in [Neu99]. Moreover, the field of
fractions of Op (resp. Zp) equals Kp (resp. Qp).

So in summary, we have the Dedekind domain Zp with its field of fractions Qp. Moreover, we have a finite
separable field extension Kp|Qp, with the integral closure Op of Zp in Kp. Thus, by the construction of the
different in Definition 1.1.16, we can speak of the different of Op|Zp for any p ∈ P0

K .

Proposition 1.4.10. For any number field K, one has |dK |∞ =
∏

p∈P0
K
NOp

(DOp|Zp
).

Proof. In Proposition 1.2.8, we saw that |dK |∞ = NOK
(DOK |Z). Corollary 2.3 in Chapter III of [Neu99]

states that
DOK |Z =

∏
p∈P0

K

(DOp|Zp
∩ OK).
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Hence, we obtain that

|dK |∞ = NOK

 ∏
p∈P0

K

(DOp|Zp
∩ OK)

 =
∏

p∈P0
K

NOK
(DOp|Zp

∩ OK),

using that NOK
is a group homomorphism. So it remains to show that NOK

(DOp|Zp
∩ OK) = NOp

(DOp|Zp
)

for any p ∈ P0
K . By definition of the different, we have that DOp|Zp

is an integral ideal of Op. Thus, by

Remark 1.4.3, we know that there exists some k ∈ Z≥0 such that DOp|Zp
= mk

p. By definition, we have

mk
p = {x ∈ Kp : ordp(x) ≥ k}.

Then
mk

p ∩ OK = {x ∈ OK : ordp(x) ≥ k} = pk.

So we see that

NOK
(DOp|Zp

∩ OK) = NOK
(mk

p ∩ OK) = NOK
(pk) = NOp

(mk
p) = NOp

(DOp|Zp
),

where we made use of Lemma 1.4.9.

1.5 Places of Number Fields

This section builds on the previous section. Throughout this section let K be a number field.

Let |.| be an absolute value of K. Then |.| determines a metric of K by d(x, y) := |x − y|. This metric
determines a topology on K.

Definition 1.5.1. Two absolute values of K are called equivalent when they define the same topology on K.

It can be shown that two absolute values |.|1 and |.|2 of K are equivalent if and only if there exists some
t ∈ R≥0 such that |x|1 = |x|t2 for all x ∈ K (see [Neu99, Proposition 3.3, Chapter II]). It follows that an
Archimedean absolute value cannot be equivalent to a non-Archimedean absolute value, and vice versa.

Definition 1.5.2. A place for K is a class of equivalent absolute values. Equivalence classes of non-
Archimedean absolute values are called finite places, and equivalence classes of Archimedean absolute values
are infinite places. The set of all places of K is denoted by VK .

These places can be related to the absolute values that we have seen in Example 1.4.5. The following result
is given by Theorem 3.3 in [Con24c].

Theorem 1.5.3. Each non-Archimedean absolute value of K is equivalent to a p-adic absolute value for a
unique non-zero prime ideal p in OK . Each Archimedean absolute value of K is equivalent to an absolute
value induced from a real or complex field embedding of K.

It follows from uniqueness that the finite places are in bijection with the non-zero prime ideals of OK .
Therefore, we will use finite places and non-zero prime ideals of OK interchangeably. Moreover, the set of
non-zero prime ideals of OK and the set of finite places of K are both denoted by P0

K . For any x ∈ K, we
have |x|σ = |x|σ for some complex field embedding σ ∈ ΣK . Therefore, a complex pair of field embeddings
defines the same infinite place. Furthermore, non-conjugate field embeddings define non-equivalent absolute
values. Hence, we see that the infinite places are in bijection with the field embeddings of K that are pairwise
distinct and non-conjugate. Consequently, we have in total r1 + r2 infinite places. Because of this bijection,
we will use infinite places and field embeddings of K interchangeably. The set of infinite places will be denoted
by Σ∞

K . Set theoretically we have
VK = P0

K ∪ Σ∞
K .
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Whenever we take an arbitrary place from VK , we will denote this by ν. Moreover, it makes sense to talk
about |.|ν , using the absolute value we have seen in Example 1.4.5. If we specifically talk about finite places,
we will denote a place by p. If we specifically talk about infinite places, we will denote a place by σ.

There is an interesting result relating the roots of unity with the absolute values corresponding to the infinite
places of K. This result is stated in [Xia16, Corollary 1, Section 6.5].

Proposition 1.5.4. Let a ∈ O∗
K . Then a ∈ µK if and only if |a|σ = 1 for all σ ∈ Σ∞

K .

Definition 1.5.5. For any ν ∈ VK , the function ∥.∥ν : Kν → R defined by

∥x∥ν :=

{
|x|ν , if ν is finite or corresponds to a real field embedding of K,
|x|2ν , if ν corresponds to a complex field embedding of K,

is called the normalized absolute value.

So the only difference between normalized absolute values and the absolute values we have seen in Example
1.4.5, is that we take the square if ν corresponds to a complex field embedding of K. In this case, the
normalized absolute value ∥.∥ν is not an absolute value as defined in Definition 1.4.4. Namely, it fails to
satisfy the triangle inequality. We will see that for notation it is sufficiently great to make this distinction.
The importance of considering places is seen through Proposition 1.3 of Chapter III in [Neu99].

Theorem 1.5.6 (Product Formula). Let x ∈ K∗. Then ∥x∥ν = 1 for almost all ν ∈ VK and
∏

ν∈VK
∥x∥ν = 1.

1.6 Measure Theory

Throughout this thesis, we will need some measure theory. In this section, we will recall the basics of measure
theory. We want to keep it as short as possible but still include all theory needed throughout this thesis.
Someone familiar with measure theory is safe to skip this section. This section is based on [Coh13] and
[Bog07].

Throughout this thesis, let
⊔

denote the disjoint union. Let us now recall the most important structures in
measure theory.

Definition 1.6.1. Let A be any set. A collection A of subsets of A is called a σ-algebra on A if

i.) A ∈ A,

ii.) if A ∈ A, then Ac := A\A ∈ A,

iii.) if Ai ∈ A for all i ∈ Z>0, then
⋃

i≥1Ai ∈ A.

The elements of A are called measurable sets.

Definition 1.6.2. Let A be a σ-algebra on set A. A function µ : A → [0,∞] is called a measure on A if

i.) µ(∅) = 0,

ii.) µ
(⊔

i≥1Ai

)
=
∑

i≥1 µ(Ai) (countable additive).

An element A ∈ A is said to have measure µ(A). The measure µ is called finite if µ(A) <∞. If there exist
measurable sets Ai such that A =

⋃
i≥1Ai and µ(Ai) <∞ for all i ∈ Z>0, then µ is called σ-finite.

Definition 1.6.3. A triple (A,A, µ) is called a measure space if A is a σ-algebra on set A and µ is a measure
on A. If µ is σ-finite, then the measure space is called σ-finite.

The following result will be used several times throughout this thesis.
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Proposition 1.6.4. Let (A,A, µ) be a measure space. Let A,B ∈ A such that A ⊆ B, then µ(A) ≤ µ(B).
Moreover, if µ(A) <∞, then µ(B\A) = µ(B)− µ(A).

For a proof of this result see the proof of Proposition 1.2.2 in [Coh13].

Let A be any set. One can show that the intersection of any collection of σ-algebras on A forms a σ-algebra
on A itself. Consequently, for any collection E of subsets of A, there exists a smallest (with respect to the
inclusion of sets) σ-algebra containing E . The proof of these results can be found in the proofs of [Coh13,
Proposition 1.1.2 and Corollary 1.1.3].

Definition 1.6.5. Let E be a collection of subsets of set A. The smallest σ-algebra containing E is called the
σ-algebra generated by E and is denoted by σ(E).

We use the notion of generating σ-algebras in a special case.

Definition 1.6.6. Let X be a topological space, and E be the collection of open sets with respect to the
topology. Then the σ-algebra generated by E is called the Borel σ-algebra on X and is denoted by B(X).
The elements of B(X) are called Borel measurable sets. Furthermore, any measure on B(X) is called a Borel
measure on B(X).

Proposition 1.6.7. Let X be a Hausdorff topological space. Then any compact subset of X is a Borel
measurable set.

Proof. Let C ⊆ X be a compact subset. Since X is Hausdorff, we know that C must be closed (see [Sin19,
Theorem 5.1.8]). Therefore, we know that Cc is open, and so Cc ∈ B(X). Since B(X) is a σ-algebra, we have
C = (Cc)c ∈ B(X).

Definition 1.6.8. Let X be a Hausdorff topological space and µ : B(X) → [0,∞] a Borel measure on B(X).
Then µ is called a regular Borel measure on B(X) if

i.) µ(A) <∞ for all compact A ∈ B(X),

ii.) µ(A) = inf{µ(B) : A ⊆ B,B open} for all A ∈ B(X),

iii.) µ(A) = sup{µ(B) : B ⊆ A,B compact}, for all open sets A ⊆ X.

Remark 1.6.9. If we have everything the same as in Definition 1.6.8, but we require that the third condition
holds for all Borel measurable sets, the measure is called a Radon measure. So any Radon measure is a regular
Borel measure. However, it has to be said that sometimes this distinction between Radon measures and
regular Borel measures fades away in the literature. This is due to its small difference in conditions, which in
certain cases are equivalent. Therefore, in some literature, regular Borel measures are called Radon measures
and vice versa. So to make things precise in this thesis, we will work with the convention as described in
Section 7.2 of [Coh13]. So we only work with regular Borel measures as defined in Definition 1.6.8. We will
ignore the notion of Radon measures. ♦

Example 1.6.10. Consider Rm for some m ∈ Z>0. We endow Rm with the Euclidean topology. The
σ-algebra B(Rm) admits a special measure, called the Lebesgue measure. This measure is constructed as
follows. We define an m-dimensional interval to be an open and bounded set B ⊆ Rm of the form

B = I1 × . . .× Im,

for some interval Ii in R for 1 ≤ i ≤ m. The volume of an m-dimensional interval B is the product of the
lengths of the interval Ii for 1 ≤ i ≤ m and is denoted by vol(B). For any A ∈ B(Rm), let CA denote all
sequences (Bi)i≥1 of m-dimensional intervals such that A ⊆

⋃
i≥1Bi. Then the Lebesgue measure, denoted

by µm, is given by

µm(A) := inf

∑
i≥1

vol(Bi) : (Bi)i≥1 ∈ CA

 .
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Now, the Lebesgue measure is a regular Borel measure on B(R). Namely, the measure µm is finite on compact
sets by construction. Furthermore, Proposition 1.4.1 of [Coh13] proves condition (ii.) and (iii.) of Definition
1.6.8. ■

Proposition 1.6.11. Let T : Rm → Rm be a linear transformation. Then for any A ∈ B(Rm) the set T (A)
is Borel measurable. Moreover, the equality µm(T (A)) = |det(T )|∞µm(A) holds.

This result can be found in [Bog07, Corollary 3.6.4].

Enough on the Lebesgue measure. For the rest of this section, let (Ai,Ai, µi) be a measure space for i = 1, 2.
Furthermore, we endow R with the Euclidean topology and let R denote the extended real line, i.e. the real
line together with ±∞.

Definition 1.6.12. A map f : A1 → A2 is called (A1,A2)-measurable if f−1(A) ∈ A1 for all A ∈ A2.
Moreover, a function g : A1 → R is called A1-measurable if f−1(A) ∈ A1 for all A ∈ B(R).

Proposition 1.6.13. Let A2 be the σ-algebra generated by E . Then f : A1 → A2 is (A1,A2)-measurable if
f−1(E) ∈ A1 for all E ∈ E .

This result is Proposition 2.6.2 of [Coh13].

Definition 1.6.14. Let f : A1 → R be an A1-measurable function. The integral of f over A1 with respect to
µ is formally defined by ∫

A1

f(a)µ(da).

Whenever this integral is finite, the function f is called integrable with respect to µ.

The definition and construction of this integral relies on simple and non-negative functions. Because this is
quite expensive to write down, we refer to Section 2.3 of [Coh13]. Next, we look at the Change of Variables
analogue for these measure integrals.

Theorem 1.6.15. Let f : A1 → A2 be an (A1,A2)-measurable map, and g : A2 → R an A2-measurable
function. Suppose that µ1 is non-zero. Then f∗µ1 := µ1 ◦ f−1 is a measure on A2. Furthermore, the function
g ◦ f is integrable with respect to µ1 if and only if g is integrable with respect to f∗µ1. Moreover, one has∫

A2

g(b)(f∗µ1)(db) =

∫
A1

g(f(a))µ1(da).

Proof. See the proof of Theorem 3.6.1 in [Bog07].

Suppose that (Ai,Ai, µi) are σ-finite measure spaces for i = 1, 2. Then there is a way to create a σ-algebra
on the Cartesian product A1 × A2.

Definition 1.6.16. The σ-algebra on A1 × A2, generated by E := {A1 × A2|A1 ∈ A1, A2 ∈ A2}, is called
the product σ-algebra on A1 and A2 and is denoted by A1 ⊗A2.

We have σ(E) = A1 ⊗A2. Now, let A be a subset of A1 × A2. For a ∈ A1 we define

Aa := {b ∈ A2 : (a, b) ∈ A}. (10)

Similarly, for b ∈ A2 we define
Ab := {a ∈ A1 : (a, b) ∈ A}.

Proposition 1.6.17. For all a ∈ A1 one has Aa ∈ A2, and the function a 7→ µ2(Aa) is A1-measurable.
Likewise, for all b ∈ A2 one has Ab ∈ A1 and the function b 7→ µ1(A

b) is A2-measurable.
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These results can be found in Lemma 5.1.2 and Proposition 5.1.3 of [Coh13]. Now, as stated in Theorem
5.1.4 in [Coh13], there is a unique measure on A1 ⊗A2, denoted by µ1 ⊗ µ2, that satisfies

(µ1 ⊗ µ2)(A1 ×A2) = µ1(A1)µ2(A2),

for any A1 ∈ A1 and A2 ∈ A2. For any set A ∈ A1 ⊗A2 the measure is given by

(µ1 ⊗ µ2)(A) =

∫
A1

µ2(Aa)µ1(da) =

∫
A2

µ1(A
b)µ2(db). (11)

Definition 1.6.18. The unique measure µ1 ⊗ µ2 is called the product measure of µ1 and µ2.

Definition 1.6.19. The measure space (A1 × A2,A1 ⊗A2, µ1 ⊗ µ2) is called the product measure space of
(A1,A1, µ1) and (A2,A2, µ2).

1.7 Classical Theory of Lattices

In this section, we will introduce lattices in Euclidean spaces and see Minkowski’s Convex Body Theorem.
This section is based on Section 4 of Chapter I in [Neu99].

Let V be a Euclidean space, that is, a finite-dimensional R-vector space equipped with a positive definite,
symmetric, and bilinear map, i.e. an inner product. Throughout this section we set dimR V = m, and denote
the inner product by ⟨·, ·⟩ : V × V → R. We endow V with the topology induced from the inner product.
Therefore, the space V induces the Borel σ-algebra B(V ).

Definition 1.7.1. A lattice in V is a subgroup of the form

Γ = u1Z+ . . .+ ukZ,

for linearly independent vectors u1, . . . , uk ∈ V . Whenever k equals m, the lattice Γ is called complete.

Remark 1.7.2. A subgroup Γ in V is a lattice if and only if Γ is discrete. That is to say that for all u ∈ Γ
there exists some open set A in V such that u ∈ A and Γ ∩A = {u} (see [Neu99, Proposition 4.2, Chapter
I]). We will see a generalization of this notion in Definition 2.3.1. ♦

Let Γ be a lattice in V . Consider the quotient group V/Γ. We endow this space with the quotient topology
(see [Sin19, Definition 6.1.1]).

Proposition 1.7.3. Let Γ be a lattice in V . Then the following statements are equivalent.

i.) Γ is complete.

ii.) There exists a bounded subset B ⊆ V such that V =
⋃

u∈Γ(u+B).

iii.) V/Γ is compact with respect to the quotient topology.

Proof. The fact that Statement (i.) is equivalent to Statement (ii.) is given by Lemma 4.3 of Chapter I in
[Neu99]. So we only need to show that Statement (ii.) and (iii.) are equivalent. Now, suppose that there
exists a bounded subset B ⊆ V such that V =

⋃
u∈Γ(u+B). Then the closure of B, denoted by B, is closed

and bounded. By the Heine-Borel Theorem (see [Sut09, Theorem 13.22]) it follows that B is compact in
V . Consider the canonical map ϕ : V → V/Γ. This map is continuous and an open mapping (see [Sin19,
Proposition 12.3.1]). Then ϕ is surjective once restricted to B. Hence, we see that V/Γ is the image of a
compact space under a continuous map. Therefore, it is compact itself (see [Sin19, Theorem 5.1.11]).
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Conversely, suppose that V/Γ is compact. Let I be an index set and {Ai}i∈I an open cover of bounded
subsets of V . Since ϕ is an open mapping, the set {ϕ(Ai)}i∈I forms an open covering of V/Γ. By compactness,
there exists a finite index set J ⊆ I such that {ϕ(Aj)}j∈J forms an open covering of V/Γ. Thus

V/Γ =
⋃
j∈J

ϕ(Aj) =⇒ ϕ−1(V/Γ) = ϕ−1

⋃
j∈J

ϕ(Aj)


=⇒ V =

⋃
j∈J

ϕ−1(ϕ(Aj))

=⇒ V =

⋃
j∈J

Aj

+ Γ.

Since each Aj is bounded, we have that B :=
(⋃

j∈J Aj

)
is bounded. So we get

V = B + Γ =
⋃
u∈Γ

(B + u),

with a bounded subset B of V .

Definition 1.7.4. Let Γ be a complete lattice in V . A fundamental region of the lattice Γ is a Borel
measurable set Λ ⊆ V such that V =

⊔
u∈Γ(Λ + u).

For a complete lattice Γ we can explicitly describe a fundamental region of the lattice Γ. Namely, let Γ be of
the form u1Z+ . . .+ umZ, for linearly independent vectors u1, . . . , um ∈ V . Then a fundamental region is
given by

Λ :=

{
m∑
i=1

tiui : 0 ≤ ti < 1, for all i

}
. (12)

For Euclidean spaces, the inner product gives us a notion of volume. More generally, it gives us a Haar
measure. But this will only be introduced later on (see Definition 2.2.3). For any set of the form{

m∑
i=1

tiui : 0 ≤ ti < 1, for all i

}
,

for linearly independent vectors v1, . . . , vm ∈ V , we set the volume to be√
|det([⟨vi, vj⟩]1≤i,j≤k)|∞.

The set {
m∑
i=1

tiei : 0 ≤ ti < 1, for all i

}
,

for an orthonormal basis e1, . . . , em ∈ V has volume 1.

Definition 1.7.5. Let Γ be a complete lattice in V and Λ a fundamental region of Γ. The covolume of Γ,
denoted by covol(Γ), is defined to be the volume of the fundamental region (12).

One of the main results of complete lattices in Euclidean spaces is Minkowski’s Convex Body Theorem. The
proof of this theorem can be found in the proof of Theorem 4.4 of Chapter I in [Neu99].

Definition 1.7.6. Let A be a subset of V . The set A is said to be symmetric if for all u ∈ A also −u ∈ A.
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Definition 1.7.7. Let A be a subset of V . The set A is said to be convex if tu+ (1− t)v ∈ A for all u, v ∈ A
and t ∈ [0, 1].

Theorem 1.7.8 (Minkowski’s Convex Body Theorem). Let Γ be a complete lattice in V , and A ⊆ V a
symmetric and convex Borel measurable set. If the volume of A is strictly bigger than 2m covol(Γ), then A
contains at least one non-zero lattice point of Γ.

Remark 1.7.9. If one analyzes the proof of Minkowski’s Convex Body Theorem, one notices that the
assumption of convexity can be weakened. One only has to assume that 1

2u+ 1
2v ∈ A for all u, v ∈ A. So

that is to say that Definition 1.7.7 only needs to hold for t = 1
2 . This observation will be useful later on. ♦

1.8 Minkowski Theory

In this section, we will construct the Minkowski space. This is an example of a Euclidean space. Therefore,
we can use the theory from the last section. It can be shown that the fractional ideals of OK are complete
lattices in this space. This section is based on Section 5 of Chapter I in [Neu99].

The following results on tensor products will be used throughout this thesis.

Proposition 1.8.1. Let R be a domain and M a free R-module of rank r. For any ring R′, that can be
viewed as an R-module, the R′-module R′ ⊗R M is free of rank r.

Proof. Use bilinearity over R to show that {1⊗mi}1≤i≤r is a basis of R′ ⊗R M , for a given basis {mi}1≤i≤r

of R-module M .

Proposition 1.8.2. Let R be a domain and F its field of fractions. Moreover, let V be an F -vector space.
For any non-zero R-module M inside F we have M ⊗R V ∼= V , as R-modules. In particular, for any non-zero
fractional ideal I of R, we have I ⊗R V ∼= V .

Proof. The R-module isomorphism is given by the linear extension of the map M ⊗R V → V defined by
m⊗ v 7→ mv.

Let K be a number field of degree n = r1 + 2r2, and set KC :=
∏

σ∈ΣK
C = Cn. We can embed K into KC

through the embedding Ψ: K → KC defined by x 7→ (σ(x))σ∈ΣK
.

Definition 1.8.3. The embedding Ψ is called the Minkowski embedding of K.

The Minkowski embedding is not surjective. Therefore, it is common to take a different codomain for it.
Recall that ΣK contains real and complex field embeddings (see Definition 1.2.1). Denote any real field
embedding by ρ : K → R (in total r1 field embeddings), and the set of all real field embeddings by ΣR

K . Any
pair of complex field embeddings that are conjugate is denoted by τ, τ : K → C (in total r2 pairs). Take one
choice of every pair and put them together in the set ΣC

K . Recall that the infinite places of K are in bijection
with the field embeddings of K that are pairwise distinct and non-conjugate. Therefore, we have

Σ∞
K = ΣR

K ∪ ΣC
K .

For any τ ∈ ΣC
K , we have τ(x) = τ(x) for all x ∈ K. Therefore, the codomain of Ψ is commonly restricted to

KR :=

{
(uσ)σ∈ΣK

∈
∏

σ∈ΣK

C : uρ ∈ R for all ρ ∈ ΣR
K , uτ = uτ ∈ C for all τ ∈ ΣC

K

}
∼= Rr1 × Cr2 . (13)

There are various ways to describe KR. We have the R-vector space isomorphisms given by

KR ∼= Rr1 × Cr2 ∼= Rr1 × R2r2 ∼= Rn.
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It follows that KR is an n-dimensional R-vector space. Recall that K = Q(γ) for some primitive element
γ ∈ K. Let f be the minimal polynomial of γ. Then K ∼= Q[t]/f(t). So KR is also isomorphic as R-vector
space to K ⊗Q R.

K ⊗Q R ∼= Q[t]/f(t)⊗Q R ∼= R[t]/f(t) ∼= Rn,

where the last ring isomorphism follows from the fact that deg(f) = n. Furthermore, we also have the
isomorphism of R-vector space given by KR ∼= OK ⊗Z R. Namely, we know that OK is a free Z-module of
rank n. So using Proposition 1.8.1, we have that OK ⊗Z R is an n-dimensional R-vector space. Lastly, and
maybe the most convenient one, we have by Theorem 1.4.8 that Kρ

∼= R for any ρ ∈ ΣR
K , and Kτ

∼= C for
any τ ∈ ΣC

K . Hence, we obtain

KR ∼= Rr1 × Cr2 ∼=
∏

ρ∈ΣR
K

Kρ ×
∏

τ∈ΣC
K

Kτ =
∏

σ∈Σ∞
K

Kσ.

We change between the different representations of KR whenever one is more convenient to work within a
given setting.

Remark 1.8.4. Since KR =
∏

σ∈Σ∞
K
Kσ, we have the inclusion

∏
σ∈Σ∞

K
R>0 ⊆ KR. Furthermore, for any

u ∈ KR, there exists some uσ ∈ Kσ for all σ ∈ ΣK such that u = (uσ)σ∈ΣK
. Moreover, we set u := (uσ)σ∈ΣK

.
We use these conventions throughout this thesis. ♦

The C-vector space KC comes with a Hermitian inner product given by

⟨u, v⟩C :=
∑

σ∈ΣK

uσvσ,

for any u, v ∈ KC. Now, view KR as in (13). Then we can restrict ⟨·, ·⟩C to KR. Take any u, v ∈ KR. If
ρ ∈ ΣR

K , we have uρ, vρ ∈ R. It follows that uρvρ = uρvρ = ℜ(uρvρ). If we take τ ∈ ΣC
K , then uτ = uτ and

vτ = vτ . Hence
uτvτ + uτvτ = uτvτ + uτvτ = uτvτ + uτvτ = 2ℜ(uτvτ ),

using that in general z + z = 2ℜ(z) for any z ∈ C. So using Definition 1.2.4, we have

⟨u, v⟩R := ⟨u, v⟩C =
∑

σ∈ΣK

uσvσ =
∑

σ∈Σ∞
K

deg(σ)ℜ(uσvσ).

Notice, in the last summation we run over Σ∞
K instead of ΣK . This is because we combined the conjugate

complex field embeddings. Since this is a real-valued map, we see that ⟨u, v⟩R = ⟨v, u⟩R. Consequently, we
obtain an inner product on KR. Since KR is a finite-dimensional R-vector space, it is a Euclidean space.

Remark 1.8.5. The Minkowski space is an n-dimensional R-vector space, and therefore isomorphic as
R-vector space to Rn. Viewing KR as Rr1 × Cr2 , one can define an isomorphism f : KR → Rn given by

(u1, . . . , ur1 , ur1+1, . . . , ur2) 7→ (u1, . . . , ur1 ,ℜ(ur1+1),ℑ(ur1+1),ℜ(ur1+2),ℑ(ur1+2), . . . ,ℜ(ur2),ℑ(ur2)).

Due to this isomorphism, one can transform the inner product ⟨·, ·⟩R to an inner product on Rn. For
(uσ)σ∈ΣK

, (vσ)σ∈ΣK
∈
∏

σ∈ΣK
R = Rn, this inner product is given by

⟨u, v⟩ =
∑

σ∈ΣK

deg(σ)uσvσ. (14)

If r2 > 0, this transformation is different from the dot product on Rn. In Section 1.7, we saw that the inner
product on Euclidean spaces gives us a notion of volume. Therefore, we can induce a volume on Rn using the
dot product. This equals the Lebesgue measure as seen in Example 1.6.10. On the other hand, we can induce
a volume on Rn using the inner product (14). Set the later to be volR, then for any Borel measurable set A,
we have

volR(A) = 2r2µn(A),

where µn is the Lebesgue measure on B(Rn). For more information, see Proposition 5.1 in Chapter I of
[Neu99]. ♦
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Theorem 1.8.6. Let I be a non-zero fractional ideal of OK . Then Ψ(I) is a complete lattice in KR. Moreover,
the covolume of Ψ(I) is given by

covol(Ψ(I)) = NOK
(I)
√

|dK |∞,

where dK is the discriminant of K.

The proof for non-zero integral ideals is given by the proof of Proposition 5.2 of Chapter I in [Neu99]. For
any fractional ideal I of OK there exists some a ∈ OK such that aI is an integral ideal. Using this fact, one
can extend this theorem to any fractional ideal. We will not prove this explicitly, because in Theorem 3.4.6
and Proposition 3.4.8 we will prove a generalization.
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2 General Theory of Lattices

In Section 1.7, we have seen the construction of lattices in Euclidean spaces. A Euclidean space is locally
compact and Hausdorff as topological space. Moreover, a Euclidean space has an underlying additive group
structure. Therefore, a Euclidean space is an example of what we will define to be a locally compact group
(see Definition 2.2.1). We will define a generalization of lattices in these types of groups. This construction is
not new and can be found in the literature. However, it happens many times that the literature is incomplete.
Often, the literature defines lattices for locally compact groups but does not examine the existence of
fundamental regions and the notion of covolumes. This is because one needs some extra structure on locally
compact groups to show existence. These groups will be called L-groups. On the other hand, sometimes
lattices are considered in L-groups in the literature. But in that case, the general notion of lattices in locally
compact groups is often avoided. In this chapter, we want to derive the complete story. All the proofs of the
results obtained in this chapter are self-written.

2.1 Topological Groups

In this section, we give a brief summary of the theory of topological groups. Throughout this thesis, we will
write the group operation of any arbitrary group (not necessarily abelian) additively and denote its unit
element by 0.

Let G be a group (not necessarily abelian) and endow G with any topology. In the following definition, we
take the product topology on G×G. For the definition of the product topology, see Section 2.2 in [Sin19].

Definition 2.1.1. The group G is called a topological group if the maps G → G given by g 7→ −g and
G×G→ G given by (g, h) 7→ g + h are continuous with respect to the respective topologies.

Recall that a map f : X → Y of topological spaces X,Y is called a homeomorphism if it is bijective and f
and its inverse is continuous. In that case, we say that X and Y are homeomorphic.

Proposition 2.1.2. Let G be a topological group and h ∈ G. Then the maps defined by g 7→ h+g, g 7→ g+h,
and g 7→ −g are homeomorphisms of G onto G.

This result is Proposition 9.1.2 of [Coh13].

Corollary 2.1.3. Let G be a topological group and h ∈ G. Then the maps defined by g 7→ h+ g, g 7→ g + h,
and g 7→ −g are (B(G),B(G))-measurable.

Proof. By Proposition 2.1.2, the maps are homeomorphisms. Hence, for any open subset in G, the pre-images
of these maps are open in G. Since B(G) is generated by the open sets of G, it follows from Proposition
1.6.13 that these maps are (B(G),B(G))-measurable.

Corollary 2.1.4. Let G be a topological group, h ∈ G, and A any subset of G. If A is open (resp. measurable),
then the sets h+A, A+ h, and −A are open (resp. measurable).

Proof. The set h+A is the pre-image of A under the map given by g 7→ g − h. If A is open, it follows from
Proposition 2.1.2 that h+A is open. If A is measurable, it follows by Corollary 2.1.3 that h+A is measurable.
By symmetry, we can show that the same argument works for A+ h. Moreover, a similar argument, with the
map given by g 7→ −g, works for the set −A.

Proposition 2.1.5. Let G be a topological group. Every open neighborhood A of 0 contains an open
neighborhood B such that B = −B and B +B ⊆ A.

For a proof of this result see the proof of [Sin19, Lemma 12.1.5].

Page 27 of 145



2.2 Locally Compact Groups and Haar Measures

In this section, we introduce a specific type of measure on topological groups, so-called left/right Haar
measures. There is a fundamental result for these left/right Haar measures on locally compact groups.

All properties of topological spaces, e.g. Hausdorff, compact, complete, locally compact, second-countable,
etc. carry over to a topological group.

Definition 2.2.1. A topological group is called a locally compact group if it is locally compact and Hausdorff.

Let G be a topological group and H a subgroup of G. Denote the set of all left cosets g + H for g ∈ G
by G/H. Let ϕ : G → G/H be the canonical map given by g 7→ g +H. We endow the set G/H with the
quotient topology, that is, a set A ⊆ G/H is open if ϕ−1(A) is open in G. Therefore, the map ϕ is also
continuous. Similarly, one can create a topology on the set of right cosets H + g for g ∈ G, denoted by H\G.
One can show that the map f : G/H → H\G defined by g +H 7→ H − g is a homeomorphism. We will
mostly be focused on G/H, but because of this homeomorphism, everything can be carried over to H\G.
If the subgroup H is normal then the set G/H forms a group. Since G is a topological group, the map
f : G→ G defined by g 7→ −g is continuous. The map f ′ : G/H → G/H defined by g +H → −g +H is the
composition of ϕ and f . Since ϕ and f are continuous, so is f ′. A similar argument shows that the map
G/H ×G/H → G/H defined by (g +H,h+H) → (g + h) +H is continuous. Hence, by Definition 2.1.1, the
group G/H is a topological group. But remember this is only the case if H is normal.

Proposition 2.2.2. Let H be a closed subgroup of locally compact group G. Then G/H is a locally compact
Hausdorff space. Moreover, if H is normal, then G/H is a locally compact group.

Proof. Proposition 12.3.2 of [Sin19] tells us that G/H must be Hausdorff since H is closed. Take any
g +H ∈ G/H for some g ∈ G. Since G is locally compact, there exists a compact subset C ⊆ G such that
g ∈ C. Consider the canonical map ϕ : G→ G/H. Since ϕ is continuous, Theorem 15.1.11 in [Sin19] tells us
that ϕ(C) ⊆ G/H is compact. Hence, the set π(C) is a compact neighborhood of g +H. This says precisely
that G/H must be locally compact as well. As a result of this, we know that G/H is a locally compact
Hausdorff space. If H is normal, then G/H becomes a topological group. In that case, the group G/H is a
locally compact group.

The following definition is an important type of measure on Hausdorff topological groups.

Definition 2.2.3. Let G be a Hausdorff topological group and µ : B(G) → [0,∞] a non-zero regular Borel
measure on B(G). Then µ is called a left Haar measure on B(G) if for any g ∈ G and A ∈ B(G) one has
µ(g +A) = µ(A).

The Euclidean space Rm is a locally compact group for any m ∈ Z>0. In Example 1.6.10, we have seen that
the Lebesgue measure on B(Rm) is a regular Borel measure. It turns out that the Lebesgue measure is even
a left Haar measure. This is shown in Proposition 1.4.4 of [Coh13]. The following theorem is a fundamental
result of locally compact groups.

Theorem 2.2.4. Let G be a locally compact group. Then B(G) attains a unique left Haar measure up to
scalar multiple.

Theorem 9.2.2 in [Coh13] proves the existence, and Theorem 9.2.6 in [Coh13] proves the uniqueness.

Remark 2.2.5. We conclude that a locally compact group G induces a measure space (G,B(G), µG), where
µG is a left Haar measure on B(G). ♦

By symmetry, one can define right Haar measures.

Definition 2.2.6. Let G be a Hausdorff topological group and µ : B(G) → [0,∞] a non-zero regular Borel
measure on B(G). Then µ is called a right Haar measure on B(G) if for any g ∈ G and A ∈ B(G) one has
µ(A+ g) = µ(A).
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Theorem 2.2.4 holds for right Haar measures (see [Coh13, Corollary 9.3.2]). We want to study when the
collection of left Haar measures coincides with the collection of right Haar measures.

Let G be a locally compact group and µ a left Haar measure on B(G). In Proposition 2.1.2, we saw that the
map fg : G → G defined by h 7→ h+ g is a homeomorphism for any g ∈ G. By verifying the conditions of
Definition 1.6.8 we have that µg := µ ◦ fg is a regular Borel measure on B(G). Furthermore, for any h ∈ G
and A ∈ B(G), we have

µg(h+A) = µ(fg(h+A)) = µ(h+A+ g) = µ(A+ g) = µg(A),

using that µ is a left Haar measure. Hence, also µg is a left Haar measure on B(G). We will use the
construction of this left Haar measure throughout this section. By Theorem 2.2.4, this means that there
exists a ∆(g) ∈ R>0, depending on g ∈ G, such that µg = ∆(g)µ. In this way, we create a map ∆: G→ R>0.
Notice, the map ∆ is defined from the choice of left Haar measure µ on B(G). However, it turns out that this
is independent of this choice.

Proposition 2.2.7. Let G be a locally compact group. The map ∆: G→ R>0 is independent of the choice
of left Haar measure on B(G).

Proof. Let ∆: G → R>0 be the map such that µg = ∆(g)µ for some left Haar measure µ on B(G). Now,
let χ be another left Haar measure on B(G). Then by Theorem 2.2.4, there exists some λ ∈ R>0 such that
χ = λµ. Set χg = χ ◦ fg, then for any A ∈ B(G), we have

χg(A) = χ(fg(A)) = λµ(fg(A)) = λµg(A) = ∆(g)λµ(A) = ∆(g)χ(A).

Hence, we see that χg = ∆(g)χ.

By Proposition 2.2.7, we see that the map ∆ : G → R>0 depends only on the group G. Therefore, the
following definition makes sense.

Definition 2.2.8. Let G be a locally compact group. The map ∆ : G→ R>0 is called the modular map of G.

Definition 2.2.9. A locally compact group G is called unimodular if ∆(g) = 1 for all g ∈ G.

Proposition 2.2.10. Let G be a locally compact group. The group G is unimodular if and only if the
collection of left Haar measure on B(G) coincides with the collection of right Haar measures on B(G).

Proof. Suppose that G is unimodular. Let µ be a left Haar measure on B(G). Since G is unimodular, we
have ∆(g) = 1 for all g ∈ G. Thus, for any g ∈ G and A ∈ B(G), we have

µ(A+ g) = µ(fg(A)) = µg(A) = ∆(g)µ(A) = µ(A).

Hence, the measure µ is a right Haar measure on B(G). Conversely, let µ be a right Haar measure on
B(G). For any A ∈ B(G), we have seen in Corollary 2.1.4 that −A ∈ B(G). Define χ(A) := µ(−A). Then
Proposition 9.3.1 in [Coh13] shows that χ : B(G) → [0,∞] is a left Haar measure on B(G). As a result of our
earlier observation, we have that χ is also a right Haar measure on B(G). Since µ(A) = χ(−A), Proposition
9.3.1 in [Coh13] says as well that µ is a left Haar measure.

Conversely, suppose that the collection of left Haar measure on B(G) coincides with the collection of right
Haar measures on B(G). Suppose that µ is a left and right Haar measure on B(G). Then for any g ∈ G and
A ∈ B(G), we have

µg(A) = µ(fg(A)) = µ(A+ g) = µ(A) = µ(A).

It follows that ∆(g) = 1 for all g ∈ G. Consequently, the group G is unimodular by definition.

If we consider unimodular groups, we will simply speak about Haar measures, rather than left or right Haar
measures. We can look into a few examples of unimodular locally compact groups.
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Proposition 2.2.11. Let G be a locally compact group. If G is abelian or has the discrete topology, then it
is unimodular.

Proof. Suppose that G is abelian. Then any left Haar measure on B(G) is a right Haar measure on B(G)
and vice versa. One simply uses the fact that G is abelian. It follows from Proposition 2.2.10 that G is
unimodular.

Suppose that the topology on G is discrete. Example 9.2.1 in [Coh13] tells us that the counting measure is a
left Haar measure on B(G). For any A ∈ B(G), the counting measure is given by

µ(A) :=

{
#A, if #A <∞,
∞, otherwise.

For any g ∈ G and A ∈ B(G), we have #(A+ g) = #A. Then

µg(A) = µ(fg(A)) = µ(A+ g) = µ(A).

So we see that ∆(g) = 1 for all g ∈ G. Consequently, the group G is unimodular by definition.

2.3 Discrete Subgroups

In Remark 1.7.2, we saw that a subgroup in a Euclidean space is a lattice if and only if it is discrete. It
turns out that this notion is also important if we want to define lattices in locally compact groups. So in this
section, we will introduce this notion. Throughout this section, let G be a topological group.

Definition 2.3.1. A subset A of G is called discrete if for all a ∈ A there exists some open set B in G such
that a ∈ B and A ∩B = {a}.

We provide some useful results on discrete subsets in G.

Proposition 2.3.2. Let A be a subset in G.

i.) The subset A is discrete if and only if the subspace topology of A is discrete.

ii.) If A is discrete, then so is any subset B ⊆ A.

iii.) If A is discrete and compact, then A is a finite set.

Proof. To show Statement (i.), let A be a discrete subset of G. Then for all a ∈ A there exists some open set
B in G such that a ∈ B and A ∩B = {a}. By the subspace topology, this means that all singletons are open
in A. Since any subset of A is an arbitrary union of singletons, any subset of A is open. It follows that the
subspace topology of A is discrete. Conversely, suppose that the subspace topology of A is discrete. Then
for any a ∈ A the singleton {a} is open. By the subspace topology, this means that there exists some open
subset B ⊆ G such that A ∩B = {a}. In other words, the subset A is discrete.

To show Statement (ii.), take any subset B in A. Then for any b ∈ B one has b ∈ A. Since A is discrete,
there exists some open set C in G such that b ∈ C and A ∩ C = {b}. Then also B ∩ C = {b}, since B ⊆ A.
Hence, the subset B is discrete by definition.

To show Statement (iii.), let A be a discrete and compact subset of G. By Statement (i.), it follows that the
subspace topology on A is discrete. As a result of this, all singletons in A are open. Moreover, the singletons
form an open cover of A. By compactness of A, this open cover has a finite subcover. Thus, the subset A can
be covered by a finite number of singletons. It follows that A must be a finite set.

The following result is Proposition 3.1.17 of [ADGB22].

Proposition 2.3.3. If G is Hausdorff and H is a discrete subgroup in G, then H is closed in G.
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2.4 Definition of Lattices

In this section, we will define lattices in locally compact groups. This section is based on Chapter I in [Rag72].
However, the definition of lattices is used in many other literature, in particular, when one looks into the
theory of Lie groups. For example, see Chapter 4 in [Mor15]. Throughout this section, let G be a locally
compact group and H a closed subgroup of G.

Consider the set of left cosets G/H. In Section 2.2, we have seen that we can endow the set G/H with the
quotient topology. Furthermore, the group G acts on G/H by (g, h+H) 7→ (g + h) +H. So whenever we
write g +A for any g ∈ G and A ⊆ G/H, we use this group action.

Definition 2.4.1. Let µ be a Borel measure on B(G/H). Then µ is called G-invariant if µ(A) = µ(g +A)
for all g ∈ G and A ∈ B(G/H).

Let ∆G denote the modular map of G, and ∆H the modular map of H that we have seen in Definition 2.2.8.

Proposition 2.4.2. There exists a G-invariant Borel measure on B(G/H) if and only if ∆G(h) = ∆H(h) for
all h ∈ H. Moreover, if such a Borel measure exists, it is unique up to scalar multiple.

These results can be found on pages 18 and 19 in [Rag72]. The subgroup H is assumed to be closed. By
Proposition 2.3.3, we know that any discrete subgroup of G is closed. Hence, from now on, we can assume H
to be discrete.

Corollary 2.4.3. Let H be a discrete subgroup of G. Then there exists a G-invariant Borel measure on
B(G/H) if and only if ∆G(h) = 1 for all h ∈ H.

Proof. Since H is discrete it has the discrete topology (see Proposition 2.3.2 (i.)). It follows from Proposition
2.2.11 that H is unimodular. Thus, we know that ∆H(h) = 1 for all h ∈ H. Now, apply Proposition 2.4.2 to
obtain the desired result.

In Definition 1.6.2 we have seen the definition of a finite measure. Now, we have all the ingredients to define
a lattice in a locally compact group.

Definition 2.4.4. A subset Γ of G is called a lattice if it is a discrete subgroup and there exists a G-invariant
finite Borel measure on B(G/Γ).

Proposition 2.4.5. If G contains a lattice, then it is unimodular.

This result is stated by Remark 1.9 on page 21 in [Rag72], and depends on the classification of the subgroups
of the multiplicative group R>0.

It is hard to see that Definition 2.4.4 generalizes Definition 1.7.1. Besides this problem, the next step is to
generalize the notions of a fundamental region (Definition 1.7.4) and the covolume (Definition 1.7.5) of a
lattice. If G contains a lattice, we know that it is unimodular, and we speak about Haar measures, rather
than left or right Haar measures. The unique Haar measure on a locally compact group can be used to define
the covolume. It remains to attach a fundamental region to a lattice. The natural generalization of Definition
1.7.4 is given as follows.

Definition 2.4.6. Let Γ be a lattice in locally compact group G. A fundamental region of the lattice Γ is a
Borel measurable set Λ ⊆ G such that G =

⊔
γ∈Γ(Λ + γ).

In the classical setting, we have constructed an explicit fundamental region for a lattice (see (12)). Therefore,
the existence of a fundamental region is guaranteed. However, to show existence in this setting, one must
assume that the locally compact group is second-countable. Because locally compact groups that are second-
countable will be used throughout this thesis, we will study them in the next section. Once we assume that
these groups are abelian, it becomes easier to see why Definition 2.4.4 generalizes Definition 1.7.1. We will
study this at the end of this chapter.
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2.5 L-groups

In this section, we investigate a smaller class of locally compact groups. We study some properties and the
behavior of lattices in these groups. We can fully extend the notion of a fundamental region and the covolume
of a lattice in these groups.

To avoid lengthy terminology, we propose the following definition.

Definition 2.5.1. A group G is called a L-group if it is a locally compact group that is second-countable.

We define these types of groups, as they have the required conditions to build up the rest of the theory for
lattices. This is also the reason why we call them L-groups. Namely, the ’L’ refers to lattices. In the rest of
this thesis, we will mostly be using L-groups. However, whenever it is possible, we will try to prove results as
general as possible.

Before we dive into lattices in L-groups, we provide some useful results on these groups. By Remark 2.2.5,
any L-group G induces a measure space (G,B(G), µG), where µG is a left Haar measure on B(G).

Proposition 2.5.2. Let (G,B(G), µG) be a measure space induced by an L-group G, where µG is a left
Haar measure on B(G). Then (G,B(G), µG) is a σ-finite measure space.

Proof. By Definition 1.6.3, it is enough to show that the left Haar measure on B(G) is σ-finite. Proposition
7.1.6 in [Coh13] tells us that any locally compact Hausdorff space that is second-countable is a countable
union of compact sets. In particular, this is true for an L-group. Hence, there exists compact subset Ci ⊆ G
for all i ∈ Z>0 such that G =

⋃
i≥1 Ci. By Proposition 1.6.7, we have Ci ∈ B(G) for all i ∈ Z>0. Since µG is

a left Haar measure, so in particular a regular Borel measure, we have µG(Ci) <∞ for all i ∈ Z>0. It follows
from Definition 1.6.2 that the left Haar measure µG is σ-finite.

In Definition 1.6.19, we have seen the product measure space. For the construction, we needed σ-finite
measure spaces. Hence, the proposition allows us to investigate the product measure space of the measure
spaces induced by some abelian L-groups.

Proposition 2.5.3. Let Gi be an abelian L-group for i = 1, 2. Furthermore, let (Gi,B(Gi), µi) be the
measure space induced by Gi, where µi is a Haar measure on B(Gi). Then G1 ×G2 is an abelian L-group.
Furthermore, the Borel σ-algebra on the topological group G1 ×G2 equals the product σ-algebra on G1 and
G2. In other words, one has B(G1 ×G2) = B(G1)⊗B(G2). Moreover, the product measure µ1 ⊗µ2 is a Haar
measure on B(G1 ×G2).

Proof. We endow G1 ×G2 with the product topology. In that way, we turn it into a topological group (see
[Sin19, Section 12.4]). Abelianness, locally compactness (see [Sin19, Theorem 5.4.6]), Hausdorffness (see
[Sin19, Theorem 4.4.4]), and second-countability (see [Sin19, Theorem 7.1.7]) are preserved under finite
products of groups. Therefore, the group G1 ×G2 is an abelian L-group as well.

Since G1 and G2 are locally compact groups that have a countable base with respect to their respective
typologies, Proposition 7.6.2 in [Coh13] tells us that B(G1 ×G2) = B(G1)⊗B(G2). Moreover, it tells us that
µ1 ⊗ µ2 is a regular Borel measure on B(G1 ×G2).

It remains to show that µ1 ⊗ µ2 is a Haar measure on B(G1 × G2). Take any (g1, g2) ∈ G1 × G2 and any
A ∈ B(G1 ×G2). Using the construction of Equation (10), for any g ∈ G1 one has

((g1, g2) +A)g = {h ∈ G2 : (g, h) ∈ (g1, g2) +A}
= {h ∈ G2 : (g − g1, h− g2) ∈ A}
= g2 + {h ∈ G2 : (g − g1, h) ∈ A}
= g2 +A(g−g1).
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Now, using Equation (11), we have

(µ1 ⊗ µ2)((g1, g2) +A) =

∫
G1

µ2

(
((g1, g2) +A)g

)
µ1(dg)

=

∫
G1

µ2

(
g2 +A(g−g1)

)
µ1(dg)

=

∫
G1

µ2

(
A(g−g1)

)
µ1(dg),

where in the last step we used that µ2 is a Haar measure. Next, let f : G1 → R be the function given by
g 7→ µ2(Ag). In Proposition 1.6.17, we saw that this is B(G1)-measurable. Furthermore, let k : G1 → G1 be
the map given by g 7→ g − g1. By Corollary 2.1.3, the map k is (B(G1),B(G1))-measurable. Moreover, we
can write ∫

G1

µ2

(
A(g−g1)

)
µ1(dg) =

∫
G1

f(k(g))µ1(dg).

Now, applying Theorem 1.6.15 we get∫
G1

f(k(g))µ1(dg) =

∫
G1

f(g)(k ∗ µ1)(dg).

Now, for any B ∈ B(G1), we have

k ∗ µ1(B) = µ1(k
−1(B)) = µ1(B + g1) = µ1(B),

where in the last step we used that µ1 is a Haar measure. Hence, we have k ∗ µ1 = µ1. Therefore∫
G1

f(g)(k ∗ µ1)(dg) =

∫
G1

f(g)µ1(dg) =

∫
G1

µ2(Ag)µ1(dg) = (µ1 ⊗ µ2)(A).

Combining all equalities, we obtain that

(µ1 ⊗ µ2)((g1, g2) +A) = (µ1 ⊗ µ2)(A).

This shows that µ1 ⊗ µ2 is a Haar measure on B(G1 ×G1).

Now that we have studied L-groups a little bit, we can go back to lattices. Since L-groups are locally compact
groups, we can use Definition 2.4.4. In Definition 2.4.6, we have seen the definition of a fundamental region
of a lattice. In an L-group we can prove its existence.

Proposition 2.5.4. Let Γ be a lattice in an L-group G. Then there exists a fundamental region for Γ.
Moreover, it has non-zero measure with respect to any Haar measure on B(G).

Proof. Consider the canonical map ϕ : G→ G/Γ. Since Γ is a subgroup, it contains the unit element 0 of G.
As Γ is discrete, there exists some open subset A ⊆ G such that Γ ∩ A = {0}. Then by Proposition 2.1.5,
there exists an open neighborhood B of 0 such that B = −B and B +B ⊆ A. Hence, we know that

Γ ∩ (B +B) ⊆ Γ ∩A = {0}.

Now, consider the left cosets g + B for any g ∈ G. We claim that ϕ is injective on any such left coset.
Therefore, take any b, b′ ∈ B such that ϕ(g + b) = ϕ(g + b′). This means that there exist γ, γ′ ∈ Γ such that
g + b+ γ = g + b′ + γ′. This implies that b′ − b = γ′ − γ. We have b′ − b ∈ B −B = B +B. On the other
hand, since Γ is a subgroup, we have γ′ − γ ∈ Γ. So b′ − b ∈ (B+B)∩Γ ⊆ {0}. We may conclude that b = b′.
This shows that ϕ is injective on the left coset g +B for all g ∈ G.

By Corollary 2.1.4, we know that g + B is open for any g ∈ G. Therefore, the set {g + B}g∈G is an open
cover for G. Since G is second-countable there exists a countable subcovering (see [Sin19, Theorem 7.2.6]),
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which we denote by {Ai}i≥1. Any Haar measure on B(G) is a non-zero measure, and so the group G has
non-zero measure. Therefore, without loss of generality, we can assume that A1 has non-zero measure. We
know that ϕ is injective on any Ai. Set B1 := A1, and define

Bi := Ai\
(
Ai ∩ ϕ−1(ϕ(A1 ∪ . . . ∪Ai−1))

)
,

for i ∈ Z≥2. Then Bi ⊆ Ai for all i ∈ Z>0. Hence, the map ϕ is also injective on any Bi. We have

ϕ(Bi) = ϕ(Ai)\ (ϕ(Ai) ∩ ϕ(A1 ∪ . . . ∪Ai−1)) ,

where we used that ϕ(ϕ−1(A)) = A for any A ⊆ G/Γ, as ϕ is surjective. We can see from the construction of
ϕ(Bi) that ϕ(Bi) ∩ ϕ(Bj) = ∅ for all i, j ∈ Z>0. Hence, the map ϕ is also injective on the set Λ :=

⋃
i≥1Bi.

We have Λ ⊆
⋃

i≥1Ai, and therefore

ϕ(Λ) ⊆ ϕ

⋃
i≥1

Ai

 .

We will also show the other inclusion. So take any a ∈
⋃

i≥1Ai. Then a ∈ Ai for some i ∈ Z>0. If a ∈ Bi,

then ϕ(a) ∈ ϕ(Λ). If a /∈ Bi, then by construction of Bi, we have a ∈ Ai ∩ ϕ−1(ϕ(A1 ∪ . . .∪Ai−1)). Thus, we
know a ∈ ϕ−1(ϕ(A1 ∪ . . . ∪Ai−1)), and so ϕ(a) ∈ ϕ(A1 ∪ . . . ∪Ai−1). Consequently, there exists a minimal
integer 1 ≤ j ≤ i− 1 such that ϕ(a) ∈ ϕ(Aj). Then

ϕ(a) ∈ ϕ(Aj)\ (ϕ(Aj) ∩ ϕ(A1 ∪ . . . ∪Aj−1))) = ϕ(Bj).

Therefore, we know that ϕ(a) ∈ ϕ(Λ). So in all cases, we have ϕ(a) ∈ ϕ(Λ). We obtain that

ϕ(Λ) ⊇ ϕ

⋃
i≥1

Ai

 .

Since {Ai}i≥1 is an open covering of G, we conclude that

ϕ(Λ) = ϕ

⋃
i≥1

Ai

 = ϕ(G).

As a result of this, the map ϕ is surjective and injective if it is restricted to Λ. Therefore, the subset Λ of G
satisfies G =

⊔
γ∈Γ(Λ + γ).

All the sets Ai are open. This means that for any i ∈ Z>0, the union A := A1 ∪ . . . ∪Ai−1 is open. Then

ϕ−1(ϕ(A)) = A+ Γ =
⋃
γ∈Γ

(A+ γ).

By Corollary 2.1.4, the sets γ + A are open for all γ ∈ Γ. It follows that ϕ−1(ϕ(A)) is open since it is the
union of open sets. Then Ai ∩ϕ−1(ϕ(A)) is open, and so it is Borel measurable. Then also (Ai ∩ϕ−1(ϕ(A)))c

is Borel measurable. Since Ai is Borel measurable, we get that

Bi = Ai ∩ (Ai ∩ ϕ−1(ϕ(A)))c

is Borel measurable. Then Λ is Borel measurable since it is the union of Borel measurable sets. Therefore, we
conclude that Λ is a fundamental region of Γ as defined in Definition 2.4.6.

We saw that the Borel measurable set Λ contains the set A1 = B1 with non-zero measure with respect to any
Haar measure. Hence, by Proposition 1.6.4, the measure of Λ must be non-zero with respect to any Haar
measure on B(G).
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In principle, the proof of Proposition 2.5.4 gives a way to construct a fundamental region. Moreover, the
proof does not use that there exists a G-invariant finite Borel measure on B(G/Γ). This means that the
proposition would hold for any discrete subgroup rather than a lattice. However, this condition is used in the
following result.

Proposition 2.5.5. Let Γ be a lattice in an L-group G and Λ a fundamental region of Γ. Then Λ has finite
measure with respect to any Haar measure on B(G).

Proof. Let µG be any Haar measure on B(G) and ϕ : G→ G/Γ the canonical map. Since Γ is a lattice, there
exists a G-invariant finite Borel measure χ on B(G/H). For any A ∈ B(G/Γ) set µ(A) := µG(Λ ∩ ϕ−1(A)).
We claim that µ is also a G-invariant Borel measure on B(G/Γ). If so, by Proposition 2.4.2 there exists some
λ ∈ R>0 such that µ = λχ. Since χ is a finite measure, we would get that µ(G/H) = λχ(G/Γ) < ∞. So
µ(G/H) = µG(Λ ∩ ϕ−1(G/Γ)) = µG(Λ ∩G) = µG(Λ) has finite measure.

So we must show the claim. Firstly, we will show that µ is a Borel measure on B(G/Γ). We have
µ(∅) = µG(∅) = 0, using that µG is a measure. Using that µG is countable additive we can prove that µ is
countable additive. Namely, let Ai ∈ B(G/Γ) be pairwise disjoint sets for all i ∈ Z≥0, then

µ

⊔
i≥1

Ai

 = µG

Λ ∩ ϕ−1

⊔
i≥1

Ai


= µG

⊔
i≥1

(Λ ∩ ϕ−1(Ai)),


=
∑
i≥1

µG(Λ ∩ ϕ−1(Ai))

=
∑
i≥1

µ(Ai).

Hence, we get that µ is a Borel measure on B(G/Γ). Let us show that it is also G-invariant. Take any g ∈ G
and A ∈ B(G/Γ), then

µ(g +A) = µG(Λ ∩ ϕ−1(g +A)) = µG

(
Λ ∩ (g + ϕ−1(A))

)
= µG

(
((−g) + Λ) ∩ ϕ−1(A)

)
,

where in the last step we used that µG is a Haar measure. Specifically, we used that µG is translation
invariant. Now, since Λ is a fundamental region of Γ, we have

µG

(
((−g) + Λ) ∩ ϕ−1(A)

)
= µG

(
G ∩ ((−g) + Λ) ∩ ϕ−1(A)

)
= µG

⊔
γ∈Γ

(Λ + γ)

 ∩ ((−g) + Λ) ∩ ϕ−1(A)


= µG

⊔
γ∈Γ

(
(Λ + γ) ∩ ((−g) + Λ) ∩ ϕ−1(A)

)
=
∑
γ∈Γ

µG

(
(Λ + γ) ∩ ((−g) + Λ) ∩ ϕ−1(A)

)
,

where we used that µG is countable additive. Now, set Λ′ := (−g) + Λ. Then Λ′ is also a fundamental
region of Γ. Since Γ is a subgroup, we also have G =

⊔
γ∈Γ(Λ

′ − γ). Furthermore, since γ ∈ Γ, we have

ϕ−1(A)− γ = ϕ−1(A).
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So using that µG is translation invariant, we get that∑
γ∈Γ

µG

(
(Λ + γ) ∩ ((−g) + Λ) ∩ ϕ−1(A)

)
=
∑
γ∈Γ

µG

(
Λ ∩ (Λ′ − γ) ∩ (ϕ−1(A)− γ)

)

= µG

Λ ∩

⊔
γ∈Γ

(Λ′ − γ)

 ∩ ϕ−1(A)


= µG(Λ ∩G ∩ ϕ−1(A))

= µG(Λ ∩ ϕ−1(A))

= µ(A).

Combining all the results, we obtain that µ(g +A) = µ(A). Consequently, the measure µ is G-invariant.

Combining Proposition 2.5.4 and 2.5.5 we know that any fundamental region of a lattice has non-zero and
finite measure. However, there can exist more than one fundamental region. We have the following result.

Proposition 2.5.6. Let Γ be a lattice in an L-group G. Then all fundamental regions of Γ have the same
measure with respect to any Haar measure on B(G).

Proof. Let Λ,Λ′ be two fundamental regions of Γ and µG a Haar measure on B(G). Then

µG(Λ) = µG(Λ ∩G)

= µG

Λ ∩
⊔
γ∈Γ

(Λ′ + γ)

 (15)

= µG

⊔
γ∈Γ

(Λ ∩ (Λ′ + γ))


=
∑
γ∈Γ

µG (Λ ∩ (Λ′ + γ)) (16)

=
∑
γ∈Γ

µG ((Λ− γ) ∩ Λ′) (17)

= µG

⊔
γ∈Γ

(Λ′ ∩ (Λ− γ))

 (18)

= µG

Λ′ ∩
⊔
γ∈Γ

(Λ + γ)

 (19)

= µG (Λ′ ∩G) (20)

= µG (Λ′) ,

where in Equation (15) and (20) we used that Λ,Λ′ are fundamental regions, in Equation (16) and (18) the
fact that µG is countable additive, in Equation (17) that µG is a Haar measure, and in Equation (19) that Γ
is closed under inverses.

Definition 2.5.7. Let Γ be a lattice in an L-group G and Λ a fundamental region of Γ. Moreover, let µG be
any Haar measure on B(G). The covolume of Γ is defined by covol(Γ) := µG(Λ).

By Proposition 2.5.6, the covolume is well-defined and does not depend on the choice of fundamental region.
However, the covolume depends on the normalization of the Haar measure µG. In contrast, ratios of covolumes
are independent of the normalization.
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Proposition 2.5.8. Let Γ′ ⊆ Γ be lattices in an L-group G. Then [Γ: Γ′] := #Γ/Γ′ <∞ and

covol(Γ′) = [Γ: Γ′] covol(Γ).

Proof. Consider the set of left cosets Γ/Γ′ and the canonical map ϕ : Γ → Γ/Γ′. We endow Γ/Γ′ with the
quotient topology. Now, take any subset A ⊆ Γ/Γ′. Then ϕ−1(A) ⊆ Γ is open, since Γ has the discrete
topology (see Proposition 2.3.2 (i.)). The quotient topology implies that A is open in Γ/Γ′. Since we took A
arbitrarily, this shows that all subsets of Γ/Γ′ are open. Hence, the group Γ/Γ′ has the discrete topology and
is therefore a discrete subset of G/Γ′ (see Proposition 2.3.2 (i.)). Moreover, we that Γ/Γ′ a subgroup of G/Γ′,
since Γ is a subgroup of G. By Proposition 2.3.3, we know that the discrete subgroup Γ′ is closed in the
locally compact group G. By Proposition 2.2.2, it follows that G/Γ′ is a Hausdorff space. By Proposition
2.3.3, we see that Γ/Γ′ must be closed in G/Γ′. We know, since Γ′ is a lattice, that G/Γ′ is compact with
respect to the quotient topology. Closed subsets in compact spaces are compact itself (see [Sin19, Theorem
5.1.7]). Therefore, we have shown that Γ/Γ′ is compact and discrete. It follows from Proposition 2.3.2 (iii.)
that Γ/Γ′ must be a finite set.

Let Λ be a fundamental domain of Γ. Set A to be a set of representatives of the left cosets in Γ/Γ′. By the
previous result we have that A is a finite set and equals [Γ: Γ′]. We know A ⊆ Γ, and since Λ is a fundamental
region of Γ, it follows that the sets Λ + a are pairwise disjoint for all a ∈ A. So consider the disjoint union
Λ′ :=

⊔
a∈A(Λ + a). Now, consider the map f : G → G defined by g 7→ g − a for any a ∈ A. By Corollary

2.1.4, the set f−1(Λ) = a+Λ is Borel measurable, since Λ is. Hence, the set Λ′ is Borel measurable since it is
the union of Borel measurable sets. Furthermore, the sets Λ′ + γ for γ ∈ Γ′ are pairwise disjoint. Otherwise,
the sets Λ + γ for γ ∈ Γ would not be pairwise disjoint, contradicting the fact that Λ is a fundamental region
of Γ. Moreover, we have

⊔
γ∈Γ′

(Λ′ + γ) =
⊔
γ∈Γ′

((⊔
a∈A

(Λ + a)

)
+ γ

)
=
⊔
γ∈Γ

(Λ + γ) = G,

using that A is a set of representatives of the left cosets in Γ/Γ′, and that Λ is a fundamental region of Γ. It
follows from Definition 2.4.6 that Λ′ is a fundamental region of Γ′. Now, let µG be any Haar measure on
B(G). Since µG is countable additive, we get

covol(Γ′) = µG(Λ
′) = µG

(⊔
a∈A

(Λ + a)

)
=
∑
a∈A

µG(Λ + a) =
∑
a∈A

µG(Λ) = #A · covol(Γ) = [Γ: Γ′] covol(Γ),

where we used that µG is a Haar measure.

2.6 Co-compact Subgroups

In Proposition 1.7.3, we saw that a lattice in a Euclidean space is complete if and only if the quotient space is
compact. If we assume that an L-group is abelian, any lattice satisfies this characterization as well. Therefore,
we will start by defining a general notion for this property.

Throughout this section, let G be a topological group.

Definition 2.6.1. A subgroup H in G is called co-compact if the set of left cosets G/H is compact with
respect to the quotient topology.

We provide some useful results on co-compact subgroups in G.

Proposition 2.6.2. Let H be a subgroup in G. If H is co-compact in G, then so is any subgroup H ′ ⊇ H.
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Proof. Take any normal subgroup H ′ such that H ⊆ H ′. Consider the map f : G/H → G/H ′ defined by
g +H 7→ g +H ′. Since H ⊆ H ′, this map is well-defined and surjective. Take any open set A in G/H ′. The
quotient topology implies that the set {g ∈ G : g +H ′ ∈ A} is open in G. Now, the pre-image of A under f
is given by

f−1(A) = {g +H : g +H ′ ∈ A} ⊆ G/H.

With respect to the quotient topology, this is open since {g ∈ G : g +H ′ ∈ A} is open in G. This shows
that f is continuous. Since f is continuous and G/H is compact, then also the image of f is compact (see
[Sin19, Theorem 5.1.11]). Since f is surjective, this means that G/H ′ is compact. Hence, the subgroup H ′ is
co-compact.

Proposition 2.6.3. Let G1, G2 be topological groups and f : G1 → G2 a homeomorphism of topological
groups and a group homomorphism. If H ⊆ G is co-compact, then f(H) is co-compact.

Proof. Since H is co-compact, it is a subgroup of G1. Since f is a group homomorphism, the set f(H)
is a subgroup of G2. It remains to show that G2/f(H) is compact with respect to the quotient topology.
Therefore, consider the map k : G1/H → G2/f(H) defined by g +H 7→ f(g) + f(H). Since f is a group
homomorphism, the map k is well-defined. Furthermore, the map k is surjective since f is. Now, consider
an open subset A ⊆ G2/f(H). The quotient topology implies that the set B := {g ∈ G2 : g + f(H) ∈ A} is
open in G2. Since f is a homeomorphism, it is continuous. Therefore, the set f−1(B) is open in G1. This set
is given by

f−1(B) = {g ∈ G1 : f(g) ∈ B} = {g ∈ G1 : f(g) + f(H) ∈ A}.
Now, the pre-image of A under k is given by

k−1(A) = {g +H : k(g +H) ∈ A} = {g +H : f(g) + f(H) ∈ A}.

With respect to the quotient topology, this is open since {g ∈ G1 : f(g) + f(H) ∈ A} is open in G. This
shows that k is continuous. Since k is continuous and G1/H is compact, then also the image of k is compact
(see [Sin19, Theorem 5.1.11]). Since k is surjective, this means that G2/f(H) is compact. We conclude that
f(H) is co-compact.

We will use these results later in this thesis. However, for now, we give an equivalent characterization of
lattices in an abelian L-group.

Theorem 2.6.4. Let G be an abelian L-group. A subset Γ in G is a lattice if and only if Γ is a discrete and
co-compact subgroup of G.

Proof. Suppose that Γ is a discrete and co-compact subgroup of G. Then Γ is a lattice if there exists a
G-invariant finite Borel measure on B(G/H). We assumed G to be abelian. Hence, by Proposition 2.2.11, we
know that G is unimodular, i.e. ∆G(g) = 1 for all g ∈ G. Then by Corollary 2.4.3, there exists a G-invariant
Borel measure µ on B(G/Γ). It remains to show that µ(G/Γ) <∞. By Proposition 2.3.3, we know that Γ is
closed in G. Since G is abelian, we know that Γ is a normal subgroup. It follows from Proposition 2.2.2 that
G/Γ is a locally compact group. Therefore, there exists a unique, up to scalar multiple, Haar measure χ on
B(G/Γ) (see Theorem 2.2.4). Since χ is a Haar measure, it is also G-invariant as defined in Definition 2.4.1.
Thus, by Proposition 2.4.2, there exists a λ ∈ R>0 such that µ = λχ. Since χ is a regular Borel measure on
B(G/Γ), it is finite on compact sets. The subgroup Γ is co-compact, and thus is G/Γ compact. It implies
that χ(G/Γ) <∞. We get that µ(G/Γ) = λχ(G/Γ) <∞.

Conversely, let Γ be a lattice in G. Then by Definition 2.4.4, it is a discrete subgroup and there exists a
G-invariant finite Borel measure µ on B(G/Γ). In particular, the measure µ is finite on any compact set in
G/Γ. For the same reason as above, we know that G/Γ is a locally compact group. Moreover, the group G
is second-countable, since it is an L-group. These conditions imply that µ is a regular Borel measure (see
[Coh13, Proposition 7.2.3]). Together with the fact that µ is G-invariant and finite, we know that µ is a
finite Haar measure on B(G/Γ). Proposition 9.3.3 in [Coh13] tells us that G/Γ is compact since µ is finite.
Consequently, the subset Γ is co-compact.
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Remark 2.6.5. Due to this result, we see that the notion of lattices in an abelian L-group is a generalization
of complete lattices in a Euclidean space. Therefore, we can reason that Definition 2.4.4 generalizes complete
lattices. This means that we have found a reasonable theory of lattices in locally compact groups that extends
the classical theory of lattices in Euclidean spaces. In the rest of this thesis, we will only consider abelian
L-groups. So we are safe to define a lattice in such a group to be a discrete and co-compact subgroup. ♦
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3 Rings of S-Integers

In this chapter, we will study the rings of S-integers of a number field. In Chapter 6, we will see that this
generalizes fake real quadratic orders. Section 3.1 and 3.2 are known to the literature. However, in the
literature, either the proofs of these results are skipped or it cannot be found in one place. Therefore, we
include this in the thesis. The proofs within these sections are self-written. Furthermore, we derive some new
results for the rings of S-integers. This includes an analogue of Minkowski’s Convex Body Theorem (see
Theorem 1.7.8) and an extension of Theorem 1.8.6. We will study this in the last two sections of this chapter.
Throughout this chapter, let K be a number field.

3.1 Structure

From now on, unless stated otherwise, we assume S to be a finite subset of P0
K . Moreover, whenever we

write p /∈ S, we mean p ∈ P0
K\S. Consider the subset of K given by

OK,S := {x ∈ K : |x|p ≤ 1 for all p /∈ S}.

Recall that for any x ∈ K, the p-adic valuation and p-adic absolute value are related by |x|p = NOK
(p)− ordp(x).

Therefore, saying that |x|p ≤ 1 is equivalent to saying ordp(x) ≥ 0. Therefore, we also have

OK,S = {x ∈ K : ordp(x) ≥ 0 for all p /∈ S}. (21)

By properties of the p-adic absolute value, the set OK,S is a subring of K.

Definition 3.1.1. The ring OK,S is called the ring of S-integers of K.

This notation is different from the notation of the valuation ring OK,p we have seen in (9). Actually, one has
to consider S = P0

K\{p} to receive OK,p. But since we only allow S to be a finite set, there should be no
confusion.

Proposition 3.1.2. If S = ∅, then OK,S = OK . Furthermore, if S ⊆ S′ are finite sets of P0
K , then

OK,S ⊆ OK,S′ .

Proof. These two facts are consequences of the definition.

Lemma 3.1.3. One has pmOK,S = OK,S for all p ∈ S and non-zero m ∈ Z.

Proof. Throughout this proof, take p ∈ S arbitrarily. Suppose that m ∈ Z>0. Then it suffices to prove it for
m = 1. The general case follows by applying it inductively. We know that OK ⊆ OK,S by Proposition 3.1.2.
Thus, we see that pOK,S ⊆ OK,S . For the converse, take any x ∈ OK,S . Since the class group ClK is finite,
there exists some k ∈ Z>0 such that pk is principal. Let ε be a choice of generator of pk. Then ε−1OK = p−k.
This means that ordq(ε

−1) = 0 for all non-zero prime ideals q ̸= p, and ordp(ε
−1) = −k. Since p ∈ S, we

have that ε−1 ∈ OK,S . Consequently, we get that ε−1x ∈ OK,S . Then x = ε(ε−1x) ∈ pOK,S . Consequently,
we have OK,S ⊆ pOK,S . Inclusion from both sides gives us the desired result.

So we have pmOK,S = OK,S for all m ∈ Z>0. So we have OK,S = p−mOK,S . We see that the case in which
m is negative follows directly.

There are several alternatives to view the rings of S-integers. We will treat two of them.

Proposition 3.1.4. For a ∈ OK\{0}, one has OK,S = OK

[
a−1

]
if and only if the finite places p for which∣∣a−1

∣∣
p
> 1 are exactly equal to S. Equivalently, the prime ideals in the unique factorization of aOK are

exactly the prime ideals from S.
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For the proof, we refer to the proof of Lemma 1.1 in [Con24b]. Such a can always be found. Namely, since
the class number hk is finite, we have that phk is principal for all p ∈ S. Also, the product of these principal
ideals is principal. Therefore, ∏

p∈S

p

hK

= aOK

for some a ∈ OK . We have that p|aOK if and only if p ∈ S. It follows by the lemma that OK,S = OK

[
a−1

]
.

An alternative way of defining S-integers, is to view them as a ring of fractions of OK .

Proposition 3.1.5. Let P := OK\
⋃

p/∈S p. Then P is a multiplicatively closed set. Furthermore, the ring of
fractions of OK with respect to P equals OK,S .

Proof. In this proof, we will repeatedly use Definition 1.1.7 and Proposition 1.1.8. Firstly, the set P is
multiplicatively closed if 1 ∈ P and x, y ∈ P imply that xy ∈ P . If 1 ∈

⋃
p/∈S p, then there exists some p /∈ S

such that 1 ∈ p. This contradicts the fact that p is a prime ideal, and so 1 ∈ P . Now, take x, y ∈ P . Suppose
that xy ∈

⋃
p/∈S p, then there exists some p /∈ S such that xy ∈ p. Using that p is a prime ideal we have x ∈ p

or y ∈ p. Hence, at least one of x, y is contained in
⋃

p/∈S p. This contradicts the fact that x, y ∈ P . Thus, we
must have xy /∈

⋃
p/∈S p, which implies that xy ∈ P.

Next, we have to show that OKP−1 = OK,S . We have

OKP−1 =
{a
x
: a ∈ OK , x ∈ P

}
.

So take any a
x ∈ OKP−1. Then x /∈

⋃
p/∈S p, and so x /∈ p for all p /∈ S. Since x ∈ OK , this implies that

ordp(x) = 0 for all p /∈ S. As a ∈ OK , we have that ordp(a) ≥ 0 for all p ∈ P0
K . Hence, for any p /∈ S, we

have
ordp

(a
x

)
= ordp(a)− ordp(x) = ordp(a) ≥ 0.

By construction (21) one has a
x ∈ OK,S . Conversely, take x ∈ OK,S . Then ordp(x) ≥ 0 for all p /∈ S. If there

exists some y ∈ P such that xy ∈ OK , then there exists some a ∈ OK such that xy = a. This would imply
that x = a

y ∈ OKP−1. It follows from inclusion on both sides that OKP−1 = OK,S . Such y ∈ P can always

be constructed. Let S′ ⊆ S contain exactly the prime ideals p ∈ S such that ordp(x) < 0. Since ClK is a
finite group, there exists some kp ∈ Z>0 such that pkp is principal for all p ∈ S′. Denote a choice of generator
by εp. Then, we can find an mp ∈ Z>0 such that ordp(ε

mp
p x) ≥ 0. We just need to take mp sufficiently large.

Then for y =
∏

p∈S′ ε
mp
p one has ordp(xy) ≥ 0 for all p ∈ P0

K . We get that xy ∈ OK . It remains to show
that y ∈ P. We know that y ∈ OK since it is a product of integral ideals of OK . Suppose y ∈

⋃
p/∈S p, then

y ∈ p for some p /∈ S. This means that p|yOK =
∏

q∈S′ qkqmq . This contradicts the unique factorization of
fractional ideals in OK . We conclude that y ∈ P.

Corollary 3.1.6. The ring of S-integer OK,S of K is a Dedekind domain

Proof. We know that OK is a Dedekind domain. This property is preserved under any ring of fractions (see
[Neu99, Proposition 11.4, Chapter I]). It follows from Proposition 3.1.5 that OK,S is a Dedekind domain.

This Corollary allows us to apply the theory from Section 1.1 to OK,S . We will study this a little bit more
precisely in the next section.

3.2 Fractional Ideals and Class Group

We know that OK,S is a Dedekind domain. Let IdK,S := IdOK,S
denote the abelian group formed by the

fractional ideals of OK,S . Furthermore, we denote its subgroup of principal fractional ideals by PK,S . The
class group of OK,S (see Definition 1.1.3) is denoted by ClK,S . The order of the class group is denoted by the
hK,S ∈ Z>0 ∪ {∞}. We will see at the end of this section that this order is finite.
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In Section 1.1, we saw that any fractional ideal of OK,S can be uniquely written as a finite product of non-zero
prime ideals of OK,S . Let us study the prime ideals of OK,S .

Proposition 3.2.1. The prime ideals of OK,S are in bijection with the prime ideals of OK not contained in
S. This map is given by

p 7→ pOK,S , P 7→ P ∩ OK , (22)

for prime ideal p ⊆ OK and prime ideal P ⊆ OK,S . The set of prime ideals of OK,S is denoted by Spec(OK,S).

Proof. In Proposition 3.1.5, we have seen that OK,S = OKP−1 for P = OK\
⋃

p/∈S p. Then Proposition 11.1
in [Neu99] tells us that the prime ideals of OK,S are in bijection with the prime ideals of OK contained in
OK\P =

⋃
p/∈S p. Moreover, the proposition gives us the corresponding maps (22). So it remains to show

that p ⊆
⋃

p/∈S p if and only if p /∈ S. Any p /∈ S is contained in
⋃

p/∈S p.

For the converse, we use that Corollary 2.4 in [RV70] states that OK is compactly packed. This property states
that for any set A ⊆ P0

K and integral ideal I ⊆ OK such that I ⊆
⋃

p∈A p implies that I ⊆ p for some p ∈ A.
So suppose that q ⊆

⋃
p/∈S p, for any q ∈ S. Then by compactly compactness of OK , we have that q ⊆ p for

some p /∈ S. Hence, p|q, which contradicts the fact that q is a prime ideal and every integral ideal has a
unique factorization of non-zero prime ideals. Consequently, the converse is also true.

From this proposition, we see that Spec(OK,S) = {pOK,S : p /∈ S} ∪ {(0)}. Hence, any I ∈ IdK,S can be
written as

I =
∏
p/∈S

(pOK,S)
np ,

for some np ∈ Z for all p /∈ S. Moreover, we get the group homomorphism ordpOK,S
: IdK,S → Z for any

p ∈ S, that we have seen in Remark 1.1.5. If S = ∅, we transferred this map to a valuation of K (see Example
1.4.5). We can do this here as well. For any x ∈ K∗, we set ordpOK,S

(x) := ordpOK,S
(xOK,S). By convention,

we set ordpOK,S
(0) = ∞. One can show by verification of Definition 1.4.1, that this is a discrete valuation of

K. Next, we can show that the discrete valuations ordp and ordpOK,S
are equal for any p /∈ S.

Proposition 3.2.2. Let x ∈ K∗, then

xOK,S =
∏
p/∈S

(pOK,S)
ordp(x).

Consequently, one has ordpOK,S
(x) = ordp(x) for all p /∈ S.

Proof. We have xOK =
∏

p∈P0
K
pordp(x), for any x ∈ K∗. So

xOK,S = (xOK)OK,S =

 ∏
p∈P0

K

pordp(x)

OK,S =

∏
p/∈S

pordp(x)

∏
p∈S

pordp(x)OK,S ,

where we used the fact that OKOK,S = OK,S . Using Lemma 3.1.3, we have that
∏

p∈S pordp(x)OK,S = OK,S .
Then

xOK,S =

∏
p/∈S

pordp(x)

∏
p∈S

pordp(x)OK,S =

∏
p/∈S

pordp(x)

OK,S =
∏
p/∈S

(pOK,S)
ordp(x).

Therefore, we have ordpOK,S
(x) = ordpOK,S

(xOK,S) = ordp(x) for all p /∈ S.

Recall Definition 1.1.6 for the definition of coprime fractional ideals. We know that the fractional ideals of
OK (resp. OK,S) have a unique factorization of non-zero prime ideals of OK (resp. OK,S). Therefore, by
the bijection given in Proposition 3.2.1, we have that the fractional ideals of OK,S are in bijection with the
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fractional ideals of OK that are coprime to S. Let IdcoK denote the fractional ideals of OK that are coprime
to S. Then this bijection is given by

ι : IdK,S → IdcoK ,
∏
p/∈S

(pOK,S)
np 7→

∏
p/∈S

pnp . (23)

Let ⟨S⟩ (resp. ⟨[S]⟩) denote the subgroup of IdK (resp. ClK) generated by the prime ideals in S.

Proposition 3.2.3. There exist group isomorphisms IdK,S
∼= IdK /⟨S⟩ and ClK,S

∼= ClK /⟨[S]⟩.

Proof. Consider the map φ : IdK → IdK,S defined by I 7→ IOK,S . Note that the image of φ is in IdK,S .
Namely, if I ∈ IdK has some p ∈ S in its factorization, then it is canceled by multiplication with OK,S (see
Lemma 3.1.3). As a result of this, the fractional ideal IOK,S is precisely given by a product of prime ideals
of OK,S . It follows that IOK,S ∈ IdK,S . Since we have that the fractional ideals of OK,S are in bijection
with the fractional ideals of OK that are coprime to S, the map φ defines a surjective group homomorphism.
Moreover, we have I ∈ ker(φ) if and only if np = 0 for all p /∈ S. Equivalently, we know I ∈ ker(φ) if and
only if I ∈ ⟨S⟩. It follows that φ induces a group isomorphism IdK,S

∼= IdK /⟨S⟩.

Consider the map ψ : ClK → ClK,S defined by [I] 7→ [IOK,S ]. Notice that for any x ∈ K∗, we have
(xOK)OK,S = xOK,S . Thus, the map ψ is a well-defined group homomorphism. Since φ is surjective, so is ψ.
If [I] ∈ ker(ψ) then [IOK,S ] = [OK,S ]. Then there exists some x ∈ K∗ such that IOK,S = xOK,S . Then for
any p /∈ S

ordp(I) = ordpOK,S
(IOK,S) = ordpOK,S

(xOK,S) = ordpOK,S
(x) = ordp(x),

where we used Proposition 3.2.2. We see that I = xJ , with J ∈ ⟨S⟩. It follows that

[I] = [xJ ] = [J ] ∈ ⟨[S]⟩.

Conversely, for any [I] ∈ ⟨[S]⟩, we have ψ([I]) = [IOK,S ] = [OK,S ], using Lemma 3.1.3, and so [I] ∈ ker(ψ).
This shows that ker(ψ) = ⟨[S]⟩. Consequently, the group homomorphism ψ induces a group isomorphism
ClK,S

∼= ClK /⟨[S]⟩.

The following convention is used throughout this thesis.

Definition 3.2.4. Let I ∈ IdK,S . We denote the fractional ideal ι(I) of OK by IS . Equivalently, let C be
the equivalence class in IdK /⟨S⟩ that corresponds to I under the isomorphism from Proposition 3.2.3. Then
the fractional ideal IS is the unique representative of C that is coprime to S.

One has I = ISOK,S for any I ∈ IdK,S .

Lemma 3.2.5. Let I ∈ IdK,S and x ∈ I. Then x ∈ IS if and only if |x|p ≤ 1 for all p ∈ S.

Proof. In this proof, we will repeatedly use Definition 1.1.7 and Proposition 1.1.8. Suppose that x ∈ IS .
Then IS |xOK , and so ordp(IS) ≤ ordp(x) for all p ∈ P0

K . Since IS is coprime to S, we have ordp(IS) = 0 for
all p ∈ S. Hence, we see that ordp(x) ≥ 0 for all p ∈ S. Or equivalently, we have |x|p ≤ 1 for all p ∈ S.

Conversely, suppose that |x|p ≤ 1 for all p ∈ S. Since x ∈ I we have xOK,S ⊆ I, and so I|xOK,S . This means
that ordpOK,S

(I) ≤ ordpOK,S
(x) for all p /∈ S. By the definition of IS , we have ordpOK,S

(I) = ordp(IS) for all
p /∈ S, and ordp(IS) = 0 for all p ∈ S. In Proposition 3.2.2, we have seen that ordpOK,S

(x) = ordp(x) for all
p /∈ S. Since |x|p ≤ 1, we have ordp(x) ≥ 0 for all p ∈ S. Thus, we have ordp(IS) ≤ ordp(x) for all p ∈ P0

K .
Thus, we get that IS |xOK , and so xOK ⊆ IS . Since 1 ∈ OK , we get x ∈ IS .

In Definition 1.1.11, we have seen the construction of the norm for any fractional ideal of OK,S . It induced a
group homomorphism NOK,S

: IdK,S → Q∗. The norm of a fractional ideal I of OK,S can be related to the
norm of the fractional ideal IS of OK .
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Proposition 3.2.6. Let p /∈ S, then NOK
(p) = NOK,S

(pOK,S). Moreover, the equality NOK,S
(I) = NOK

(IS)
holds for any I ∈ IdK,S .

Proof. Throughout this proof, take p /∈ S arbitrarily. Consider the ring homomorphism f : OK → OK,S/pOK,S

given by a 7→ [a] (where [.] denotes the equivalence classes in the quotient ring). Now, for any y ∈ OK\
⋃

p/∈S p
we have the equality OK = p+ yOK . This can be seen as follows. We know that p+ yOK is an integral ideal
containing p. In a Dedekind domain, all prime ideals are maximal (see Proposition 1.1.4). Therefore, we
either have p = p+ yOK or OK = p+ yOK . The former is impossible as it would imply that y ∈ p ⊆

⋃
p/∈S p.

This contradicts the choice of y.

Take any x ∈ OK,S . It follows from Proposition 3.1.5 that there exist some a ∈ OK and y ∈ P = OK\
⋃

p/∈S p
such that x = a

y . Since y ∈ P, we know, by the above reasoning, that OK = p + yOK . Then there exist

some b ∈ OK and c ∈ p such that a = c + yb, and so x = a
y = c

y + b. Since c ∈ p and 1
y ∈ OK,S , we have

c
y ∈ pOK,S . It follows that [b] = [x]. So there exists some b ∈ OK such that f(b) = [b] = [x]. It allows us to
conclude that f is surjective.

We claim that ker(f) = p. Take any a ∈ p, then a ∈ pOK,S . Equivalently, we have f(a) = [a] = [0], so
p ⊆ ker(f). For the converse, take any a ∈ ker(f). This means that [a] = f(a) = [0], and so a ∈ pOK,S .
Therefore, we know that a ∈ OK ∩ pOK,S = p, where the last equality follows from the bijection given in
Proposition 3.2.1. It follows that ker(f) ⊆ p. Thus, we showed the claim. Therefore, the ring homomorphism
f induces a ring isomorphism OK/p ∼= OK,S/pOK,S . We conclude that both rings have the same order. By
Definition 1.1.9, we deduce that NOK

(p) = NOK,S
(pOK,S).

Take any I ∈ IdK,S written as
∏

p/∈S(pOK,S)
np for some np ∈ Z for all p /∈ S. Then by definition, we have

the fractional ideal IS =
∏

p/∈S pnp . In Proposition 1.1.10 (i.), we have seen that NOK
and NOK,S

are group
homomorphisms. Then

NOK,S

∏
p/∈S

(pOK,S)
np

 =
∏
p/∈S

NOK,S
(pOK,S)

np =
∏
p/∈S

NOK
(p)np = NOK

∏
p/∈S

pnp

 ,

where we used the result obtained earlier in this proof. Consequently, we get that NOK,S
(I) = NOK

(IS).

The units of ring OK,S is denoted by O∗
K,S . An element x ∈ OK,S is a unit if and only if x−1 ∈ OK,S . Hence,

we have that |x|p ≤ 1 and |x−1|p ≤ 1 for all p /∈ S. Therefore

O∗
K,S = {x ∈ K : |x|p = 1 for all p /∈ S},

or equivalently
O∗

K,S = {x ∈ K : ordp(x) = 0 for all p /∈ S}. (24)

We can obtain the following results.

Proposition 3.2.7. There exists an exact sequence

0 → O∗
K → O∗

K,S →
⊕
p∈S

Z → ClK → ClK,S → 0.

Consequently, there exists an isomorphism O∗
K,S

∼= µK ×Z#S+r1+r2−1, and the order hK,S of the class group
is finite.

These results are given in [Neu99, Section 11, Chapter I].
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3.3 S-Minkowski Space

The next step is to see if it is possible to generalize Theorem 1.8.6. In other words, we aim to view non-zero
fractional ideals of OK,S as lattices in a certain topological space. In this section, we will construct this space.
Moreover, we study some properties of this space. Among other things, this includes the analogue of the
Heine-Borel Theorem and Minkowski’s Convex Body Theorem (see Theorem 1.7.8).

3.3.1 Components: Completions of Number Fields

The space we want to construct is a product of completions of our number field K. Therefore, we first
investigate these completions a little bit. This is not new and can be found in the literature. However, the
proofs of the results are self-written.

Throughout this thesis, for a metric space (M,d), let Bd(u, ε) := {v ∈M : d(u, v) < ε} denote the open ball
of radius ε ∈ R>0 with center u in M . Furthermore, let Bd[u, ε] := {v ∈M : d(u, v) ≤ ε} denote the closed
ball of radius ε ∈ R>0 with center u in M .

Consider the completion Kν , for any ν ∈ VK . We have seen its construction in Section 1.4. The absolute
value |.|ν induces a metric dν(x, y) := |x− y|ν for x, y ∈ K. We denote this metric space by (Kν , dν).

Lemma 3.3.1. Let p ∈ P0
K , x ∈ Kp, and ε ∈ R>0. If y ∈ Bdp(x, ε), then Bdp(x, ε) = Bdp(y, ε). Similarly, if

y ∈ Bdp [x, ε], then Bdp [x, ε] = B
dp
ε [y, ε].

Proof. Suppose that y ∈ Bdp(x, ε), and take any z ∈ Bdp(y, ε). Then both the values |z − y|p, |y − x|p are
strictly less than ε. So the strong triangle inequality implies that

|z − x|p = |(z − y) + (y − x)|p ≤ max{|z − y|p, |y − x|p} < ε.

This means that z ∈ Bdp(x, ε), and so we get Bdp(y, ε) ⊆ Bdp(x, ε). The other inclusion has a similar
argument. We conclude that Bdp(x, ε) = Bdp(y, ε). In this proof, the strict inequality < could easily be
replaced by ≤. Consequently, the statement for closed balls follows as well.

For any ν ∈ VK , the metric space (Kν , dν) induces a topological structure on Kν . Furthermore, we know
that Kν is endowed with an abelian additive group structure since it is a field. The topology is compatible
with these additive operations. Hence, for any ν ∈ VK , the additive group Kν is a topological group.

Proposition 3.3.2. Let ν ∈ VK . Then Kν is an abelian L-group.

Proof. Since Kν is a field, the additive group structure is abelian for any ν ∈ VK . By Theorem 1.4.8, we
know that the topology on Kσ is equivalent to the Euclidean topology on R and C for any σ ∈ Σ∞

K . Since
these are locally compact, Hausdorff, and second-countable topological spaces, so is Kσ. Hence, we see that
Kσ is an abelian L-group for any σ ∈ Σ∞

K . Now, consider Kp for any p ∈ P0
K . This is locally compact as

well. This is stated in Proposition 5.1 in Chapter II of [Neu99]. The group Kp is Hausdorff since its topology
is induced from a metric (see [Sut09, Proposition 11.5]). It remains to show that the topological group Kp

is second-countable for any p ∈ P0
K . For the rest of the proof, consider any p ∈ P0

K arbitrarily. We have
to find a countable collection of open subsets of Kp such that any other open subset of Kp is a union of a
subcollection. We claim that the collection

B :=
{
Bdp(x,NOK

(p)k) : x ∈ K, k ∈ Z
}

does the job. Let A be an open subset of Kp, and take any a ∈ A. Since A is open, there exists some εa ∈ R>0,
depending on a ∈ A, such that Bdp(a, εa) ⊆ A. Now, there exists a ka ∈ Z, depending on a ∈ A, such that
NOK

(p)ka < εa. Consequently, we get the inclusions given by {a} ⊆ Bdp(a,NOK
(p)ka) ⊆ Bdp(a, εa) ⊆ A for

any a ∈ A. Then

A =
⋃
a∈A

{a} ⊆
⋃
a∈A

Bdp(a,NOK
(p)ka) ⊆

⋃
a∈A

Bdp(a, εa) ⊆ A.
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It follows that
A =

⋃
a∈A

Bdp(a,NOK
(p)ka).

Now, Theorem 4.2 of Chapter 2 in [Cas86] tells us that K is dense in Kp. Therefore, for any a ∈ A, there
exists some xa ∈ K, such that xa ∈ Bdp(a,NOK

(p)ka). Note that xa depends on ka, and therefore depends
on a. By Lemma 3.3.1, we have

Bdp(a,NOK
(p)ka) = Bdp(xa, NOK

(p)ka).

As a result of this, we get

A =
⋃
a∈A

Bdp(a,NOK
(p)ka) =

⋃
a∈A

Bdp(xa, NOK
(p)ka).

Note that Bdp(xa, NOK
(p)ka) ∈ B for all a ∈ A. This means that A can be written as a union of a subcollection

of B. It remains to show that B is countable. We can write

B =
⋃
x∈K

⋃
k∈Z

{
Bdp(x,NOK

(p)k)
}
.

We see that B is a union of singletons over K and Z. Number fields are countable and Z is countable. Thus,
the collection B is countable.

As stated in Remark 2.2.5, any locally compact group induces a measure space. Hence, for any ν ∈ VK ,
the locally compact group Kν induces a measure space (Kν ,B(Kν), µν), where µν is some Haar measure on
B(Kν). Notice that we can consider Haar measures rather than left or right Haar measures since the group
is abelian. We can make appropriate choices for the normalization of this Haar measure. For any infinite
place σ ∈ Σ∞

K , corresponding to a real field embedding, we know Kσ
∼= R by Theorem 1.4.8. We have seen

that the Lebesgue measure µ1 is a Haar measure on B(R) (see Example 1.6.10). Therefore, we can take
the Lebesgue measure as the Haar measure on B(Kσ). We denote this choice by µσ. For any infinite place
σ ∈ Σ∞

K , corresponding to a complex field embedding, we know Kσ
∼= C by Theorem 1.4.8. Furthermore, we

have C ∼= R2, and therefore, we can take the Lebesgue measure µ2 on B(R2) as the Haar measure on B(Kσ).
However, we chose a different normalization. Namely, we take twice the Lebesgue measure. We denote this
choice by µσ.

For a finite place p ∈ P0
K , we have to reason a bit different. By Proposition 1.6.7, we know that compact

subsets are Borel measurable. Moreover, we know that compact subsets have finite measure for any Haar
measure. By Theorem 2.2.4, we know that Haar measures are unique up to scalar multiple. Therefore, if we
chose the measure for a certain compact subset, the Haar measure is uniquely determined. Proposition 5.1 of
Chapter II of [Neu99] tells us that the DVR Op is compact for any p ∈ P0

K . Therefore, we can make a unique
choice for the measure on Op. For any p ∈ P0

K , we choose µp(Op) := NOp
(DOp|Zp

)−1/2, where DOp|Zp
is

the different of Op|Zp. The different of Op|Zp was treated at the end of Section 1.4. We denote this Haar
measure by µp for any p ∈ P0

K .

Remark 3.3.3. The choices of µν for any ν ∈ VK , will be used throughout the rest of this thesis. The choice
of these Haar measures is not arbitrary. They agree with the choices described in Tate’s thesis. They make
sure that the Haar measures are self-dual. Since this notion is not part of this thesis, we refer to Tate’s thesis
for an explanation. For example, this thesis can be found in Chapter XV of [CF67]. ♦

Since Kν is a field for any ν ∈ VK , we have a multiplicative operation Kν ×Kν → Kν , which we will denote
by (x, y) 7→ xy.

Lemma 3.3.4. Let ν ∈ VK and x ∈ K∗
ν .

i.) If A ⊆ Kν is an open subset, then so is xA.
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ii.) If A ⊆ Kν is a Borel measurable subset, then so is xA.

Proof. To show Statement (i.), take any open subset A ⊆ Kν and any y ∈ xA. Then there exists some a ∈ A
such that y = xa. Since A is open, there exists some ε ∈ R>0 such that Bdν (a, ε) ⊆ A. Let λ := |x|νε, and
take any z ∈ Bdν (y, λ). Note that

dν(z, xa) = |z − xa|ν = |x|ν
∣∣∣ z
x
− a
∣∣∣
ν
= |x|νdν

( z
x
, a
)
.

This means that

dν(z, y) < λ =⇒ dν(z, xa) < λ =⇒ |x|νdν
( z
x
, a
)
< λ =⇒ dν

( z
x
, a
)
<

λ

|x|ν
= ε.

We get z
x ∈ Bdν (a, ε) ⊆ A, and so z ∈ xA. This implies that Bdν (y, λ) ⊆ xA, and therefore xA is open.

To show Statement (ii.), consider the map f : Kν → Kν given by y 7→ x−1y. For any open subset A ⊆ Kν ,
we know by Statement (i.) that f−1(A) = xA is open. It follows that f−1(A) ∈ B(Kν). Since B(Kν) is
generated by the open sets of Kν , it follows from Proposition 1.6.13 that f is (Kν ,Kν)-measurable. This
means that for any A ∈ B(Kν) the set f−1(A) = xA is Borel measurable.

Lemma 3.3.5. Let p ∈ P0
K and a ∈ Op. Then NOp

(aOp) = NOK
(p)ordp(a).

Proof. Since Op is a DVR, every non-zero ideal of Op is a power of mp (see Remark 1.4.3). In fact, for any

a ∈ Op, we have aOp = m
ordp(a)
p (see page 69 in [Neu99]). Therefore, using Lemma 1.4.9, we have

Op/aOp = Op/m
ordp(a)
p

∼= OK/p
ordp(a).

This means that NOp
(aOp) = NOK

(pordp(a)) = NOK
(p)ordp(a).

Now, there is an interesting result if we compare the measure of A ∈ B(Kν) with xA for any x ∈ K∗
ν and

ν ∈ VK .

Proposition 3.3.6. Let ν ∈ VK . For any x ∈ K∗
ν and A ∈ B(Kν) one has µν(xA) = ∥x∥νµν(A).

Proof. Firstly, note that by Lemma 3.3.4 (ii.), it makes sense to take the measure of xA. Now, let ν be
an infinite place σ ∈ Σ∞

K . If σ corresponds to a real field embedding, then µσ is the Lebesgue measure on
B(R), and ∥.∥σ is the absolute value of R. If σ corresponds to a complex field embedding, then µσ is twice
the Lebesgue measure of B(R2), and ∥.∥σ is the square of the absolute value on C. Therefore, the property
follows directly from Proposition 1.6.11.

Now, let ν be a finite place p ∈ P0
K . Consider the map fx : Kp → Kp given by y 7→ xy. It is not hard to

verify that fx is an automorphism of the additive group Kp for all x ∈ K∗
p . For any A ∈ B(Kp), we have that

f−1
x (A) = x−1A. By Lemma 3.3.4 (ii.), we know that this is contained in B(Kp). It follows that fx is also

(B(Kp), B(Kp))-measurable. Theorem 1.6.15 tells us that µx := µp ◦ fx is a measure on B(Kp). Moreover,
since it is an automorphism, the conditions of Definition 1.6.8 are preserved. Thus, it is also a Borel regular
measure. For A ∈ B(Kp) and y ∈ K∗

p , we have

µx(y +A) = µp(fx(y +A)) = µp(xy + xA) = µp(xA) = µx(A),

using that µp is a Haar measure on B(Kp). Hence, also µx is a Haar measure on B(Kp). So by Theorem
2.2.4, there must exists some λx ∈ R, depending on x, such that µx = λxµp. Define the function λ : K∗

p → R
such that λ(x) = λx. For any A ∈ B(Kp), we have

µp(xA) = µp(fx(A)) = µx(A) = λxµp(A) = λ(x)µp(A).
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Take any x, y ∈ K∗
p , and A ∈ B(Kp) that has non-zero measure with respect to µp. Then we have

λ(xy) =
µxy(A)

µp(A)
=
µx(yA)

µp(A)
=
λ(x)µp(yA)

µp(A)
=
λ(x)µy(A)

µp(A)
=
λ(x)λ(y)µp(A)

µp(A)
= λ(x)λ(y).

We conclude that the function λ is multiplicative. Now, consider a ∈ Op\{0}, and the quotient ring Op/aOp.
Let R denote a set of representatives of Op/aOp. Using that a measure is countable additive, we get

µp(Op) = µp

(⊔
r∈R

(r + aOp)

)
=
∑
r∈R

µp(r + aOp).

Now, using that µp is a Haar measure, we obtain that∑
r∈R

µp(r + aOp) =
∑
r∈R

µp(aOp) = #R · µp(aOp) = #R · λ(a)µp(Op).

Note that we have #R = NOK
(p)ordp(a). Since µpr(Op) is finite and non-zero, we get that λ(a) = #R−1. By

Lemma 3.3.5, we have that #R = NOp
(aOp) = NOK

(p)ordp(a). We obtain that λ(a) = NOK
(p)− ordp(a) = ∥a∥p

for all a ∈ Op\{0}. Now, take a uniformizer t ∈ mp (see Remark 1.4.3). Then for any x ∈ K∗
p , there exists a

k ∈ Z and a ∈ O∗
p such that x = atk. Since a, t ∈ Op\{0}, we have λ(a) = ∥a∥p and λ(t) = ∥t∥p. Since λ is

multiplicative, it follows that

µp(xA) = µp(at
kA) = λ(tka)µp(A) = λ(t)kλ(a)µp(A) = ∥t∥kp∥a∥pµp(A) = ∥tka∥pµp(A) = ∥x∥pµp(A).

In the next section, we are interested in the product of completions of a number field. Now, we briefly discuss
what happens if we only consider the completions with respect to the infinite places of K. In Section 1.8, we
constructed the space KR, and saw that KR =

∏
σ∈Σ∞

K
Kσ. Now, by Proposition 3.3.2, we know that Kσ is

an abelian L-group, for any σ ∈ Σ∞
K . By applying Proposition 2.5.3 recursively, we get that KR is an abelian

L-group as well. Moreover, a Haar measure on KR is given by the product measure of the Haar measures µσ

on B(Kσ) for σ ∈ Σ∞
K . Because we have unique choices for µσ, we get a unique Haar measure on B(KR),

which we denote by µR.

Definition 3.3.7. The measure space (KR,B(KR), µR) is called the Minkowski space of K.

Remark 3.3.8. We have µR =
⊗

σ∈Σ∞
K
µσ. For any infinite place σ ∈ Σ∞

K , corresponding to a real field

embedding, we took the Lebesgue measure on B(R). For any infinite place σ ∈ Σ∞
K , corresponding to a

complex field embedding, we took twice the Lebesgue measure on B(R2). It follows that for any A ∈ B(KR),
we have

µR(A) = 2r2µn(A),

using that we have r2 complex field embeddings and µn is the Lebesgue measure on B(Rn). We see that the
normalization of µR is the same as the volume volR that we introduced in Remark 1.8.5. So we see that volR
equals the Haar measure µR. Using Theorem 1.8.6, we see that the covolume of the lattice Ψ(OK) equals√
|dK |∞ with respect to µR. ♦

In the next section, we add completions with respect to finite places into the product of KR.

3.3.2 Structure

Set
S∞ := S ∪ Σ∞

K ,

and consider
KS :=

∏
ν∈S∞

Kν =
∏

σ∈Σ∞
K

Kσ ×
∏
p∈S

Kp.
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For any u ∈ KS , there exists some uν ∈ Kν for all ν ∈ S∞ such that u = (uν)ν∈S∞ . Sometimes we consider
the infinite and finite places separately. In that case, we always consider the infinite places first. Moreover,
we write u = ((uσ)σ∈Σ∞

K
, (up)p∈S). We will use this convention throughout this thesis.

The set KS attains a commutative ring structure by entry-wise addition and multiplication.

Proposition 3.3.9. The additive group KS is an abelian L-group with respect to the product topology.

Proof. By Proposition 3.3.2, we know that Kν is an abelian L-group for any ν ∈ VK . By applying Proposition
2.5.3 recursively, we get that KS is an abelian L-group as well. From its proof, we can see that the topology
on KS is induced from the product topology.

Recall that for any ν ∈ VK , the topology on Kν is induced from the metric dν . We can take the product
metric

dS(u, v) :=
∑

ν∈S∞

dν(uν , vν) (25)

with u, v ∈ KS .

Proposition 3.3.10. The product topology on KS is induced from the metric dS : KS ×KS → R.

Proof. Proposition 10.17 [Sut09] tells us that the product topology is compatible with the product metric
(25).

So we have obtained a metric space (KS , dS). Let us investigate some properties of this metric space.

Let (M,d) be a metric space. At the beginning of Section 3.3.1, we defined the open and closed balls. Note
that Bd(u, ε) ⊆ Bd[u, ε] for any u ∈ M and ε ∈ R>0. Since Bd[u, ε] is closed, the closure of the open ball

Bd(u, ε), denoted by Bd(u, ε), is also contained in Bd[u, ε]. It is not always true that

Bd(u, ε) = Bd[u, ε]. (26)

Namely, let M be any set, and consider the metric

d(u, v) =

{
0, if u = v,
1, otherwise,

for u, v ∈M . Then for any u ∈M , we have Bd(u, 1) = {u}, Bd(u, 1) = {u}, and Bd[u, 1] =M . Hence, the
equality (26) is not true. However, the equality is true in a Euclidean space. It follows from Theorem 1.4.8
that it is true in the metric space (Kσ, dσ) for any σ ∈ Σ∞

K . It turns out to be true in the metric space
(KS , dS) as well.

Proposition 3.3.11. For any u ∈ KS and ε ∈ R>0 one has BdS (u, ε) = BdS [u, ε].

Proof. It remains to show that BdS [u, ε] ⊆ BdS (u, ε). Take any v ∈ BdS [u, ε], and any λ ∈ R>0. Set

αν := dν(uν , vν) for any ν ∈ S∞. Then for any σ ∈ Σ∞
K , one has vσ ∈ Bdσ [uσ, ασ] = Bdσ (uσ, ασ), where

we used that equality (26) is true in Euclidean spaces. Equivalently, the element vσ is a point of closure of
Bdσ (uσ, ασ). Therefore, for s :=

λ
#Σ∞

K
∈ R>0, there exists some wσ such that wσ ∈ Bdσ (vσ, s) ∩Bdσ (uσ, ασ)
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for all σ ∈ Σ∞
K . Set wp := vp for all p ∈ P0

K and w := (wν)ν∈S∞ ∈ KS . Then

dS(w, v) =
∑

ν∈S∞

dν(wν , vν)

=
∑

σ∈Σ∞
K

dν(wσ, vσ) +
∑
p∈S

dν(wp, vp)

=
∑

σ∈Σ∞
K

dν(wσ, vσ) +
∑
p∈S

dν(vp, vp)

=
∑

σ∈Σ∞
K

dν(wσ, vσ)

< #Σ∞
K · s = λ,

and

dS(u,w) =
∑

ν∈S∞

dν(uν , wν) =
∑

σ∈Σ∞
K

dν(uσ, wσ) +
∑

p∈P0
K

dp(up, vp) <
∑

ν∈S∞

αν = dS(u, v) < ε.

This allows us to conclude that w ∈ BdS (v, λ)∩BdS (u, ε). Hence, since λ ∈ R>0 was taken arbitrary, it follows

that v is a point of closure of BdS (u, ε), i.e. v ∈ BdS (u, ε). We conclude that BdS [u, ε] ⊆ BdS (u, ε).

Since KS is Hausdorff, we have that a compact subset A ⊆ KS is closed in KS (see [Sin19, Theorem 5.1.8]).
Furthermore, Proposition 13.10 in [Sut09] tells us that a compact subset A ⊆ KS is bounded. In a Euclidean
space, the converse is also true, i.e. a closed and bounded subset is compact. This result is known as the
Heine-Borel Theorem (see [Sut09, Theorem 13.22]). In general, the converse is not true. However, there is an
analogue of the Heine-Borel Theorem for the space KS .

Theorem 3.3.12. Let A ⊆ KS . Then A is compact if and only if A is closed and bounded.

Proof. It suffices to show that a closed and bounded subset is compact since we already saw the converse.
So let A be a closed and bounded subset in KS . Since A is bounded, there exist some u ∈ A and ε ∈ R>0

such that A ⊆ BdS [u, ε]. For any v ∈ BdS [u, ε] we have dS(u, v) ≤ ε. By construction of dS , we also have
dν(uν , vν) ≤ ε for any ν ∈ S∞. Hence, wee see that vν ∈ Bdν [uν , ε] for all ν ∈ S∞. Therefore, we see that
BdS [u, ε] ⊆

∏
ν∈S∞ Bdν [uν , ε]. We claim that Bdν [uν , ε] is compact in Kν for all ν ∈ S∞. Since the product

of compact sets is compact, it would follow that
∏

ν∈S∞ Bdν [uν , ε] is compact. Theorem 5.1.7 in [Sin19] tells

us that closed sets in compact sets are compact itself. Since BdS [u, ε] is closed, it follows that it is compact.
In its turn A is closed and contained in compact set BdS [u, ε], so it must be compact itself.

So it remains to show the claim. For any σ ∈ Σ∞
K , by Theorem 1.4.8, the completion Kσ is isomorphic to R

or C. It follows that Bdσ [uσ, ε] is compact in Kσ by the Heine-Borel Theorem for Rm (take m = 1, 2). So
take any p ∈ S. We know that the image of the absolute value |.|p consists only of powers of NOK

(p). So
there exists some k ∈ Z such that Bdp [up, ε] = Bdp [up, NOK

(p)−k]. Let B0 := Bdp [up, NOK
(p)−k], and take

any x ∈ B0. Then
|x− up|p = dp(x, up) ≤ NOK

(p)−k.

Take any a ∈ pk\pk+1. We know that ordp(a) = k, or equivalently |a|p = NOK
(p)−k. So with this result, we

can reason that

|x− up|p ≤ NOK
(p)−k =⇒ NOK

(p)k|x− up|p ≤ 1

=⇒ |a−1|p|x− up|p ≤ 1

=⇒ |a−1(x− up)|p ≤ 1.
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By definition, we have a−1(x− up) ∈ Op. Let R be a set of representatives of Op/mp. Then there exists some
r ∈ R such that a−1(x− up)− r ∈ mp. Therefore, we have ordp(a

−1(x− up)− r) > 0. Then

|a−1(x− up)− r|p ≤ NOK
(p)−1 =⇒ |a−1|p|x− up − ar|p ≤ NOK

(p)−1

=⇒ |x− up − ar|p ≤ NOK
(p)−k−1.

We see that x ∈ Bdp [up + ar,NOK
(p)−k−1]. Since we took x ∈ B0 arbitrarily, we can say that

B0 ⊆
⋃
r∈R

Bdp [up + ar,NOK
(p)−k−1].

We will show the other inclusion as well. Take any x ∈
⋃

r∈RB
dp [up + ar,NOK

(p)−k−1]. Then there exists

an r ∈ R such that |x− up + ar|p ≤ NOK
(p)−k−1. We have that r ∈ Op, so |r|p ≤ 1. Therefore, we get that

|ar|p ≤ NOK
(p)−k. Using the strong triangle inequality, we get

|x− up|p = |x− up + ar − ar|p ≤ max{|x− up + ar|p, |ar|p} ≤ NOK
(p)−k.

It follows that x ∈ B0. So by inclusion from both sides, we can say that

B0 =
⋃
r∈R

Bdp [up + ar,NOK
(p)−k−1].

Now, suppose that B0 is not compact in Kp. Then there exists an open cover {Ai}i∈I of B0 that has no
finite subcover, where I is some index set. Since R is a finite set, there exists some r ∈ R such that

B1 := Bdp [up + ar,NOK
(p)−k−1]

cannot be covered by finitely many open sets from the open cover. Now, replace B0 by B1, to find a closed
ball B2 in B1 of radius NOK

(p)−k−2 that cannot be covered by finitely many open sets from the open
cover. Continuing this argument, we find an infinite sequence of closed balls (Bj)j≥0 such that Bj ⊆ Bj−1,
Bj has radius NOK

(p)−k−j , and Bj cannot be covered by finitely many open sets from the open cover.
For j ∈ Z≥0 chose any xj ∈ Bj . In this way, we create a sequence (xj)j≥0. By Lemma 3.3.1, we have
Bj = Bdp [xj , NOK

(p)−k−j ]. For j, l ∈ Z≥0 we have Bj ⊆ Bl or vice versa. This implies that

|xj − xl|p ≤ NOK
(p)−k−min{j,l} → 0, if j, l → ∞.

Since Kp is complete, there exists a limit x ∈ Kp of the sequence (xj)j≥0. Moreover, for any j ∈ Z≥0 we have

|x− xj |p = lim
l→∞

|xl − xj |p ≤ NOK
(p)−k−j .

Therefore, we have x ∈ Bdp [xj , NOK
(p)−k−j ] = Bj for all j ∈ Z≥0. By Lemma 3.3.1 it follows that

Bj = Bdp [x,NOK
(p)−k−j ]. Now, since {Ai}i∈I covers B0, there exists some m ∈ I such that x ∈ Am. Since

Am is open, there exists some j ∈ Z≥0 such that x ∈ Bj and Bj ⊆ Am. But then Bj can be covered by
finitely many open sets from the open cover. Thus, we reach a contradiction. From our assumptions, we
conclude that B0 must be compact.

Remark 3.3.13. If K = Q, then this result is Theorem 4.1 of [Eve11]. We used the ideas of the proof in
these lecture notes to generalize it to any number field. ♦

The topology on KS , induced from the metric dS , allows us to create the Borel σ-algebra B(KS). Besides
stating that KS is an abelian L-group, Proposition 2.5.3 constructs a Haar measure on B(KS). Specifically,
it is the product measure of the Haar measures µν on B(Kν) for ν ∈ S∞. We denote this Haar measure on
B(KS) by dS , and notation wise we have µS =

⊗
ν∈S∞ µν .

Definition 3.3.14. The measure space (KS ,B(KS), µS) is called the S-Minkowski space of K.
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The S-Minkowski space of K can be seen as an extension of the Minkowski space as described in Definition
3.3.7. Namely, if we take S = ∅, we recover the Minkowski space. In the rest of this thesis, we will use KR to
denote the Minkowski space, rather than K∅. Furthermore, we can embed K into KS . For any ν ∈ VK , the
completion Kν comes with a field embedding K → Kν . Using these field embeddings diagonally, we get a
way to embed K into KS . We denote this field embedding by ΨS : K → KS .

Definition 3.3.15. The field embedding ΨS : K → KS is called the S-Minkowski embedding of K.

If we take S = ∅, we recover the Minkowski embedding Ψ (see Definition 1.8.3). We rather denote the
Minkowski embedding by Ψ than Ψ∅.

Proposition 3.3.16. The S-Minkowski field embedding ΨS is a ring homomorphism and ΨS(K) is dense in
KS .

Proof. The map ΨS is a ring homomorphism since all the field embeddings at all places are ring homomor-
phisms. Theorem 4.2 in Chapter 2 of [Cas86] states that ΨS(K) is dense in KS .

Remark 3.3.17. Whenever we take x ∈ K, and consider the element ΨS(x) ∈ KS , we use the convention
that ΨS(x) = (x)ν∈S∞ . So we ignore the embeddings from K into a completion Kν for ν ∈ S∞. ♦

3.3.3 Analogue of Minkowski’s Convex Body Theorem

The space KS contains completions with respect to finite places if S ̸= ∅. In that case, it is not a Euclidean
space. Namely, it is not an R-vector space. This is different from KR, as we saw in Section 1.8. We know
that Minkowski’s Convex Body Theorem only holds for Euclidean spaces. We were interested to see if it
is possible to extend this theorem to KS . Namely, we have a notion of volume and lattices on KS . So all
ingredients are available. In this section, we will show that there is a way to get an analogue of Minkowski’s
Convex Body Theorem for KS .

The first step is to generalize Lemma 3.3.4 and Proposition 3.3.6.

Remark 3.3.18. Throughout this thesis, we denote the multiplicative units of the ring KS by K∗
S . They

are given by all the elements in KS with non-zero entries. ♦

Lemma 3.3.19. Let u ∈ K∗
S .

i.) If A ⊆ KS is an open subset, then so is uA.

ii.) If A ⊆ KS is a Borel measurable subset, then so is uA.

Proof. To show Statement (i.), let A ⊆ KS be open, and take any v ∈ uA. Then there exists some a ∈ A such
that v = ua. Since A is open, there exists some ε ∈ R>0 such that BdS (a, ε) ⊆ A. Set α := minν∈S∞{|uν |ν},
λ := αε, and take any w ∈ BdS (v, λ). Note that

dS(w, ua) =
∑

ν∈S∞

|wν − uνaν |ν =
∑

ν∈S∞

|uν |ν
∣∣∣∣wν

uν
− aν

∣∣∣∣
ν

≥ α
∑

ν∈S∞

∣∣∣∣wν

uν
− aν

∣∣∣∣
ν

= αdS

(w
u
, a
)
.

So

dS(w, v) < λ =⇒ dS(w, ua) < λ =⇒ αdS

(w
u
, a
)
< λ =⇒ dS

(w
u
, a
)
<
λ

α
= ε.

We obtain that w
u ∈ BdS (a, ε) ⊆ A, and so w ∈ uA. This implies that BdS (v, λ) ⊆ uA, and therefore uA is

open.

To show Statement (ii.), consider the map f : KS → KS given by v 7→ u−1v. For any open subset A ⊆ KS , we
know from Statement (i.) that f−1(A) = uA is open. It follows that uA ∈ B(KS). Since B(KS) is generated
by the open sets of KS , it follows from Proposition 1.6.13 that f is (KS ,KS)-measurable. This means that
for any A ∈ B(KS) the set f−1(A) = uA is Borel measurable.
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Take any A ∈ B(KS) such that A =
∏

ν∈S∞ Aν for some and Aν ∈ B(Kν). For any u ∈ K∗
S , Lemma 3.3.19

(ii.) tells us that uA ∈ B(KS). So we can take the measure of this set. We get

µS(uA) = µS

( ∏
ν∈S∞

uνAν

)
=

( ⊗
ν∈S∞

µν

)( ∏
ν∈S∞

uνAν

)
=
∏

ν∈S∞

µν(uνAν),

where we used the construction of the product measure. Using Proposition 3.3.6, we obtain that

∏
ν∈S∞

µν(uνAν) =
∏

ν∈S∞

∥uν∥νµν(Aν) =

( ∏
ν∈S∞

∥uν∥ν

)
µS

( ∏
ν∈S∞

Aν

)
=

( ∏
ν∈S∞

∥uν∥ν

)
µS(A).

So we obtain that µS(uA) =
(∏

ν∈S∞ ∥uν∥ν
)
µS(A). This result can be extended to any A ∈ B(KS). The

proof of this result is self-written.

Proposition 3.3.20. For any u ∈ K∗
S and A ∈ B(KS) one has

µS(uA) =

( ∏
ν∈S∞

∥uν∥ν

)
µS(A).

Proof. Take any ν, η ∈ S∞, any A ∈ B(Kν ×Kη) and u = (uν , uη) ∈ Kν ×Kη. Consider the product measure
µ := µν ⊗ µη on B(Kν ×Kη). We will show that

µ(uA) = ∥uη∥η∥uν∥νµ(A).

Using Equation (11) we know that

µ(uA) =

∫
Kν

µη((uA)x)µν(dx).

Using the construction of Equation (10), for any x ∈ Kν one has

(uA)x = {y ∈ Kη : (x, y) ∈ uA}
= {y ∈ Kη : (xu−1

ν , yu−1
η ) ∈ A}

= uη{y ∈ Kη : (xu−1
ν , y) ∈ A}

= uηA(xu−1
ν ).

So we get

µ(uA) =

∫
Kν

µη((uA)x)µν(dx) =

∫
Kν

µη

(
uηA(xu−1

ν )

)
µν(dx) = ∥uη∥η

∫
Kν

µη

(
A(xu−1

ν )

)
µν(dx),

where in the last step we used Proposition 3.3.6 for µη. Next, let f : Kν → R be the function given by
x 7→ µη(Ax). In Proposition 1.6.17, we saw that this is B(Kν)-measurable. Furthermore, let g : Kν → Kν be
the map given by x 7→ xu−1

ν . For any B ∈ B(Kν), we have g−1(B) = uνB. This pre-image is in B(Kν) by
Lemma 3.3.4 (ii.). Hence, the map g is (B(Kν),B(Kν))-measurable. Moreover, we can write∫

Kν

µη

(
A(xu−1

ν )

)
µν(dx) =

∫
Kν

f(g(x))µν(dx).

Now, applying Theorem 1.6.15 we get∫
Kν

f(g(x))µν(dx) =

∫
Kν

f(x)(g∗µν)(dx).
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Now, for any B ∈ B(Kν), we have

g∗µν(B) = µν(g
−1(B)) = µν(uνB) = ∥uν∥νµν(B),

using Proposition 3.3.6 for µν . Thus, we have g∗µ1 = ∥uν∥νµ1. Therefore∫
Kν

f(x)(g∗µν)(dx) = ∥uν∥ν
∫
Kν

f(x)µν(dx) = ∥uν∥ν
∫
Kν

µη(Ax)µν(dx) = ∥uν∥νµ(A).

Combining all equalities, we obtain that µ(uA) = ∥uη∥η∥uν∥νµ(A). Now, applying the argument recursively,
gives the desired result.

Minkowski’s Convex Body Theorem makes use of symmetric and convex subsets of a Euclidean space (see
Definition 1.7.6 and Definition 1.7.7). We have to extend these notions to KS .

Definition 3.3.21. Let A be a subset of KS . The set A is said to be symmetric if for all u ∈ A also −u ∈ A.

Definition 3.3.22. Let A be a subset of KS and w ∈ K∗
S . The set A is said to be w-convex if w(u+ v) ∈ A

for all u, v ∈ A.

Definition 3.3.21 is a natural extension of Definition 1.7.6. It is not immediately clear why w-convexity is an
extension of convexity in Euclidean spaces. Therefore, we will explain the reasoning behind the definition. In
Remark 1.7.9, we saw that one does not need convexity in Minkowski’s Convex Body Theorem. One needs
that

1

2
u+

1

2
v ∈ A, u, v ∈ A, (27)

for some symmetric Borel measurable set A of the Euclidean space. We know that ΨS(
1
2 ) ∈ K∗

S . Therefore,
we see that ΨS(

1
2 )-convexity, as described in Definition 3.3.22, is an extension of condition (27). So the first

idea was to use ΨS(
1
2 )-convexity in the analogue of Minkowski’s Convex Body Theorem. But we noticed that

it could be generalized to w-convexity for any w ∈ K∗
S .

The following result is an analogue of Minkowski’s Convex Body Theorem.

Theorem 3.3.23. Let Γ be a lattice in KS and A a symmetric Borel measurable set of KS . Moreover, let A
be w-convex for some w ∈ K∗

S . If µS(A) >
(∏

ν∈S∞ ∥w−1
ν ∥ν

)
covol(Γ), then A contains at least one non-zero

lattice point of Γ.

Proof. Suppose that the sets wA+ u, for u ∈ Γ are pairwise disjoint. Let Λ be a fundamental region of Γ, as
described in Definition 2.4.6. Then also the sets Λ ∩ (wA+ u), for u ∈ Γ are pairwise disjoint. Moreover, by
Corollary 2.1.4 and Lemma 3.3.19 (ii.), the sets Λ ∩ (wA+ u), for u ∈ Γ are Borel measurable. We have⊔

u∈Γ

Λ ∩ (wA+ u) ⊆ Λ.

Therefore, by Proposition 1.6.4 and, we have

µS(Λ) ≥ µS

(⊔
u∈Γ

Λ ∩ (wA+ u)

)
=
∑
u∈Γ

µS (Λ ∩ (wA+ u)) , (28)

where we used that µS is countable additive. We know by Definition 2.2.3 that µS is invariant under
translations. Therefore

µS (Λ ∩ (wA+ u)) = µS ((Λ ∩ (wA+ u))− u) = µS ((Λ− u) ∩ wA) . (29)
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Since Λ is a fundamental region of Γ, we know that KS =
⊔

u∈Γ(Λ− u). Therefore, we have

wA = KS ∩ wA =

(⊔
u∈Γ

(Λ− u)

)
∩ wA =

⊔
u∈Γ

(Λ− u) ∩ wA. (30)

Combining equations (28),(29) and (30) we obtain

µS(Λ) ≥
∑
u∈Γ

µS (Λ ∩ (wA+ u)) =
∑
u∈Γ

µS ((Λ− u) ∩ wA) = µS

(⊔
u∈Γ

(Λ− u) ∩ wA

)
= µS (wA) .

By Proposition 3.3.20, we get that

µS (wA) =

( ∏
ν∈S∞

∥wν∥ν

)
µS(A).

So we have

covol(Γ) = µS(Λ) ≥ µS (wA) =

( ∏
ν∈S∞

∥w∥ν

)
µS(A),

contradicting the hypothesis. So by contradiction, the sets wA+ u, for u ∈ Γ are not pairwise disjoint. In
particular, there exist distinct u, v ∈ Γ such that

(wA+ u) ∩ (wA+ v) ̸= ∅.

Hence, there exist a, b ∈ A such that wa+ u = wb+ v. Set α := u− v = wb− wa. Since A is symmetric we
have −a ∈ A. Moreover, the set A is w-convex, so we have α = wb− wa ∈ A. Since Γ is a subgroup of KS ,
we also have α = a− b ∈ Γ. As a result of this, we know α ∈ Γ ∩A. Since u, v were distinct, the element α is
non-zero.

While this proof is new to the literature, it is very much based on the proof of Minkowski’s Convex Body
Theorem in [Neu99, Theorem 4.4, Chapter I].

Remark 3.3.24. Theorem 3.3.23 could be generalized to any abelian L-group. Let G be an abelian L-group,
and consider the measure space (G,B(G), µG), where µG is some Haar measure on B(G). Moreover, let G be
an R-module for some ring R (in the case of KS , we could view KS as a KS-module). Suppose that A ∈ B(G)
is a set such that

i.) −u ∈ A for all u ∈ A (analogue of Definition 3.3.21),

ii.) there exists an r ∈ R such that rA ∈ B(G) (analogue of Lemma 3.3.19 (ii.)),

iii.) and for all a, b ∈ A we have r(a+ b) ∈ A (analogue of Definition 3.3.22).

Let Γ be a lattice in G. If
µG(rA) > covol(Γ), (31)

then A contains at least one non-zero lattice point of Γ. The proof is similar to the one we saw for KS . In
the case of KS , condition (31) could be simplified with the use of Proposition 3.3.20. ♦
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3.4 Minkowski Theory for the Ring of S-Integers

As stated before, we constructed KS to be able to generalize Theorem 1.8.6. We will do this in this section.
All proofs are self-written. Throughout this section, we use Theorem 2.6.4. Namely, a subset in KS is a
lattice if and only if it is a discrete and co-compact subgroup. Moreover, consider the real number

DS :=
∏
p∈S

(
NOp

(DOp|Zp
)
)
. (32)

To embed fractional ideals of OK,S into KS , we use the S-Minkowski embedding ΨS (see Definition 3.3.15).
Now, the first part of the extension of Theorem 1.8.6 was proved by [Con24b] in Theorem 2.1.

Proposition 3.4.1. The image of OK,S under ΨS is a lattice in KS .

If we take S = ∅, we recover the fact that Ψ(OK) is a lattice in KR. We saw that the covolume of Ψ(OK)
equals

√
|dK |∞ with respect to µR (see Remark 3.3.8). A natural question is to ask for the covolume of the

lattice ΨS(OK,S) in KS .

Lemma 3.4.2. Let p ∈ P0
K and k ∈ Z. For any x ∈ mk

p there exists an a ∈ pk such that |x− a|p ≤ 1.

Proof. Since x ∈ mk
p, we have ordp(x) ≥ k. So, if k ≥ 0, we have ordp(x) ≥ 0. Then we can take any a ∈ pk.

Namely, one has ordp(a) ≥ 0, and so ordp(x− a) ≥ min{ordp(x), ordp(a)} ≥ 0. This is equivalent to saying
|x− a|p ≤ 1. Suppose that k < 0. From Theorem 4.1 in Chapter 10 of [Cas86] we can deduce that for any
x ∈ Kp, there exists an a ∈ K such that

|x− a|p < 1, |a|q ≤ 1, for all q ∈ P0
K\{p}.

So there exists also such a ∈ K for x ∈ mk
p. It remains to show that such a lives in pk. This is the case if

pk|aOK , or equivalently ordp(a) ≥ k and ordq(a) ≥ 0 for all q ∈ P0
K\{p}. Suppose that ordp(a) < k. Then

ordp(x− a) ≥ min{ordp(x), ordp(a)} = ordp(a).

Suppose, for the matter of contradiction, that ordp(x− a) > ordp(a), then

ordp(a) = ordp(−a) = ordp((x− a)− x) ≥ min{ordp(x− a), ordp(x)} > ordp(a).

We reach a contradiction. Therefore, we have ordp(x− a) = ordp(a). Equivalently, we have

|x− a|p = |a|p = NOK
(p)−k ≥ 1,

using that k < 0. But we had |x − a|p ≤ 1. So we have again a contradiction. Therefore, we obtain
ordp(a) ≥ k.

Theorem 3.4.3. Let Λ be a fundamental region of Ψ(OK) in KR. The set

Π := Λ×
∏

p∈S∞

Op ⊆ KS

is a fundamental region of ΨS(OK,S) in KS . Consequently, the covolume, with respect to the Haar measure

µS on B(KS), of the lattice ΨS(OK,S) in KS equals
√
|dK |∞D−1

S .

Proof. In Remark 3.3.8, we have seen the Haar measure µR on B(KR). By the same remark, we obtained
covol(Ψ(OK)) = µR(Λ) =

√
|dK |∞. Since µS =

⊗
ν∈S∞ µν , we have

µS =

 ⊗
σ∈Σ∞

K

µσ

⊗

⊗
p∈S

µp

 = µR ⊗

⊗
p∈S

µp

 . (33)
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If Π is a fundamental region of ΨS(OK,S), then using (33) we have that

covol(ΨS(OK,S)) = µS(Π) = µR(Λ)
∏
p∈S

µp(Op) =
√
|dK |∞D−1

S ,

where we used that µp(Op) = NOp
(DOp|Zp

)−1/2 for all p ∈ P0
K .

So it remains to show that Π is a fundamental region of ΨS(OK,S). First notice that Π is Borel measurable
since it is the product of Borel measurable sets. Suppose that the union

⋃
u∈ΨS(OK,S)(u+Π) is not disjoint.

Then there exist distinct ΨS(x),ΨS(y) ∈ ΨS(OK,S) and distinct u, v ∈ Π such that ΨS(x) + u = ΨS(y) + v.
Looking at the entries, this means that x+ uν = y + vν for all ν ∈ S∞, where we used the convention of
Remark 3.3.17. Set α := x − y, then α = vν − uν for all ν ∈ S∞. Note that α is non-zero since x, y are
distinct. Since x, y ∈ OK,S , we have α ∈ OK,S . This means that ordp(α) ≥ 0 for all p /∈ S. On the other
hand, we have up, vp ∈ Op for all p ∈ S. Therefore, we have α ∈ Op, i.e. ordp(α) ≥ 0 for all p ∈ S. In
particular, we see that ordp(α) ≥ 0 for all p ∈ P0

K . Hence, we have that α ∈ OK . Then for all σ ∈ Σ∞
K , we

have vσ − uσ = α ∈ OK . We obtain that (vσ)σ∈Σ∞
K

= (uσ)σ∈Σ∞
K
+Ψ(α), and so the sets 0 + Λ = Ψ(α) + Λ

are not disjoint since α is non-zero. This contradicts the fact that Λ is a fundamental region of Ψ(OK), i.e. it
satisfies the disjoint union

KR =
⊔

u∈ΨS(OK)

(u+ Λ).

Consequently, the union
⊔

u∈ΨS(OK,S)(u+Π) is a disjoint union.

Now, take any u ∈ KS . For any p ∈ S, we have upOp = m
ordp(up)
p (see [Neu99, Page 69]). Thus, we also have

up ∈ m
ordp(up)
p . By Lemma 3.4.2, we know that there exists an ap ∈ pordp(up) such that |up − ap|p ≤ 1. Since

ap ∈ pordp(up), we know that there exists some integral ideal I ⊆ OK such that apOK = pordp(up)I. Hence,
we obtain that ordq(ap) ≥ 0 for all q ̸= p. Equivalently, we have |ap|q ≤ 1 for all q ̸= p. We do this for all
p ∈ S, and so we can set a :=

∑
p∈S ap ∈ K. Then for any q ∈ S, we get

|uq − a|q =

∣∣∣∣∣∣uq −
∑
p∈S

ap

∣∣∣∣∣∣
q

≤ max
p∈S\{q}

{|uq − aq|q, |ap|q} ≤ 1.

Equivalently, we know up − a ∈ Op for all p ∈ S. This means that

u−ΨS(a) ∈
∏

σ∈Σ∞
K

Kσ ×
∏
p∈S

Op.

Now, by subtracting another element of the form ΨS(b) for some b ∈ OK , we can bring the infinite entries
into Λ. Since b ∈ Op, for all p ∈ S, this subtraction does not do anything to the finite places. Then we see
that

u−ΨS(a)−ΨS(b) ∈ Λ×
∏
p∈S

Op = Π.

It follows that u ∈ ΨS(a− b) + Π. For any p ∈ S, we know that ordq(ap) ≥ 0 for all q /∈ S. Therefore, we
have ordq(a) ≥ 0 for all q /∈ S. In particular, we have a ∈ OK,S . Since b ∈ OK , we get a − b ∈ OK,S . So
u ∈ ΨS(x) + Π for some x ∈ OK,S . Since u was taken arbitrary from KS , it follows that

KS =
⊔

v∈ΨS(OK,S)

(v +Π).

According to Definition 2.4.6, the subset Π is a fundamental region of the lattice ΨS(OK,S).
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Remark 3.4.4. The covolume depends on the normalization of the Haar measure on B(KS). We took the
covolume with respect to the Haar measure µS on B(KS). The Haar measure µS is taken to be the product
measure of the Haar measures µν for ν ∈ VK . In Section 3.3.1, we made choices for these Haar measures
on B(Kν). They were also used in Tate’s thesis (see Remark 3.3.3). If one were to set µp(Op) = 1 for all

p ∈ P0
K , one would get that covol(ΨS(OK,S)) =

√
|dK |∞ with respect to µS . ♦

To fully extend Theorem 1.8.6, we extend Proposition 3.4.1 to non-zero fractional ideals of OK,S .

Lemma 3.4.5. Let Γ be a lattice in KS and take u ∈ K∗
S . Then uΓ is a lattice in KS . Moreover, its

covolume is given by covol(uΓ) =
(∏

ν∈S∞ ∥uν∥ν
)
covol(Γ).

Proof. Since Γ is an additive subgroup of KS , also uΓ is an additive subgroup of KS . Now, take any v ∈ uΓ.
Then there exists some γ ∈ Γ such that v = uγ. Since Γ is a lattice, it is also discrete. Therefore, there
exists some open neighborhood A of γ such that Γ ∩ A = {γ}. Since u ∈ K∗

S has no non-zero entries, we
have uΓ ∩ uA = {uγ} = {v}. Note that v ∈ uA, and by Lemma 3.3.19 (i.) uA is open. It follows that for
any v ∈ uΓ there exists an open neighborhood for v containing no other point from uΓ than v itself. Hence,
we can say that uΓ is discrete. It remains to show that uΓ is co-compact. Consider the map f : KS → KS

defined by v 7→ uv. This map is injective since u ∈ K∗
S has no non-zero entries. For any v ∈ KS we can

take u−1v ∈ KS such that f(u−1v) = v. This means that f is surjective. This means that f is bijective,
and its inverse is given by multiplication by u−1. In Lemma 3.3.19 (i.), we saw that open sets are preserved
under multiplication. Therefore, the map f and its inverse are continuous. In particular, the map f is a
homeomorphism of topological groups. Furthermore, the map f is a group homomorphism. Since Γ is a lattice,
it is also co-compact. By Proposition 2.6.3, it follows that f(Γ) = uΓ is co-compact as well. Consequently,
we see that uΓ is a discrete and co-compact subgroup of KS , i.e. a lattice.

Now, let Λ be a fundamental region of Γ. Then by Lemma 3.3.19 (ii.), we know that uΛ is Borel measurable.
Furthermore, the sets v + uΛ for v ∈ uΓ are pairwise disjoint. Otherwise, the sets v + Λ for v ∈ Γ would not
be pairwise disjoint, contradicting the fact that Λ is a fundamental region of Γ. Furthermore, we have

⊔
v∈uΓ

(v + uΛ) =
⊔
v∈Γ

(uv + uΛ) = u

(⊔
v∈Γ

(v + Λ)

)
= uKS .

Since u ∈ K∗
S , we get that uKS = KS . It follows by Definition 2.4.6 that uΛ is a fundamental region of uΓ.

Then

covol(uΓ) = µS(uΛ) =

( ∏
ν∈S∞

∥uν∥ν

)
µS(Λ) =

( ∏
ν∈S∞

∥uν∥ν

)
covol(Γ),

where we used Proposition 3.3.20.

Theorem 3.4.6. The image of any non-zero fractional ideal I of OK,S under ΨS is a lattice in KS .

Proof. First, we show that it is true for some principal fractional ideal. So let xOK,S ∈ PK,S for some x ∈ K∗.
By Proposition 3.4.1, we know that ΨS(OK,S) is a lattice. Since x ∈ K∗, we know that ΨS(x) ∈ K∗

S . By
applying Lemma 3.4.5, we get that ΨS(x)ΨS(OK,S) = ΨS(xOK,S) is a lattice in KS .

Now, let I be any fractional ideal of OK,S . Since I is an additive subgroup in K, and ΨS is a ring
homomorphism (see Proposition 3.3.16), its image under ΨS is also an additive subgroup in KS . Now, there
exists some non-zero x ∈ OK,S such that xI is an integral ideal of OK,S . Dividing by x we obtain I ⊆ 1

xOK,S .
Furthermore, take any non-zero y ∈ xI. Since xI is an integral ideal, we have yOK,S ⊆ xI, and so y

xOK,S ⊆ I.
We obtain

y

x
OK,S ⊆ I ⊆ 1

x
OK,S .

This implies that

ΨS

(y
x
OK,S

)
⊆ ΨS(I) ⊆ ΨS

(
1

x
OK,S

)
.
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By the first result of this proof, we have that ΨS

(
y
xOK,S

)
and ΨS

(
1
xOK,S

)
are lattices. This means that

ΨS

(
1
xOK,S

)
is discrete, and so by Proposition 2.3.2 (ii.) ΨS(I) is also discrete. Furthermore, we have that

ΨS

(
y
xOK,S

)
is co-compact, and so by Proposition 2.6.2 ΨS(I) is also co-compact. We see that ΨS(I) is a

discrete and co-compact subgroup of KS , i.e. a lattice.

So we have shown that the image of any fractional ideal I of OK,S under ΨS in KS is a lattice. This means
that we can speak about the covolume for such lattices. Just like Theorem 1.8.6, we can say something
explicit about its value.

Lemma 3.4.7. Let x ∈ K∗, then NOK,S
(xOK,S) = NOK

(xOK)
∏

p∈S ∥x∥p.

Proof. In Lemma 3.2.2, we have seen that xOK,S =
∏

p/∈S(pOK,S)
ordp(x). By Proposition 3.2.6, it follows

that

NOK,S
(xOK,S) = NOK,S

∏
p/∈S

(pOK,S)
ordp(x)


=
∏
p/∈S

NOK,S
(pOK,S)

ordp(x)

=
∏
p/∈S

NOK
(p)ordp(x)

=

∏
pNOK

(p)ordp(x)∏
p∈S NOK

(p)ordp(x)

= NOK
(xOK)

∏
p∈S

∥x∥p,

where we used that ∥x∥p = |x|p = NOK
(p)− ordp(x) for all p ∈ P0

K .

Proposition 3.4.8. Let I be a non-zero fractional ideal of OK,S . Then the covolume, with respect to the
Haar measure µS on B(KS), of the lattice ΨS(I) in KS equals

covol(ΨS(I)) = NOK,S
(I)
√
|dK |∞D−1

S .

Proof. Let I be a non-zero integral ideal of OK,S . By Theorem 3.4.6, we know that ΨS(I) and ΨS(OK,S)
are lattices in KS . Furthermore, since I ⊆ OK,S , we also have the inclusion ΨS(I) ⊆ ΨS(OK,S) of lattices. It
follows from Proposition 2.5.8 that covol(ΨS(I)) = [ΨS(OK,S) : ΨS(I)] covol(ΨS(OK,S)). By injectivity of
ΨS , we can create a ring isomorphism OK,S/I ∼= ΨS(OK,S)/ΨS(I). It follows that

[ΨS(OK,S) : ΨS(I)] = #ΨS(OK,S)/ΨS(I) = #OK,S/I = NOK,S
(I).

We obtain
covol(ΨS(I)) = NOK,S

(I) covol(ΨS(OK,S)).

Now, let I be any fractional ideal of OK,S . Then there exists some non-zero x ∈ OK,S such that xI is an
integral ideal of OK,S . Thus, by the previous result, we have

covol(ΨS(xI)) = NOK,S
(xI) covol(ΨS(OK,S)). (34)

Since ΨS(xI) = ΨS(x)ΨS(I), and ΨS(x) ∈ K∗
S , it follows by Lemma 3.4.5 that

covol(ΨS(xI)) =

( ∏
ν∈S∞

∥x∥ν

)
covol(ΨS(I)).
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Using Propositions 1.1.15 and 1.2.6, we get that
∏

σ∈Σ∞
K
∥x∥σ = NOK

(xOK), and so we find

covol(ΨS(xI)) = NOK
(xOK)

∏
p∈S

∥x∥p

 covol(ΨS(I)). (35)

Since NOK,S
is a group homomorphism, we have NOK,S

(xI) = NOK,S
(xOK,S)NOK,S

(I). So using Lemma
3.4.7, we get

NOK,S
(xI) covol(ΨS(OK,S)) = NOK

(xOK)

∏
p∈S

∥x∥p

NOK,S
(I) covol(ΨS(OK,S)). (36)

Substituting Equation (35) and (36) into Equation (34) gives us

NOK
(xOK)

∏
p∈S

∥x∥p

 covol(ΨS(I)) = NOK
(xOK)

∏
p∈S

∥x∥p

NOK,S
(I) covol(ΨS(OK,S).

This implies that
covol(ΨS(I)) = NOK,S

(I) covol(ΨS(OK,S)).

Using Theorem 3.4.3, we obtain that

covol(ΨS(I)) = NOK,S
(I)
√
|dK |∞D−1

S .

3.5 Discussion on the Results

At the end of this chapter, we relate the results from the previous section to the existing literature. For this,
we have to introduce the adele ring of K. Moreover, we give a conjecture to extend the results from the
previous section.

We have seen the completion Kν for all ν ∈ VK . Furthermore, for any p ∈ P0
K , we have the DVR Op. For

any σ ∈ Σ∞
K , we set Oσ := Kσ.

Definition 3.5.1. The ring

AK :=

{
(xν)ν∈VK

∈
∏

ν∈VK

Kν : xν ∈ Oν for all but finitely many ν ∈ VK

}

is called the adele ring of K.

The adele ring is a commutative ring by entry-wise addition and multiplication. The adele ring of K is
endowed with a topology. Namely, we give AK the topology where the basis is given by the open sets in the
collection

B :=

{ ∏
ν∈VK

Aν : Aν ⊆ Kν is open for all ν ∈ VK , and Aν = Oν for all but finitely many ν ∈ VK

}
.

In this way, one can show that we create a locally compact group (see [CF67, Section 13 & 14, Chapter II]).
By Proposition 3.3.2, we know that Kν is second-countable for every ν ∈ VK . Moreover, the set of places
VK is countable. It follows that B is a countable set. Therefore, the adele ring is also second-countable.
By definition, we get that AK is an abelian L-group. Then we know by Theorem 2.2.4, that AK attains a
unique Haar measure on B(AK), up to scalar multiple. In Section 3.3 in Chapter XV of [CF67], a certain
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Haar measure is constructed. We denote this Haar measure by µK . It satisfies the following property. Let T

be a finite subset of VK . Consider any Borel measurable set of the form B := A×
(∏

ν∈VK\T Oν

)
, where

A ⊆
∏

ν∈T Kν is Borel measurable. For such a set, we have

µK(B) = µT (A)
∏

ν∈VK\T

µν(Op),

where µT =
⊗

ν∈T µν .

For any ν ∈ VK , the completion Kν comes with a field embedding K → Kν . Using these field embeddings
diagonally, we get a way to embed K in AK . We denote this field embedding by ΨK : K → AK . This is
well-defined since for any x ∈ K, there are only finitely many p ∈ P0

K such that x /∈ Op.

Theorem 3.5.2. The image of K under ΨK is a lattice in AK .

Remark 3.5.3. Notice that it does not make sense to extend this result to non-zero fractional ideals of K.
Namely, viewing K as a Dedekind domain, the only non-zero fractional ideal of K is K itself. ♦

This result was proven in Tate’s thesis (see [CF67, Corollary 4.1.1, Chapter XV]). A natural question is to
ask for the covolume of the lattice ΨK(K) in AK . This was also proven in Tate’s thesis (see [CF67, Theorem
4.1.3, Chapter XV]). Namely, let Λ be a fundamental region of Ψ(OK) in KR. Then with a similar argument
as in the proof of Theorem 3.4.3, one can show that

Π := Λ×
∏

p∈P0
K

Op ⊆ AK

is a fundamental region of ΨK(K) in AK . In the construction of the Haar measure µK above, we set T = Σ∞
K .

Then we get

covol(ΨK(K)) = µK(Π) = µR(Λ)
∏

p∈P0
K

µp(Op) =
√

|dK |∞
∏

p∈P0
K

(
NOp

(DOp|Zp
)
)−1/2

,

where we used that µp(Op) = NOp
(DOp|Zp

)−1/2 for all p ∈ P0
K . Using Proposition 1.4.10, we see that

|dK |∞ =
∏

p∈P0
K
NOp

(DOp|Zp
). Hence, we get that covol(ΨK(K)) = 1, with respect to the Haar measure µK

on B(AK).

Let us summarize what we have. Let K be any number field and S be a finite set of finite places. Then we
have OK ⊆ OK,S ⊆ K.

i.) Any non-zero fractional ideal I of the ring of integers OK forms a lattice in KR and has covolume
NOK

(I)
√
|dK |∞, with respect to the Haar measure µR on B(KR).

ii.) Any non-zero fractional ideal I of the ring of S-integers OK,S forms a lattice in KS and has covolume

NOK,S
(I)
√

|dK |∞D−1
S , with respect to the Haar measure µS on B(KS).

iii.) The number field K forms a lattice in AK and has covolume 1, with respect to the Haar measure µK

on B(AK).

We can therefore conclude that we have been building the ’bridge’ from Minkowski theory, as described in
Section 1.8, to the theory of adeles, as described in Tate’s thesis. But we have to notice that the bridge is
incomplete. Namely, we always assumed S to be a finite set. But if we allow S to be an infinite set, the set
OK,S is still a subring of K. For example, if we take S = P0

K\{p} for some p ∈ P0
K , we get OK,S = OK,p
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(see (9)). However, we cannot determine the rank of the unit group O∗
K,S if S is infinite. Therefore, it is

usually of less interest. However, one can copy the proof of Proposition 3.1.5 to show that

OKP−1 = OK,S , P := OK\
⋃
p/∈S

p,

even if S is infinite. The proof of Corollary 3.1.6 implies that OK,S is a Dedekind domain. Therefore, the
theory of Section 1.1 applies to OK,S even if S is infinite. Therefore, one may still ask in what space the
non-zero fractional ideals of these subrings form a lattice. While this thesis has not studied this problem, we
can make a reasonable guess.

Conjecture 3.5.4. Let K be a number field and S be a set of finite places (possibly infinite), and set
S∞ = Σ∞

K ∪ S. Any non-zero fractional ideal of the ring

OK,S := {x ∈ K : |x|p ≤ 1 for all p /∈ S}

forms a lattice in the abelian L-group

AS
K :=

{
(xν)ν∈S∞ ∈

∏
ν∈S∞

Kν : xν ∈ Oν for all but finitely many ν ∈ VK

}
.

Moreover, its covolume equals

NOK,S
(I)
√
|dK |∞D−1

S ,

with respect to a unique Haar measure on B(AS
K) that is constructed in a similar way as µK on B(AK).

This conjecture covers all the results. Namely, if S = ∅, we have OK,S = OK and AS
K = KR. If S is a finite

set, we have AS
K = KS , since we have a finite product. If S = P0

K , it would recover the theory of adeles.

Remark 3.5.5. In Section 3.3.3, we gave an analogue of Minkowski’s Convex Body Theorem for KS .
Theorem 2.1 in [Con24a] states an analogue for the adele ring of K. Except, this theorem considered a
specific symmetric and convex subset of AK and the lattice K. Using Remark 3.3.24, one might be able to
extend Theorem 3.3.23 to the adele ring of K. But this has to be studied in more detail to give a conclusive
answer. ♦
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4 Arakelov Theory for Rings of Integers

As we have seen in the introduction, we are interested in the infrastructure for fake real quadratic orders. In
particular, we want to use Arakelov theory to describe it. But what is Arakelov theory for number fields
in the first place, and how can it be used to describe the original infrastructure? These questions will be
answered in this chapter.

4.1 Definitions and Results

In this section, we give an overview of the definitions and results of Arakelov theory for number fields
as described in [Sch08]. We will not be specific and detailed as most of the theory will be covered in a
generalization in Chapter 5. Throughout this section, let K be a number field.

Definition 4.1.1. An Arakelov divisor D of K is given by a finite formal sum of the form

D =
∑

p∈P0
K

npp+
∑

σ∈Σ∞
K

xσσ, np ∈ Z, xσ ∈ R. (37)

The set of Arakelov divisors of K is denoted by DivK .

Note that DivK attains an additive group structure. The unit element of DivK is the zero Arakelov divisor.
It is the Arakelov divisor where all coefficients are zero.

Definition 4.1.2. A principal Arakelov divisor of K is defined by

div(x) :=
∑

p∈P0
K

npp+
∑

σ∈Σ∞
K

xσσ, np = ordp(x), xσ = − log |x|σ,

for some x ∈ K∗. The set of principal Arakelov divisors of K is denoted by PrinK .

One can verify that PrinK forms a subgroup of DivK .

Definition 4.1.3. The quotient group DivK /PrinK is called the Arakelov class group of K and is denoted
by PicK .

Throughout this thesis, for D ∈ DivK we denote its equivalence class in PicK by [D].

Definition 4.1.4. Two Arakelov S-divisors D,D′ ∈ DivK are called equivalent if [D] = [D′] in PicK .
Equivalently, there exists an x ∈ K∗ such that D −D′ = div(x).

The group PicK is an analogue of the Picard group of a complete projective curve. Just like for divisors on
such a curve, we can talk about the degree of an Arakelov divisor.

Definition 4.1.5. The degree of a finite place p ∈ P0
K is defined by deg(p) := log(NOK

(p)).

Recall the degree of a field embedding from Definition 1.2.4. We can extend the degree of places linearly, to
get the degree of an Arakelov divisor.

Definition 4.1.6. For any Arakelov divisor D of K written as (37), the degree of D is defined by

deg(D) :=
∑

p∈P0
K

np deg(p) +
∑

σ∈Σ∞
K

xσ deg(σ).

The subgroup of Arakelov divisors with degree zero is denoted by Div0K .

We obtain a group homomorphism deg : DivK → R. A consequence of the product formula (see Theorem
1.5.6) is that deg(div(x)) = 0 for all x ∈ K∗, i.e. PrinK ⊆ Div0K .
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Definition 4.1.7. The quotient group Div0K /PrinK is called the degree-zero-Arakelov class group of K and
is denoted by Pic0K .

The group Pic0K is an analogue of the subgroup of the Picard group of a complete projective curve consisting
of divisors with degree 0.

Let us study the structure of the Arakelov class group a little bit. The principal Arakelov divisors come
with a group homomorphism div : K∗ → DivK . For any a ∈ O∗

K , we have ordp(a) = 0 for all p ∈ P0
K . It

follows from Proposition 1.5.4 that div(a) = 0 if and only if a ∈ µK . Thus, group homomorphism div induces
an injective group homomorphism div : K∗/µK → DivK . Besides this, it makes sense to view Arakelov
divisors, for which the finite places have coefficients equal to zero, inside

∏
σ∈Σ∞

K
R. If we restrict div to O∗

K ,

we can restrict its codomain to
∏

σ∈Σ∞
K
R. Therefore, the group homomorphism div induces an injective

group homomorphism τ : O∗
K/µK →

∏
σ∈Σ∞

K
R given by a 7→ (− log |a|σ)σ∈Σ∞

K
. The cokernel of this group

homomorphism is denoted by TK , and is given by

TK :=
∏

σ∈Σ∞
K

R/{(log |a|σ)σ∈Σ∞
K

: a ∈ O∗
K}.

Define the group homomorphism ζ : TK → PicK by [(xσ)σ∈Σ∞
K
] 7→ [

∑
σ∈Σ∞

K
xσσ]. Furthermore, define group

homomorphism χ : PicK → ClK by [D] → [
∏

p∈P0
K
p−np ], where D is given as in (37). Then we have a short

exact sequence

0 TK PicK ClK 0
ζ χ

. (38)

We will not prove this fact. However, we prove a commutative diagram of short exact sequences, containing
this short exact sequence (see Theorem 5.1.16). Since principal Arakelov divisors have degree zero, we can

also restrict the codomain of τ to
(∏

σ∈Σ∞
K
R
)0

, the subgroup of
∏

σ∈Σ∞
K
R containing Arakelov divisors of

degree zero. We can also obtain a short exact sequence given by

0 T 0
K Pic0K ClK 0 ,

where

T 0
K :=

 ∏
σ∈Σ∞

K

R

0

/{(log |a|σ)σ∈Σ∞
K

: a ∈ O∗
K}.

For a proof of this result, we refer to the proof of Proposition 2.2 in [Sch08].

Example 4.1.8. Let us take K = Q(
√
d) for some fundamental discriminant d ∈ Z>0. For terminology

and notation of this number field, we refer to the beginning of Section 1.3. It is conjectured that there are
infinitely many values for d such that the class number hK equals 1 (see [Neu99, Page 37]). If this is the case,
the group ClK is trivial. Hence, by short exact sequence (38), we have PicK ∼= TK . Furthermore, if we look
in this case at T 0

K , we have

T 0
K = {(t, t′) ∈ R2 : t+ t′ = 0}/{(log |εkK |∞, log |σ(εkK)|∞) : k ∈ Z}

= {(t,−t)|t ∈ R}/{(k log |εK |∞,−k log |εK |∞) : k ∈ Z}
∼= R/ log |εK |∞Z
= R/RKZ.

It follows that Pic0K
∼= R/RKZ. ■

Example 4.1.9. Let us take K = Q(
√
d) for some fundamental discriminant d ∈ Z<0. In this case, we have

two complex field embeddings, which are conjugate to each other. Therefore, we have exactly one infinite
place. We get that (

∏
σ∈Σ∞

K
R)0 = R0 = {0}. So, we obtain T 0

K = 0. It follows that Pic0K
∼= ClK . ■
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There is a shorter way to encode Arakelov divisors. Namely, any Arakelov divisor given by (37), can be
mapped to  ∏

p∈P0
K

p−np , (e−xσ )σ∈Σ∞
K

 .

That is, the Arakelov divisor D is mapped to a pair (I, u), where I is a non-zero fractional ideal of OK and
u ∈

∏
σ∈Σ∞

K
R>0 ⊆ KR (see Remark 1.8.4). Conversely, any such pair is mapped to an Arakelov divisor by ∏

p∈P0
K

pnp , (uσ)σ∈Σ∞
K

 7→
∑

p∈P0
K

(−np)p+
∑

σ∈Σ∞
K

(− log(uσ))σ. (39)

It is not hard to see that these maps create a bijection. Because of this bijection, we interchange the notations
freely.

Definition 4.1.10. Let D ∈ DivK . The notation (37) is called the additive notation of the Arakelov divisor
D. The notation D = (I, u) for some non-zero I ∈ IdK and u ∈

∏
σ∈Σ∞

K
R>0, is called the multiplicative

notation of the Arakelov divisor D.

The group operation of the group DivK,S in the multiplicative notation is given by

(I, u) + (J, v) = (IJ, uv), (I, u), (J, v) ∈ DivK .

The zero Arakelov divisor in the multiplicative notation is given by (OK , (1)σ∈Σ∞
K
). Any principal Arakelov

divisor divS(x) for some x ∈ K∗, is given by (x−1OK , (|x|σ)σ∈Σ∞
K
) in the multiplicative notation.

Remark 4.1.11. In [Sch08] the multiplicative notation is introduced in Chapter 4. However, a pair (I, u),
where I is a non-zero fractional ideal of OK and u ∈

∏
σ∈Σ∞

K
R>0 ⊆ KR, is called a Hermitian line bundle.

In Section 5.2.2, we will introduce metrized S-line bundles, which have nothing to do with Hermitian line
bundles. Therefore, to prevent confusion, we avoid the name of Hermitian line bundles. ♦

We can construct a set that is in bijection with the Arakelov class group.

Definition 4.1.12. An ideal lattice of K is a pair (L, ⟨·, ·⟩L), where L is a projective OK-module of rank 1
and ⟨·, ·⟩L is an inner product on the R-vector space L⊗Z R satisfying

⟨αx, y⟩L = ⟨x, αy⟩L,

for x, y ∈ L⊗Z R and α ∈ KR. Two ideal lattices (L, ⟨·, ·⟩L), (L′, ⟨·, ·⟩L′) are called isometric if there exists
an OK-module isomorphism φ : L 7→ L′ such that

⟨x, y⟩L = ⟨ψ(x), ψ(y)⟩L′ , x, y ∈ L⊗Z R,

where ψ : L⊗Z R → L′ ⊗Z R is given by the tensor map φ⊗ idR.

The notion of rank for a projective module might be unfamiliar. In Section 5.2.2, we introduce metrized
S-line bundles, which can be seen as a generalization of ideal lattices. However, this section starts with a
brief overview of the rank of projective modules. We refer to the first part of this section if one wants to
understand this notion right now.

Remark 4.1.13. In Definition 4.1.12, we take an inner product on R-vector space L⊗Z R. However, this is
equivalent to taking an inner product on the R-vector space L⊗OK

KR. Namely,

L⊗Z R ∼= (L⊗OK
OK)⊗Z R ∼= L⊗OK

(OK ⊗Z R) ∼= L⊗OK
KR. ♦
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There is a natural way to associate an ideal lattice to an Arakelov divisorD = (I, u). Namely, one can show that
uΨ(I) ⊆ KR is a projective OK module of rank 1, where Ψ denotes the Minkowski embedding (see Definition
1.8.3). We will prove this in a generalization in Section 5.2.2. Furthermore, we have uΨ(I)⊗OK

KR ∼= KR as
OK-modules by Proposition 1.8.2. But this can also be seen as isomorphism of KR-modules. Therefore, the
inner product ⟨·, ·⟩R from the Minkowski space KR, gives uΨ(I) the structure of an ideal lattice. Furthermore,
in Theorem 1.8.6 we have seen that Ψ(I) is a lattice in KR with covolume covol(Ψ(I)) = NOK

(I)
√
|dK |∞.

Since u ∈ K∗
R, it follows by Lemma 3.4.5 that uΨ(I) is also a lattice in KR. Moreover, its covolume is given

by

covol(uΨ(I)) =

 ∏
σ∈Σ∞

K

∥uσ∥σ

 covol(Ψ(I)) =

 ∏
σ∈Σ∞

K

∥uσ∥σ

NOK
(I)
√

|dK |∞.

Proposition 4.1.14. Let K be a number field with discriminant dK .

i.) The map that associates the ideal lattice (uΨ(I), ⟨·, ·⟩R) to an Arakelov divisor D = (I, u) induces a
bijection between PicK and the isometry classes of ideal lattices.

ii.) The map that associates the ideal lattice (uΨ(I), ⟨·, ·⟩R) to an Arakelov divisor D = (I, u) induces a
bijection between Pic0K and the isometry classes of ideal lattices of covolume

√
|dK |∞.

Proof. See the proof of [Sch08, Proposition 4.3].

4.2 Reduced Arakelov Divisors

In this section, we introduce minimal elements and reduced Arakelov divisors. They play a major role in
the infrastructure description, which we will see in the next section. This section is based on Chapter 7 of
[Sch08]. Throughout this section, let K be a number field.

Definition 4.2.1. Let I ∈ IdK . An element x ∈ I is called minimal in I if it is non-zero and if the only
element y ∈ I for which |y|σ < |x|σ for all σ ∈ Σ∞

K is y = 0.

In Section 5.4, we will see a generalization of minimal elements. The existence of a minimal element in
a fractional ideal is guaranteed from the fact that any fractional ideal of OK forms a lattice in KR. In
Proposition 5.4.4, one can find a proof of this for the generalization of minimal elements.

Lemma 4.2.2. Let I ∈ IdK . If x ∈ I is minimal, then 1 is minimal in x−1I.

Proof. One has 1 ∈ x−1I. So it remains to check whether it is minimal. Suppose that there exists y ∈ x−1I
such that |y|σ < 1 for all σ ∈ Σ∞

K . Then y can be written as x−1z for some z ∈ I. This implies that

|x−1z|σ < 1 =⇒ |x|−1
σ |z|σ < 1 =⇒ |z|σ < |x|σ,

for all σ ∈ Σ∞
K . By the minimality of x ∈ I, this implies that z = 0, and so y = 0.

Consider the map π : IdK → Div0K defined by

π(I) :=
∑

p∈P0
K

(− ordp(I))p+
∑

σ∈Σ∞
K

(
1

n
log(NOK

(I))

)
σ. (40)

One can restrict the codomain of π to Div0K because one can show that deg(π(I)) = 0 for all I ∈ IdK . In
terms of the multiplicative notation of Arakelov divisors, we have that π(I) = (I, (NOK

(I)−1/n)σ∈Σ∞
K
) for

any I ∈ IdK . Note that for I, J ∈ IdK we have IJ ∈ IdK and

(IJ, (NOK
(IJ)−1/n)σ∈Σ∞

K
) = (I, (NOK

(I)−1/n)σ∈Σ∞
K
) + (J, (NOK

(J)−1/n)σ∈Σ∞
K
),

where we used that NOK
: IdK → Q is a group homomorphism. Hence

π(IJ) = π(I) + π(J). (41)

In other words, the map π is a group homomorphism.
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Definition 4.2.3. An Arakelov divisor D ∈ DivK is called reduced if it is of the form D = π(I) for some
I ∈ IdK such that 1 ∈ I is minimal. The set of reduced Arakelov divisors is denoted by RedK .

Since deg(π(I)) = 0 for all I ∈ IdK , we have RedK ⊆ Div0K . It can be shown that RedK is a finite set. This
result can be found in Proposition 7.2 in [Sch08], or a generalization of this result in Theorem 5.4.17 of this
thesis.

Example 4.2.4. Note that the zero Arakelov divisor is given by (OK , (1)σ∈Σ∞
K
) = π(OK). So the zero

Arakelov divisor is reduced if 1 ∈ OK is minimal. Suppose that there exists a non-zero a ∈ OK such that
|a|σ < 1 for all σ ∈ Σ∞

K . Then using Proposition 1.1.15 and 1.2.6 we have

NOK
(aOK) = |NK|Q(a)|∞ =

∣∣∣∣∣∣
∏

σ∈Σ∞
K

σ(a)

∣∣∣∣∣∣
∞

=
∏

σ∈Σ∞
K

|a|σ < 1.

This contradicts the fact that NOK
(aOK) ∈ Z>0. Consequently, the element 1 ∈ OK is minimal, and so the

zero Arakelov divisor is reduced. ■

Similar to Algorithm 1.3.8, we would like to describe a reduction algorithm that given an Arakelov divisor in
DivK returns a reduced Arakelov divisor. Algorithm 1.3.8 returns an equivalent reduced integral ideal in
ClK . Therefore, one could reason that the reduction algorithm in DivK should return an equivalent reduced
Arakelov divisor (see Definition 4.1.4). However, from the short exact sequence (38), we know that PicK has
infinite order since TK has infinite order. Thus, there are infinitely many equivalence classes in PicK . This
means, since RedK is finite, that we cannot always find a reduced Arakelov divisor equivalent to an arbitrary
Arakelov divisor from DivK . Therefore, we propose the following definition.

Definition 4.2.5. Two Arakelov divisors D = (I, u) and D′ = (I ′, u′) are called ideal equivalent if [I] = [I ′]
in ClK .

Remark 4.2.6. If PicK is equipped with the common topological structure, the definition of ideal equivalent
Arakelov divisors coincides with lying on the same connected component of the topological space PicK . We do
not discuss this any further at this point, but return to this once we introduce the topology on the Arakelov
class group for the rings of S-integers in Section 5.3. More precisely, see Remark 5.3.9. ♦

Now, the number of equivalence classes of this equivalence relation equals hk <∞. Contrary to the earlier
observation, we can find a reduced Arakelov divisor ideal equivalent to any Arakelov divisor D ∈ DivK .

Algorithm 4.2.7. (Reduction Algorithm for Arakelov Divisors)
Input: Any Arakelov Divisor D of K.
Output: A reduced Arakelov divisor D′ such that D and D′ are ideal equivalent.

i.) Find I ∈ IdK and u ∈
∏

σ∈Σ∞
K
R>0 such that D = (I, u).

ii.) If 1 ∈ I is minimal, then return D′ = π(I). Else find a minimal element x ∈ I.

iii.) Return D′ = π(x−1I).

The correctness of this algorithm is an immediate consequence of Lemma 4.2.2. Notice that the element
x ∈ I in step (ii.) is not unique. Namely, there might exist more than one minimal element in I. Therefore,
the algorithm is not deterministic. This means that given the same input, the output might differ. To find a
minimal element, and check whether 1 ∈ I is minimal, one can use Algorithm 10.3 of [Sch08]. However, this
algorithm takes divisors on Div0K , rather than DivK . But this can probably be extended to DivK . We will
not do this here since we will describe an explicit reduction algorithm for real quadratic number fields in the
next section. Often, it also suffices to only consider Arakelov divisors of degree zero. This can be seen in the
next example.
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Remark 4.2.8. If K = Q(
√
d) for some fundamental discriminant d ∈ Z<0, we have that Pic0K

∼= ClK
(see Example 4.1.9). This means that Arakelov divisors are equivalent in Pic0K if and only if they are ideal
equivalent. Hence, using Algorithm 4.2.7, we can find a reduced Arakelov divisor equivalent to any Arakelov
divisor in Pic0K . Contrary to Remark 1.3.9, there is no uniqueness statement about reduced Arakelov divisors
in an equivalence class. This is made more precise in Example 9.3 in [Sch08]. ♦

4.3 Arakelov Theoretical Description of the Infrastructure

In Section 1.3, we have seen the infrastructure. The infrastructure yields an algorithm to compute the
regulator of a real quadratic number field. [Sch08] gives in Chapter 8 a short description of the infrastructure
using Arakelov theory. In this section, we work this out in more detail. Throughout this section, let K denote
a real quadratic number field, i.e. K = Q(

√
d) for some fundamental discriminant d ∈ Z>0. We use the same

convention about these types of number fields as explained at the beginning of Section 1.3.

4.3.1 Reduction Algorithm for Arakelov Divisors in Real Quadratic Number Fields

To investigate the infrastructure using Arakelov theory, we first want to make Algorithm 4.2.7 more explicit
and less non-deterministic. Therefore, we have to dive into some ideal theory.

It is known that any fractional ideal I of OK is a free Z-module of rank 2 (see [Neu99, Proposition 2.10,
Chapter I]). This means that I = xZ+ yZ for some x, y ∈ I. Recall Definition 1.1.2 of primitive elements in
a fractional ideal.

Lemma 4.3.1. Let I ∈ IdK .

i.) An element x ∈ I is primitive if and only if it is part of a Z-basis.

ii.) The fractional ideal I contains a primitive element.

iii.) If x ∈ I is primitive, then 1 is primitive in x−1I.

iv.) If x ∈ I is minimal, then x is primitive in I.

Proof. To show Statement (i.), let x ∈ I be part of a Z-basis. Say this Z-basis is given by the elements
x, y ∈ I. Suppose that there exists some m ∈ Z>1 such that x ∈ mI. Then x

m ∈ I. Since I = xZ+ yZ, there
exist k, l ∈ Z such that x

m = kx+ ly. Since x, y form a basis of I, we can compare coefficients, i.e. k = 1
m .

Since k,m are integers, we must have m = ±1, reaching a contradiction with the choice of m. Therefore, the
element x ∈ I must be primitive. Conversely, let x ∈ I be primitive. Since I is a free Z-module of rank 2,
there exist y, z ∈ I such that I = yZ+ zZ. Then there exist k, l ∈ Z such that x = ky + lz. If gcd(k, l) > 1,
then there exist a ∈ Z>1 and b, c ∈ Z such that x = a(by + cz). Then x ∈ aI, contradicting the assumption
that x is primitive. Therefore, we have gcd(k, l) = 1. By Bezout’s Identity, this means that there exist
a, b ∈ Z such that ak + bl = 1. Consequently, one can verify that x and −by + az are linearly independent
and generate I. Consequently, they form a Z-basis for I. Hence, the element x ∈ I is part of a Z-basis.

Statement (ii.) follows from Statement (i.) since a Z-basis can always be found.

To show Statement (iii.), let x ∈ I be primitive. Then by Statement (i.), we have that x is part of a Z-basis.
Let this Z-basis be given by x, y ∈ I. Then

I = xZ+ yZ =⇒ x−1I = x−1 (xZ+ yZ) = Z+ x−1yZ.

Hence, the element 1 is part of a Z-basis of x−1I. So by Statement (i.), we have that 1 ∈ x−1I is primitive.

To show Statement (iv.), assume that there exists m ∈ Z>1 such that x ∈ mI. Then x
m ∈ I is non-zero, and

we have that
∣∣ x
m

∣∣
∞ < |x|∞ and

∣∣σ ( x
m

)∣∣
∞ =

∣∣∣σ(x)m

∣∣∣
∞
< |σ(x)|∞. We reach a contradiction by the minimality

of x ∈ I. Hence, the element x is primitive.
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Now, Section 2 in [Len82] states that any fractional ideal OK can be written in a specific form.

Proposition 4.3.2. Let I ∈ IdK . Then I can be written as

I = α

(
Z+

(
b+

√
d

2a

)
Z

)
,

where α ∈ K∗, a, b ∈ Z with c = b2−d
4a ∈ Z are such that gcd(a, b, c) = 1, and NK|Q(α)/a ∈ Z>0 which equals

NOK
(I).

In Proposition 1.3.4, we saw a representation for integral ideals of OK . The representation of Proposition
4.3.2 is for any fractional ideal of OK . For a given I, the element α ∈ K∗ and the integers a, b inside the
representation of Proposition 4.3.2 are not guaranteed to be unique. One can take α as any primitive element

of I. Given I and α, the element a is uniquely determined due to the equality a =
NK|Q(α)

NOK
(I) . Moreover, the

integer b is unique modulo 2a. It is known how the representation changes when taking the product of
fractional ideals.

Proposition 4.3.3. Let Ii ∈ IdK for i = 1, 2. Write

Ii = αi

(
Z+

(
bi +

√
d

2ai

)
Z

)
,

where αi ∈ K∗ and ai, bi ∈ Z with ci =
b2i−d
4ai

∈ Z are such that gcd(ai, bi, ci) = 1. Then

I1I2 = α

(
Z+

(
b+

√
d

2a

)
Z

)
,

where t = gcd(a1, a2,
1
2 (b1 + b2)), α = α1α2

t , a = a1a2

t2 , and if k, l,m ∈ Z are such that

t = ka1 + la2 +
m

2
(b1 + b2),

then

b ≡ 1

t

(
ka1b2 + la2b1 +

m

2
(b1b2 + d)

)
mod 2a.

For a proof of this result, we refer to Section 2 in [Len82].

Suppose that 1 is primitive in I. Then in the representation of Proposition 4.3.2, we can take α = 1. In
this case, we have a = NOK

(I−1). Since the norm of a fractional ideal is strictly positive, we have a ∈ Z>0.
Thereafter, we can take b uniquely in the interval

Aa :=

{
{t ∈ R : −a ≤ t ≤ a}, if a ≥

√
d,

{t ∈ R :
√
d− 2a ≤ t ≤

√
d}, if a <

√
d.

(42)

It follows that the integers a, b, c are uniquely determined. We set x(I,1) :=
b+

√
d

2a with these choices. So when
1 is a primitive element of I, the element x(I,1) forms a Z-basis with 1.

Proposition 4.3.4. Let I ∈ IdK such that 1 ∈ I is primitive. Write x(I,1) =
b+

√
d

2a , where a = NOK
(I−1)

and b ∈ Aa. Then the following statements are equivalent.

i.) The Arakelov divisor π(I) is reduced.

ii.) The element 1 in I is minimal.
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iii.) −1 < σ
(
x(I,1)

)
< 0 and x(I,1) > 1.

iv.) |
√
d− 2a|∞ < b <

√
d.

Proof. Definition 4.2.3 implies that Statement (i.) and (ii.) are equivalent.

Set x := x(I,1) and assume that 1 ∈ I is minimal. Then π(I) is reduced. Hence, by Proposition 7.2 in [Sch08],

we have that NOK
(I−1) <

√
d. So we have a <

√
d, which means that b ∈ [

√
d − 2a,

√
d]. Since a, b are

integers and
√
d is non-rational, the integer b cannot equal the bounds of this interval. Equivalently, we have

√
d− 2a < b <

√
d =⇒ −2a < b−

√
d < 0 =⇒ −1 <

b−
√
d

2a
< 0.

Then these inequalities say that −1 < σ(x) < 0. If x = 0, then b = −
√
d. This leads to a contradiction as b

is an integer. Hence, the element x ∈ I is non-zero and satisfies |σ(x)|∞ < 1. By the minimality of 1 ∈ I,

this means that we have |x|∞ > 1. Furthermore, we can write σ(x) = x−
√
d
a . This implies that σ(x) < x.

Therefore, the element x cannot be smaller than −1, so we must have x > 1. This shows that Statement (ii.)
implies Statement (iii.).

Conversely, assume that −1 < σ(x) < 0 and x > 1. Suppose that there exists some non-zero y ∈ I such
that |y|∞ < 1 and |σ(y)|∞ < 1. Since y ∈ I = Z+ xZ, there exist k, l ∈ Z such that y = k + lx. Then the
conditions say that

|k + lx|∞ < 1, |k + lσ(x)|∞ < 1.

Suppose that k = 0, then y = lx. But there is no non-zero integer l such that |lx|∞ < 1, since x > 1. So we
can assume k to be non-zero. Suppose now that k > 0, then the first condition holds only if lx ≤ 0. Since
x > 1, this precisely says that l ≤ 0. The second condition holds only if lσ(x) ≤ 0. Since σ(x) < 0, this
precisely says that l ≥ 0. We conclude that l = 0. Suppose now that k < 0. Then the first condition holds
only if lx ≥ 0. Since x > 1, this precisely says that l ≥ 0. The second condition holds only if lσ(x) ≥ 0. Since
σ(x) < 0, this precisely says that l ≤ 0. We see that l = 0. So from both cases, we get that l = 0. This means
that y = k ∈ Z. But there is no non-zero integer such that |k|∞ < 1. We conclude that such y ∈ I cannot
exist. Consequently, the element 1 is minimal in I. This shows that Statement (iii.) implies Statement (ii.).

One has

−1 < σ(x) < 0 ⇐⇒ −1 <
b−

√
d

2a
< 0 ⇐⇒

√
d− 2a < b <

√
d.

Moreover, we have

x > 1 ⇐⇒ b+
√
d

2a
> 1 ⇐⇒ b > 2a−

√
d.

Combining these results, we see that

−1 < σ(x) < 0, x > 1 ⇐⇒ |
√
d− 2a|∞ < b <

√
d.

Hence, Statement (iii.) and Statement (iv.) are equivalent.

Remark 4.3.5. We want to show the relation between Lenstra’s work in [Len82] and the Arakelov theoretical
setting. Therefore, we have to introduce quadratic forms.

Definition 4.3.6. A (primitive integral binary) quadratic form of discriminant d is a polynomial

aX2 + bXY + cY 2 ∈ Z[X,Y ]

such that gcd(a, b, c) = 1 and b2 − 4ac = d. A quadratic form of discriminant d is denoted by (a, b, c), and
the set of quadratic forms of discriminant d by Fd.
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Now, using the representation from Proposition 4.3.2, we can construct a map f : IdK → Fd. Namely, say we
have I ∈ IdK represented as

I = α

(
Z+

(
b+

√
d

2a

)
Z

)
,

where α ∈ K∗ and a, b ∈ Z with c = b2−d
4a ∈ Z are such that gcd(a, b, c) = 1. Then we set

f(I) := (a, b, c).

Note that this map is not injective since the mapping is independent of α ∈ K∗. However, the map f induces
a bijection ClK ∼= Fd/ SL2(Z), where the last set is given by the orbits induced by the group action of SL2(Z)
on Fd given by(

u v
s t

)
· (a, b, c) = (au2 + bus+ cs2, 2auv + but+ bvs+ 2cst, av2 + bvt+ ct2),

for

(
u v
s t

)
∈ SL2(Z), (a, b, c) ∈ Fd.

Definition 4.3.7. A quadratic form (a, b, c) ∈ Fd is reduced if |
√
d− 2|a|∞|∞ < b <

√
d.

Given a reduced quadratic form (a, b, c) ∈ Fd, we also have the reduced quadratic form (−a, b,−c). If a = 0,
then we would need that b2 = d, contradicting the fact that d is square-free. Hence, the reduced quadratic
forms of discriminant d can be split into two sets of equal size. One set such that a ∈ Z>0 and one set
such that a ∈ Z<0. Proposition 4.3.4 implies that RedK is in bijection with the reduced quadratic forms of
discriminant d with a ∈ Z>0. We conclude that the Arakelov theoretical setting is closely related to the work
of Lenstra. This was also stated in Example 8.2 in [Sch08].

For the rest of this chapter, we will not deal with Lenstra’s work and focus on the Arakelov theoretical
setting. But, many aspects of his work will show up as these settings are closely related. This relation also
gave us the ideas to translate the reduction algorithm described in [Len82, Section 4] to the Arakelov setting.
Moreover, for the proof of Theorem 4.3.9 we were inspired by the proof of Theorem 4.1 in [Lag80]. However,
all proofs in this chapter are self-written. ♦

Now, we describe a reduction algorithm that is a little bit more explicit than Algorithm 4.2.7. This algorithm
is still non-deterministic. However, rather than depending on the choice of minimal element, it depends on
the choice of primitive element. It turns out that this is easier to control.

Algorithm 4.3.8. (Reduction Algorithm for Arakelov Divisors in Real Quadratic Number Fields)
Input: Any Arakelov Divisor D of K.
Output: A reduced Arakelov divisor D′ such that D and D′ are ideal equivalent.

i.) Find I ∈ IdK and u ∈
∏

σ∈Σ∞
K
R>0 such that D = (I, u).

ii.) Find a primitive element α ∈ I.

iii.) If α = 1, set I ′ := I. Else, set I ′ := α−1I.

iv.) If 1 ∈ I ′ is minimal, then return D′ = π(I ′). Else, set I0 := I ′.

v.) Set i = 0.

vi.) Set i = i+ 1 and compute Ii = x−1
(Ii−1,1)

Ii−1.

vii.) If 1 ∈ Ii is minimal, then return D′ = π(Ii). Else, return to step (vi.).
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Theorem 4.3.9. Algorithm 4.3.8 is correct and terminates in a finite number of steps.

Proof. If the Arakelov divisor is given in the multiplicative notation, step (i.) can be skipped. If the Arakelov
divisor is given in the additive notation, one can use bijection (39) to complete step (i.). Either way, one
will end up with I given in its unique factorization of non-zero prime ideals of OK . Then we can find the
representation of Proposition 4.3.2 for I. This can be done by finding the representation for the prime ideals
in the factorization of I, followed by Proposition 4.3.32. For the representation of the prime ideals, one can
always take the norm of the prime ideal as the primitive element. We obtain a Z-basis of I in this way. Then
Lemma (4.3.1) (i.) states that we found a primitive element. Hence step (ii.) is solvable in a finite number of
steps.

In step (iii.), we create a fractional ideal I ′ such that 1 ∈ I ′ is primitive. Namely, either 1 ∈ I is primitive, or
we make it primitive by dividing the fractional ideal I by α. The latter is true by Lemma 4.3.1 (iii.). Now,
using the equivalent statements of Proposition 4.3.4, one can verify whether 1 ∈ I ′ is minimal. If so, then
π(I ′) is reduced and ideal equivalent to D = (I, u) since I ′ = I or I ′ = α−1I. Hence, the correctness of step
(iv.) follows. Otherwise, the element 1 ∈ I ′ = I0 is just primitive and not minimal. So we divide by x(I0,1) to
create a new fractional ideal I1 for which 1 ∈ I1 is primitive. We can again check whether this is minimal
using the equivalent statements of Proposition 4.3.4. If so, we can return π(I1) since this is reduced and ideal
equivalent to D = (I, u). It is ideal equivalent to I since we only divided I by elements of K to obtain I1. If
not, we proceed by dividing by x(I1,1).

It remains to show that in the sequence (Ii)i≥0 of fractional ideals, there exists some j ∈ Z≥0 such that 1 ∈ Ij
is minimal. This will show that the algorithm is correct and terminates in a finite number of steps. We will
show this now. Set xi := x(Ii,1) for all i ∈ Z≥0. By construction of the element x(Ii,1) in Ii, we have

Ii = Z+ xiZ, xi =
bi +

√
d

2ai
,

where ai = NOK
(I−1

i ) and bi ∈ Aai are integers. Furthermore, we have the relation ci :=
b2i−d
4ai

such that
gcd(ai, bi, ci) = 1. We claim that ai+1 = |ci|∞ and bi+1 ≡ −bi mod 2ai+1 for all i ∈ Z≥0. This can be seen
as follows. Note that we have

NK|Q(xi) = xiσ(xi) =

(
bi +

√
d

2ai

)(
bi −

√
d

2ai

)
=
b2i − d

4a2i
=
ci
ai
.

Now
ai+1 = NOK

(I−1
i+1) = NOK

(xiI
−1
i ) = NOK

(xiOK)NOK
(I−1

i ) = |NK|Q(xi)|∞ai = |ci|∞,

where we used that NOK
is a group homomorphism and Proposition 1.2.6. Next, we have

x−1
i =

2ai

bi +
√
d
=

2ai(bi −
√
d)

(bi +
√
d)(bi −

√
d)

=
2ai(bi −

√
d)

b2i − d
=
bi −

√
d

2ci
.

So

Ii+1 = x−1
i Ii = x−1

i (Z+ xiZ) = Z+ x−1
i Z = Z+

(
bi −

√
d

2ci

)
Z.

By multiplying by ±1 ∈ Z∗, we get

Ii+1 = Z+

(
−bi +

√
d

2|ci|∞

)
Z = Z+

(
−bi +

√
d

2ai+1

)
Z,
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where we used that ai+1 = |ci|∞. On the other hand, we have

Ii+1 = Z+ xi+1Z = Z+

(
bi+1 +

√
d

2ai+1

)
Z.

The representation of Proposition 4.3.2 tells us that the bi and bi+1 are uniquely determined modulo 2ai+1.
So we have bi+1 ≡ −bi mod 2ai+1. Hence, the claim follows.

If |ci|∞ ≥
√
d, then we claim that |ci+1|∞ ≤ |ci|∞

4 . Namely, we have bi+1 ∈ Aai+1
= A|ci|∞ , and so

bi+1 ≤ |ci|∞. We obtain that 0 ≤ b2i+1 ≤ c2i and 0 < d ≤ c2i . Consequently, the value of |b2i+1 − d|∞ is less
than c2i . So

|ci+1|∞ =
|b2i+1 − d|∞
|4ai+1|∞

≤ c2i
|4ci|∞

=
|ci|∞
4

.

So after finitely many iterations, we will end up with |cj |∞ ≤
√
d for some j ∈ Z≥0. Suppose that

|cj |∞ ≤ |cj+1|∞. Then we have

4|cj |2∞ < 4|cj+1|∞|cj |∞ = 4

∣∣∣∣∣b2j+1 − d

4aj+1

∣∣∣∣∣
∞

|cj |∞ =

∣∣∣∣∣b2j+1 − d

cj

∣∣∣∣∣
∞

|cj |∞ = |b2j+1 − d|∞.

We know that bj+1 ∈ Aaj+1
= A|cj |∞ . Since |cj |∞ ≤

√
d, we have bj+1 ∈ [

√
d − 2|cj |∞,

√
d]. We see that

0 ≤ b2j+1 ≤ d, and so |b2j+1 − d|∞ = d− b2j+1 ≤ d. Thus, we get

4|cj |2∞ < d =⇒ 2|cj |∞ <
√
d. (43)

This implies that bj+1 ≥
√
d− 2|cj |∞ > 0. Therefore

2aj+1 = 2|cj |∞ <
√
d <

√
d+ bj+1 =⇒ 2aj+1 −

√
d < bj+1.

Hence, since bj+1 ∈ [
√
d− 2ai+1,

√
d], we get

|
√
d− 2aj+1|∞ < bj+1 <

√
d.

In this case, set m := j + 1. On the other hand, if |cj+1|∞ < |cj |∞, then we have |cj+1|∞ <
√
d. Since

bj+2 ∈ Aaj+2
= A|cj+1|∞ , we get bj+2 ∈ [

√
d− 2|cj+1|∞,

√
d]. Furthermore

4|cj+1|2∞ < 4|cj+1|∞|cj |∞ = 4

∣∣∣∣∣b2j+1 − d

4aj+1

∣∣∣∣∣
∞

|cj |∞ =

∣∣∣∣∣b2j+1 − d

cj

∣∣∣∣∣
∞

|cj |∞ = |b2j+1 − d|∞ ≤ d.

Then
4|cj+1|2∞ < d =⇒ 2|cj+1|∞ <

√
d.

Now, repeat the argument starting from Equation (43), by replacing j by j +1. Consequently, we obtain that

|
√
d− 2aj+2|∞ < bj+2 <

√
d.

In this case, set m := j + 2. From case distinction, we obtain

|
√
d− 2am|∞ < bm <

√
d

for some m ∈ Z≥0. Proposition 4.3.4 tells us that this is equivalent to saying that 1 is minimal in
Im = Z+ xmZ.
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Remark 4.3.10. Notice that the element α ∈ I in step (ii.) is not unique. Namely, there might exist more
than one primitive element in I. Therefore, the algorithm is not deterministic. ♦

Remark 4.3.11. Given an Arakelov divisor D = (I, u), the Algorithm 4.3.8 returns a reduced Arakelov
divisor D′ = π(J) such that D and D′ are ideal equivalent. This means that there exists some x ∈ K∗ such
that J = xI. Analyzing the proof of Theorem 4.3.9, we have constructed such x. Namely, with the same
notation as in the proof, we have J = (α

∏m−1
i=0 xi)

−1I. The element
∏m−1

i=0 xi is uniquely determined from D

and α. So, we set xαD :=
∏m−1

i=0 xi. Then we can say that J = (αxαD)−1I. ♦

4.3.2 The Infrastructure Operator and Arakelov Cycles

In Section 1.3, we saw that a crucial step was to apply the ideas of the reduction algorithm to integral ideals
that were already reduced (see Equation (6)). By doing this inductively, we obtained a complete set of
reduced integral ideals that are equivalent. We called such a set a cycle (see Definition 1.3.10). We would like
to get this situation in the Arakelov theoretical setting.

Let Red1K ⊆ DivK denote all Arakelov divisors of the form π(I), where I ∈ IdK such that 1 ∈ I is primitive.

Definition 4.3.12. The operator ρ : Red1K → Red1K defined by π(I) 7→ π
(
x−1
(I,1)I

)
is called the infrastructure

operator of K.

If 1 ∈ I is minimal, then by Lemma 4.3.1 (iv.), it is also primitive. Therefore, we have RedK ⊆ Red1K .

Proposition 4.3.13. Let π(I) ∈ RedK , then we have ρ(π(I)) ∈ RedK .

Proof. Since π(I) ∈ RedK , we know that 1 ∈ I is minimal. Set x := x(I,1). We claim that x is also
minimal in I. By Lemma 4.2.2, this would mean that 1 is minimal in x−1I. Consequently, we have
ρ(π(I)) = π(x−1I) ∈ RedK . So it remains to show the claim.

Since 1 ∈ I is minimal, Proposition 4.3.4 tells us that −1 < σ(x) < 0 and x > 1. Suppose now that there
exists some non-zero y ∈ I such that |y|∞ < |x|∞ and |σ(y)|∞ < |σ(x)|∞. Since y ∈ I = Z+ xZ, there exist
k, l ∈ Z such that y = k + lx. Then the conditions say that

|k + lx|∞ < |x|∞ = x, |k + lσ(x)|∞ < |σ(x)|∞,

where we used in the first condition that x > 1. Suppose that l > 0. Since x > 1, we have that lx ≥ x > 0.
Then the first condition holds only if k < 0. Since σ(x) < 0, we have lσ(x) ≤ σ(x) < 0. Thus, the second
condition holds only if k > 0, reaching a contradiction, and so l /∈ Z>0. Suppose that l < 0. Since x > 1,
we have that lx ≤ −x < 0. Hence, the first condition holds only if k > 0. Since σ(x) < 0, we have
lσ(x) ≥ −σ(x) > 0. Therefore, the second condition holds only if k < 0, reaching a contradiction, and so
l /∈ Z<0. So we have that l = 0 and y = k ∈ Z. But there is no non-zero integer such that |k|∞ < |σ(x)|∞ < 1
(looking at the second condition). We may conclude that such y ∈ I cannot exist. This says that x is minimal
in I.

Proposition 4.3.4 tells us that if 1 ∈ I is minimal, then the element x(I,1) forms a Z-basis with 1 and satisfies

−1 < σ
(
x(I,1)

)
< 0 and x(I,1) > 1. While the choice of x(I,1) is unique, we never claimed that it is the unique

element with these properties. However, it turns out to be true. Moreover, we can also find the ’opposite’ of
x(I,1).

Lemma 4.3.14. Let I ∈ IdK such that 1 ∈ I is minimal. Then x(I,1) is the unique element of I satisfying

x(I,1) > 1 and −1 < σ
(
x(I,1)

)
< 0 such that 1, x(I,1) form a Z-basis for I. Furthermore, there exists a unique

element y in I satisfying σ(y) < −1 and 0 < y < 1 such that 1, y form a Z-basis for I. We denote this unique
element y by y(I,1). Moreover, the element y(I,1) is minimal.
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Proof. Let x, x′ be two elements of I satisfying x, x′ > 1 and −1 < σ(x), σ(x′) < 0 such that 1, x and 1, x′

form a Z-basis for I. There exist j, k, l,m ∈ Z such that x = j + kx′, and x′ = l +mx. Substitution gives

x = j + k(l +mx) = (j + kl) + kmx.

Since 1, x form a basis of I, we can compare coefficients, implying km = 1. Since k,m are integers, we must
have k = m = ±1. Say k = m = 1, then we have

x = j + x′ =⇒ σ(x) = j + σ(x′).

Then
−1 < σ(x′) < 0 =⇒ −1 + j < σ(x) < j.

If j < 0, we have σ(x) < j ≤ −1, reaching a contradiction. If j > 0, we have 0 ≤ −1 + j < σ(x), reaching a
contradiction. Hence, we have that j = 0, i.e. x = x′. So if k = m = 1, we have uniqueness. Say k = m = −1,
then we have

x = j − x′ =⇒ σ(x) = j − σ(x′).

Then
−1 < σ(x′) < 0 =⇒ 0 < −σ(x′) < 1 =⇒ j < σ(x) < j + 1.

If j ≥ 0, we have σ(x) > j ≥ 0, reaching a contradiction. If j < 0, then

x′ > 1 =⇒ −x′ < −1 =⇒ x < −1 + j < −1,

reaching a contradiction. So if k = m = −1, it is impossible to have two such elements. By covering all cases,
we have shown uniqueness.

Now, let us look at the existence of y(I,1). Since 1 ∈ I is minimal, we know by Lemma 4.3.1 (iv.) that it is
also primitive. So using the representation of Proposition 4.3.2, we can write

I = Z+
b+

√
d

2a
Z,

where a = NOK
(I−1), and b is uniquely determined modulo 2a. So we can take b uniquely in the interval

[−
√
d, 2a−

√
d]. Since a, b are integers and

√
d is non-rational, the integer b cannot equal the bounds of this

interval. Equivalently, we have

−
√
d < b < 2a−

√
d =⇒ 0 < b+

√
d < 2a =⇒ 0 <

b+
√
d

2a
< 1.

So set y(I,1) :=
b+

√
d

2a . Then these inequalities say that 0 < y(I,1) < 1. Therefore, the element y(I,1) ∈ I is
non-zero and satisfies |y(I,1)|∞ < 1. Minimality of 1 ∈ I implies that |σ(y(I,1))| > 1. Furthermore, we can

write σ(y(I,1)) = y(I,1) −
√
d
a , and so σ(y(I,1)) < y(I,1). Therefore, the element σ(y(I,1)) cannot be bigger than

1. So we have that σ(y(I,1)) < −1. Thus, this choice of y(I,1) satisfies σ(y(I,1)) < −1, 0 < y(I,1) < 1 and
forms a Z-basis with 1.

The proof that y(I,1) is the unique element with the claimed properties, is similar to the uniqueness proof of
x(I,1) that we saw at the beginning of this proof. Likewise, the fact that y(I,1) is minimal in I is similar to
the proof that x(I,1) is minimal in Proposition 4.3.13.

In what follows, the bounds on x(I,1) and y(I,1) will be used a lot. We will use them without reference.

Proposition 4.3.13 implies that the infrastructure operator induces a map ρ : RedK → RedK .

Proposition 4.3.15. The infrastructure operator ρ is a bijection on RedK .
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Proof. We will prove this by constructing an inverse of ρ : RedK → RedK . Take π(I) ∈ RedK . Then 1 ∈ I is
minimal. By Lemma 4.3.14 it follows that y(I,1) is also minimal in I. By Lemma 4.2.2, this means that 1 is

minimal in y−1
(I,1)I. Consequently, we have π(y

−1
(I,1)I) ∈ RedK . So consider the map ρ′ : RedK → RedK defined

by π(I) 7→ π(y−1
(I,1)I). We now show that the map ρ′ is the inverse of ρ. Namely, take any π(I) ∈ RedK .

Then 1 ∈ I is minimal, and set x := x(I,1). Since −1 < σ(x) < 0 and x > 1, we have σ(x−1) < −1 and
0 < x−1 < 1. Furthermore, we have

I = Z+ xZ =⇒ x−1I = x−1(Z+ xZ) = Z+ x−1Z.

By Lemma 4.3.14, we have seen that y := y(x−1I,1) is the unique element of x−1I satisfying σ(y) < −1 and
0 < y < 1 such that 1, y form a Z-basis for x−1I. We obtain that y = x−1. So then

ρ′(ρ(π(I))) = ρ−1(π(x−1I)) = π
(
y−1(x−1I)

)
= π(I).

Since RedK is a finite set, we have that ρ and ρ′ are each other’s inverses. In particular, the infrastructure
operator ρ : RedK → RedK is a bijection.

Now that we have investigated the infrastructure operator, we are interested to see what happens if we apply
it inductively. Take any π(I) ∈ RedK . We can apply ρ inductively and have ρk(π(I)) ∈ RedK for all k ∈ Z≥0.
We use the convention that ρ0 = idRedK

. Set ξ0 := x(I,1) and I0 := I. Define recursively the fractional ideals
and elements

Ii := ξ−1
i−1Ii−1, ξi := x(Ii,1),

for i ∈ Z>0. We obtain ρ(π(Ik−1)) = π(Ik) or more generally ρk(π(I0)) = π(Ik) for any k ∈ Z≥0. Furthermore,
set θ0 := 1 and for i ∈ Z>0 define the element

θi :=

i−1∏
j=0

ξj .

Then we have

Ii = ξ−1
i−1Ii−1 = ξ−1

i−1ξ
−1
i−2Ii−2 = . . . =

i−1∏
j=0

ξ−1
j

 I0 = θ−1
i I0.

Then for any k ∈ Z≥0, we have the relation

ρk(π(I0)) = π(Ik) = π(θ−1
k I). (44)

We have Ik = Z+ ξkZ for any k ∈ Zk≥0. So

I = I0 = θkIk = θk(Z+ ξkZ) = θkZ+ θk+1Z. (45)

As a result of this, we can say that θk, θk+1 form a Z-basis for I for all k ∈ Z≥0. Note that the sequence
(θi)i≥0 is uniquely determined from the reduced Arakelov divisor π(I).

Definition 4.3.16. Let π(I) ∈ RedK . The sequence (θi)i≥0 is called the θ-sequence of π(I).

Lemma 4.3.17. Let π(I), π(J) ∈ RedK . If there exists some γ ∈ R>1 such that I = γJ , then there exists
some θk in the θ-sequence of π(I) such that γ = θk.

Proof. Consider the θ-sequence (θi)i≥0 of π(I). Since ξj > 1 for all j ∈ Z≥0, we have θi > 1 for all i ∈ Z>0.
Consequently, the sequence (θi)i≥0 is monotone increasing and bounded from below by θ0 = 1. Since γ > 1,
there exists some m ∈ Z≥0 such that

θm < γ ≤ θm+1. (46)
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Assume, for the matter of contradiction, that γ ̸= θm+1. Equivalently, we assume that we have strict
inequalities in (46). Since π(J) is reduced, we have 1 ∈ J , so γ ∈ I. Then using (45), there exist k, l ∈ Z
such that

γ = kθm + lθm+1. (47)

Using (46), we obtain
θm < kθm + lθm+1 < θm+1. (48)

Since γ is non-zero, not both k and l are zero. Assume that k = 0. Then γ = lθm+1. If l > 0, then γ exceeds
the upper bound, since θm > 0. If l < 0, then γ exceeds the lower bound. Therefore, we reach a contradiction.
So k must be non-zero. Furthermore, we know that θi > 1 for all i ∈ Z>0. This means that not both k, l
can be negative, because then γ will exceed the lower bound of (48). Furthermore, not both can be positive
because then γ will exceed the upper bound of (48). So we can say that if k > 0, we need l ≤ 0. Moreover, if
k < 0, then we need l ≥ 0.

From (45), we also have θm ∈ I = γJ . Hence, there exists some non-zero x ∈ J such that θm = γx.
Substituting this into (46) gives γx < γ. Since γ > 1, we have x < 1. So in particular |x|∞ < 1. Since π(J)
is reduced, we have that 1 ∈ J is minimal. So, we have that |σ(x)|∞ > 1. Then

|σ(θm)|∞ = |σ(γx)|∞ = |σ(γ)|∞|σ(x)|∞ > |σ(γ)|∞.

Using expression (47) of γ, we obtain

|σ(θm)|∞ > |kσ(θm) + lσ(θm+1)|∞. (49)

Now, we know that −1 < σ(ξj) < 0 for all j ∈ Z≥0, so |σ(θi)|∞ < 1 for all i ∈ Z>0. Moreover, exactly one
out of σ(θm), σ(θm+1) can be positive. We saw that if k > 0, we need l ≤ 0. Moreover, if k < 0, then we
need l ≥ 0. We will use these facts in the following case distinction.

i.) If k > 0 and σ(θm) > 0, then we must have lσ(θm+1) < 0 for (49) to hold. However, we know that
l ≤ 0 and σ(θm+1) < 0, reaching a contradiction.

ii.) If k > 0 and σ(θm) < 0, then we must have lσ(θm+1) > 0 for (49) to hold. However, we know that
l ≤ 0 and σ(θm+1) > 0, reaching a contradiction.

iii.) If k < 0 and σ(θm) > 0, then we must have lσ(θm+1) > 0 for (49) to hold. However, we know that
l ≥ 0 and σ(θm+1) < 0, reaching a contradiction.

iv.) If k < 0 and σ(θm) < 0, then we must have lσ(θm+1) < 0 for (49) to hold. However, we know that
l ≥ 0 and σ(θm+1) > 0, reaching a contradiction.

Since k and σ(θm+1) are non-zero, we have covered all cases. Thus, inequalities (48) and (49) are not solvable
at the same time for k, l ∈ Z. Consequently, we reach a contradiction. Therefore, by our assumption, we
must have γ = θm+1. Now, set k = m+ 1.

Theorem 4.3.18. Let π(I) ∈ RedK . Then there exists a minimal m ∈ Z>0 such that ρm(π(I)) = π(I), and
the set

{π(I), ρ(π(I)), . . . , ρm−1(π(I))}

is a complete set of distinct reduced Arakelov divisors ideal equivalent to π(I).

Proof. Let π(J) be reduced for some J ∈ IdK that is ideal equivalent to π(I). Hence, there exists some
γ ∈ K∗ such that I = γJ . We can assume γ to be positive, otherwise, we can multiply by −1 ∈ O∗

K . Then
there exists some l ∈ Z such that γεlK > 1 (see Remark 1.3.3). Since εlKJ = J , we have γεlKJ = γJ = I.
Thus, we can assume that I = γJ for some γ > 1. It follows from Lemma 4.3.17 that there exists some θk in
the θ-sequence of π(I) such that γ = θk. Then

I = θkJ =⇒ θ−1
k I = J.
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It follows that
π(J) = π(θ−1

k I) = ρk(π(I)). (50)

Therefore, the reduced Arakelov divisor π(J) is contained in the set

B := {π(I), ρ(π(I)), ρ2(π(i)), . . . , ρk(π(I)), . . .}.

Now, the B contains only reduced Arakelov divisors. Since RedK is a finite set, there must exist integers
0 < j < l such that ρj(π(I)) = ρl(π(I)). By Proposition 4.3.15, we obtain that ρl−j(π(I)) = π(I). Hence,
there exists an m ∈ Z>0 such that ρm(π(I)) = π(I). Then there exists a minimal such integer m. So

{π(I), ρ(π(I)), . . . , ρm−1(π(I))} (51)

is a complete set of distinct reduced Arakelov divisors ideal equivalent to π(I). Namely, by construction
of ρ, they are ideal equivalent to π(I). Furthermore, they are distinct, because if there existed integers
0 < k < l < m such that ρk(π(I)) = ρl(π(I)), then we would have ρl−k(π(I)) = π(I) for l − k < m,
contradicting the minimality of m. Now, if any reduced Arakelov divisor is ideal equivalent to π(I) and
is not contained in the set (51), we reach a contradiction with our earlier observation. Namely, any such
Arakelov divisor is the image of ρk for some k ∈ Z≥0 (see Equation (50)). We conclude that the set (51) is
also complete.

This result allows us to define the following things.

Definition 4.3.19. Let π(I) be a reduced Arakelov divisor of K. The smallest integers m ∈ Z≥0 such that
ρm(π(I)) = π(I) is called the period of π(I), and is denoted by ord(π(I)). Moreover, the complete set{

ρk(π(I)) : 1 ≤ k ≤ ord(π(I))− 1
}

of distinct reduced Arakelov divisors ideal equivalent to π(I) is called the Arakelov cycle of π(I). The Arakelov
cycle of π(OK) is called the principal Arakelov cycle of K.

The Arakelov cycle of a reduced Arakelov divisor of K is an analogue of the cycle of a reduced integral ideal
of OK defined in Definition 1.3.10.

Proposition 4.3.20. Let π(I) ∈ RedK and (θi)i≥0 the θ-sequence of π(I). Then θord(π(I)) = εK .

Proof. Since I = εKI with εK > 1 (see Remark 1.3.3), we know by Lemma 4.3.17 that there exists some
k ∈ Z≥0 such that εK = θk. Therefore, we have

ρk(π(I)) = π(θ−1
k I) = π(ε−1

K I)) = π(I).

Since ord(π(I)) ∈ Z>0 is minimal such that ρord(π(I))(π(I)) = π(I), we must have k ≥ ord(π(I)). Since
(θi)i≥1 is a monotone increasing sequence, we have θk ≥ θord(π(I)). We also have

π(I) = ρord(π(I))(π(I)) = π(θ−1
ord(π(I))I) = π(θ−1

ord(π(I))OK) + π(I),

using Equation (41). It follows that π(θ−1
ord(π(I))OK) is the zero Arakelov divisor. So by definition of π, we

have that ordp(θord(π(I))) = 0 for all p ∈ P0
K . We obtain that θord(π(I)) ∈ O∗

K . Together with the fact that

θord(π(I)) > 1, there must exists some l ∈ Z>0 such that θord(π(I)) = εlK . So we get that

εK = θk ≥ θord(π(I)) = εlK .

Since εK > 1 and l ∈ Z>0, this only holds if l = 1. So we obtain that εK = θord(π(I)).

This result gives us a way to determine the fundamental unit of OK and the regulator of K.
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Example 4.3.21. Let d = 12. Consider the reduced Arakelov divisor π(OK). We want to determine the
period of π(OK). Along the way, we keep track of the θ-sequence. This data allows us to find the fundamental
unit by Proposition 4.3.20. So let us start by computing ρ(π(OK)). This means that we have to divide OK

by ξ0 = x(OK ,1). So let us first determine ξ0. We have

ξ0 =
b+

√
d

2a
,

where we have integers a = NOK
(O−1

K ) and b ∈ Aa. Since a = 1, we get b ∈ [
√
12− 2,

√
12]. The only integers

in this interval are 2, 3. In Section 1.3, we saw that OK = Z[ω] with ω = 12+
√
12

2 . Now, if we take b = 3, we
cannot have ω ∈ Z+ ξ0Z = OK . Hence, we must have b = 2. So we get

OK = Z+ ξ0Z = Z+

(
2 +

√
12

2

)
Z.

Now, we divide by ξ0 to obtain

ξ−1
0 OK = Z+

(
2

2 +
√
12

)
Z = Z+

(
2 +

√
12

4

)
Z. (52)

Thus, we have

ρ(π(OK)) = π(ξ−1
0 OK) = π

(
Z+

(
2 +

√
12

4

)
Z

)
.

Since this is not equal to π(OK), we need to compute ρ2(π(OK)). Therefore, we have to divide by the element
ξ1 := x(ξ−1

0 OK ,1). We have

ξ1 =
b+

√
d

2a
,

where we have integers a = NOK
(ξ0O−1

K ) and b ∈ Aa. Using Proposition 1.1.15 and 1.2.6, we have that
NOK

(ξ0O−1
K ) = |NK|Q(ξ0)|∞ = |ξ0σ(ξ0)|∞. So we have

a =

∣∣∣∣∣
(
2 +

√
12

2

)(
2−

√
12

2

)∣∣∣∣∣
∞

= 2.

It follows that b ∈ [
√
12 − 2,

√
12]. Since b is uniquely determined in this interval, and we already had

representation (52), we can conclude that b = 2. So we get

ξ−1
0 OK = Z+ ξ1Z = Z+

(
2 +

√
12

4

)
Z.

Now, we divide ξ−1
0 OK by ξ1 to obtain

ξ−1
1 ξ−1

0 OK = Z+

(
4

2 +
√
12

)
Z = Z+

(
2 +

√
12

2

)
Z = OK .

So we get
ρ2(π(OK)) = ρ(π(ξ−1

0 OK)) = π(ξ−1
1 ξ−1

0 OK) = π(OK).

Thus, the period of π(OK) equals 2. By Theorem 4.3.20, we have that εK = θord(π(OK)) = ξ0ξ1. Hence, we
get

εK =

(
2 +

√
12

4

)(
2 +

√
12

2

)
= 2 +

√
3,

which is known to be the fundamental unit of OK for d = 12. Furthermore, the regulator is given by

RK = log(εK) = log(2 +
√
3) ≈ 0.57194754753. ■
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From this example, one may wonder what the importance is of the second entry of π(I) = (I, (NOK
(I))σ∈Σ∞

K
),

for some I ∈ IdK , because we did not consider it at all. We simply divide by the elements ξi, and continue
until we get back to the original fractional ideal. So these ideas can purely happen ideal theoretically. There
is no need to consider Arakelov divisors. But if d is much larger, the number of divisions may grow. Therefore,
the method we saw in this example may be expensive. To solve this issue, we can define a distance between
two reduced Arakelov divisors that are ideal equivalent. This distance is dependent on the second entry of
π(I). With this distance, we still have a way to find the regulator, but not the fundamental unit. But in
certain situations, it is enough to compute the regulator. This is much more manageable since it is the log
of the ’size’ of the fundamental unit. The latter can grow rapidly if the fundamental discriminant d ∈ Z≥0

grows.

4.3.3 Distance Formula

In Section 1.3, the next step was to define the distance between reduced integral ideals in the principal cycle
of K (see Definition 1.3.11). We can do the same thing for the principal Arakelov cycle of K. However, we
can even define the distance between Arakelov divisors that are ideal equivalent.

Recall the group
TK = R2/{(log |a|∞, log |σ(a)|∞) : a ∈ O∗

K}

that we have seen in the short exact sequence (38). Moreover, we had the injective group homomorphism
ζ : TK → PicK defined by [(xσ)σ∈Σ∞

K
] 7→ [

∑
σ∈Σ∞

K
xσσ]. Using the group isomorphism log : R>0 → R, we also

have
TK ∼= R2

>0/{(|a|∞, |σ(a)|∞) : a ∈ O∗
K}. (53)

We will use this representation for TK throughout this section. Whenever we take an arbitrary u ∈ R2
>0, we

use the convention that u = (u1, u2). Moreover, for u ∈ R2
>0, we denote its equivalence class in TK by [u].

The group homomorphism ζ is given by [u] 7→ [(OK , u)], using the representation of TK from (53). Consider
the function δ1Pic : TK → R/RKZ defined by

δ1Pic([u]) :=
1

2
log

(
u1
u2

)
mod RK .

Throughout this chapter, we will commonly ignore the notation of ’modRK ’. But one has to keep in mind
that the image of δ1Pic([u]) is only uniquely determined modulo RK .

Proposition 4.3.22. The function δ1Pic is well-defined.

Proof. Suppose that [u] = [v] in TK . Then there exists some a ∈ O∗
K such that (u1, u2) = (|a|∞v1, |σ(a)|∞v2)

and

δ1Pic([u]) =
1

2
log

(
u1
u2

)
=

1

2
log

(
|a|∞v1

|σ(a)|∞v2

)
.

As a ∈ O∗
K , we have |NK|Q(a)|∞ = 1. Proposition 1.1.15 implies that |aσ(a)|∞ = 1. Equivalently, we have

|a|∞ = |σ(a)|−1
∞ . Therefore, we get

δ1Pic([u]) =
1

2
log

(
|a|2∞v1
v2

)
=

1

2
log |a|2∞ +

1

2
log

(
v1
v2

)
= log |a|∞ + δ1Pic([v]).

Since a ∈ O∗
K , there exists some k ∈ Z such that a = ±εkK . It follows that log |a|∞ = k log |εK |∞ = kRK ,

and so δ1Pic([u]) ≡ δ1Pic([v]) mod RK . This shows that δ1Pic is well-defined.

Let D,D′ ∈ DivK be two Arakelov divisors that are ideal equivalent. Write them in multiplicative notation
D = (I, u) and D′ = (J, v). Then there exists some x ∈ K∗ such that I = xJ . We obtain that

D −D′ + div(x) = (OK , w),
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where w = (u1v
−1
1 |x|∞, u2v−1

2 |σ(x)|∞). This means that [D −D′] = [(OK , w)] in the Arakelov class group
PicK . Note that [(OK , w)] is the image of [w] ∈ TK under the group homomorphism ζ. We claim that [w] is
the unique class in TK such that its image under ζ equals [D −D′]. Suppose that there exists some other
w′ ∈ R2

>0 such that [D −D′] = [(OK , w
′)]. Then [(OK , w)] = [(OK , w

′)] in PicK . Hence, there exists some
y ∈ K∗ such that

(OK , w) + div(y) = (OK , w
′).

This means that OK = yOK and w′ = (|y|∞, |σ(y)|∞)w. We get that y ∈ O∗
K , and so [w] = [w′] in TK .

Consequently, the class [w] in TK is uniquely determined by [D −D′]. Therefore, the following definition is
well-defined.

Definition 4.3.23. The distance between two Arakelov divisors D,D′ ∈ DivK that are ideal equivalent is
defined by

δPic(D,D
′) := δ1Pic([w]),

such that [D −D′] = [(OK , w)].

Note that the distance is only defined for Arakelov divisors that are ideal equivalent. Furthermore, we will
always view the distance in R. But we have to keep in mind that the distance is only uniquely determined
modulo RK (see Proposition 4.3.22).

Suppose that [D −D′] = [(OK , w)] for ideal equivalent Arakelov divisors D,D′ ∈ DivK and w ∈ R2
>0. Then

[D′ −D] = −[(OK , w)] = [(OK , w
−1)].

This means that

δPic(D,D
′) = δ1Pic([w]) =

1

2
log

(
w1

w2

)
= −1

2
log

(
w−1

1

w−1
2

)
= −δ1Pic([w

−1]) = −δPic(D
′, D).

This means that the distance is not symmetric. More precisely, the distance has a positive and negative
orientation.

The following result tells us that the distance is uniquely determined by the equivalence classes in PicK .

Proposition 4.3.24. Let D1, D2, D3 ∈ DivK be ideal equivalent.

i.) If [D1] = [D2] in PicK , then δPic(D1, D2) = 0.

ii.) If [D1] = [D2] in PicK , then δPic(D1, D3) = δPic(D2, D3).

Proof. To show Statement (i.), suppose that [D1] = [D2]. Then [D1 −D2] equals the equivalence class of the
zero Arakelov divisor (OK , (1, 1)). So we get that

δPic(D1, D2) = δ1Pic([(1, 1)]) =
1

2
log(1) = 0.

To show Statement (ii.), notice that [D1 −D3] = [D2 −D3], since [D1] = [D2] in PicK . Hence, it follows by
construction of δPic that δPic(D1, D3) = δPic(D2, D3).

Proposition 4.3.25. Let I ∈ IdK . Then the Arakelov divisors π(x−1I) and π(y−1I) are ideal equivalent for
any x, y ∈ K∗. Moreover, the distance between them is given by

δPic(π(x
−1I), π(y−1I)) =

1

2
log

∣∣∣∣σ(x)yxσ(y)

∣∣∣∣
∞
.
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Proof. We have [x−1I] = [y−1I] in ClK . Thus, the Arakelov divisors π(x−1I) and π(y−1I) are ideal equivalent.
So we can compute δPic(π(x

−1I), π(y−1I)). We have

π(x−1I)− π(y−1I) + div(x−1y) = (OK , u), u =

(√
NOK

(y−1I)|y|∞√
NOK

(x−1I)|x|∞
,

√
NOK

(y−1I)|σ(y)|∞√
NOK

(x−1I)|σ(x)|∞

)
.

We see that [π(x−1I)− π(y−1I)] = [(OK , u)], and so δPic(π(x
−1I), π(y−1I)) = δ1Pic([u]). Using Proposition

1.1.15 and 1.2.6, we have for any z ∈ K∗ that

NOK
(z−1I) = NOK

(z−1OK)NOK
(I) = |z−1|∞|σ(z−1)|∞NOK

(I).

Consequently, we have

u =

(√∣∣∣∣σ(x)yxσ(y)

∣∣∣∣
∞
,

√∣∣∣∣σ(y)xyσ(x)

∣∣∣∣
∞

)
.

We obtain that

δPic(π(x
−1I), π(y−1I)) =

1

2
log

(√∣∣∣∣σ(x)yxσ(y)

∣∣∣∣
∞

)(√∣∣∣∣σ(y)xyσ(x)

∣∣∣∣
∞

)−1
 =

1

2
log

∣∣∣∣σ(x)yxσ(y)

∣∣∣∣
∞
.

Corollary 4.3.26. Let π(I) ∈ RedK and (θi)i≥0 be the θ-sequence of π(I). Then for any k, l ∈ Z≥0 one has

δPic

(
ρk(π(I)), ρl(π(I))

)
=

1

2
log

∣∣∣∣σ(θk)θlθkσ(θl)

∣∣∣∣
∞
.

If 0 ≤ k < l < ord(π(I)), then this formula gives the representative in the interval [0, RK).

Proof. With the notation introduced in (44), we have ρk(π(I)) = π(θ−1
k I) for all k ∈ Z≥0, where ρ is the

infrastructure operator defined in Definition 4.3.12. It follows from Proposition 4.3.25 that

δPic

(
ρk(π(I)), ρl(π(I))

)
= δPic(π(θ

−1
k I), π(θ−1

l I)) =
1

2
log

∣∣∣∣σ(θk)θlθkσ(θl)

∣∣∣∣
∞
.

Now, let 0 ≤ k < l < ord(π(I)). For any i ∈ Z>0, we have the formula

θi =

i−1∏
j=0

ξj ,

with 0 < σ(ξj) < −1 and ξj > 1 for all integers 0 ≤ j ≤ i− 1. Moreover, we had the convention that θ0 = 1.
In Proposition 4.3.20, we saw that θord(π(I)) = εK . So we conclude that

1 ≤ θk < θl < θord(π(I)) = εK , |σ(εK)|∞ = |σ(θord(π(I)))|∞ < |σ(θl)|∞ < |σ(θk)|∞ ≤ 1.

We see that

0 ≤ 1

2
log

∣∣∣∣σ(θk)θlθkσ(θl)

∣∣∣∣
∞
<

1

2
log

∣∣∣∣ εK
σ(εK)

∣∣∣∣
∞
. (54)

Since εK ∈ O∗
K , we have |NK|Q(εK)|∞ = 1. It follows from Proposition 1.1.15 that |εKσ(εK)|∞ = 1.

Equivalently, we have |εK |∞ = |σ(εK)|−1
∞ . Therefore

1

2
log

∣∣∣∣ εK
σ(εK)

∣∣∣∣
∞

=
1

2
log |εK |2∞ = log |εK |∞ = RK .

Thus, inequalities (54) tell us that δPic

(
ρk(π(I)), ρl(π(I))

)
∈ [0, RK) using the formula

1

2
log

∣∣∣∣σ(θk)θlθkσ(θl)

∣∣∣∣
∞
.
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Recall the interval Aa for some a ∈ Z>0 from (42).

Corollary 4.3.27. Let π(I) ∈ RedK , and write x(I,1) =
b+

√
d

2a , where a = NOK
(I−1) and b ∈ Aa. Then

δPic (π(I), ρ(π(I))) =
1

2
log

∣∣∣∣∣b+
√
d

b−
√
d

∣∣∣∣∣
∞

.

Proof. Let (θi)i≥0 be the θ-sequence of π(I). We have θ0 = 1 by convention, and θ1 = ξ0 = x(I,1) by
construction. Take k = 0 and l = 1 in Corollary 4.3.26. Then we get

δPic (π(I), ρ(π(I))) =
1

2
log

∣∣∣∣σ(θ0)θ1θ0σ(θ1)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣∣ x(I,1)

σ
(
x(I,1)

) ∣∣∣∣∣
∞

=
1

2
log

∣∣∣∣∣b+
√
d

b−
√
d

∣∣∣∣∣
∞

.

The distance formula from Corollary 4.3.27 coincides with the distance formula introduced by Lenstra for
the infrastructure using binary quadratic forms (see [Len82, Chapter 11]). Furthermore, Equation (11.2) of
[Len82] states that the distance, when ρ is applied twice, is bounded from below by log(2). We can recover
this as well.

Corollary 4.3.28. Let π(I) ∈ RedK . Suppose that the Arakelov cycle induced by π(I) contains at least
three elements. If δPic

(
π(I), ρ2(π(I))

)
is given by its representative in [0, RK), then

δPic

(
π(I), ρ2(π(I))

)
> log(2).

Proof. Let (θi)i≥0 be the θ-sequence of π(I). We have θ0 = 1 by convention, and θ2 = ξ0ξ1 by construction.
Take k = 0 and l = 2 in Corollary 4.3.26. Then we get

δPic

(
π(I), ρ2(π(I))

)
=

1

2
log

∣∣∣∣σ(θ0)θ2θ0σ(θ2)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣ ξ0ξ1
σ(ξ0ξ1)

∣∣∣∣
∞

∈ [0, RK), (55)

where the interval inclusion follows from Corollary 4.3.26 as well. So it suffices to show that

1

2
log

∣∣∣∣ ξ0ξ1
σ(ξ0ξ1)

∣∣∣∣
∞
> log(2).

By construction, we have I0 = I, ξ0 = x(I0,1), I1 = ξ−1
0 I0, and ξ1 = x(I1,1). Hence, by Lemma 4.3.14, we have

ξi > 1 and −1 < σ(ξi) < 0 for i = 1, 2. We know

ξi =
bi +

√
d

2ai
,

where ai = NOK
(I−1

i ) and bi ∈ Aai
. The Arakelov divisor π(Ii) is reduced. It follows from Proposition 7.2 in

[Sch08] that NOK
(I−1

i ) <
√
d. So we have ai <

√
d, which means that bi ∈ [

√
d− 2ai,

√
d]. Since ξi > 1, we

have bi +
√
d > 2ai, so bi > 2ai −

√
d. Consequently, we get

bi > |
√
d− 2ai|∞ > 0, ai <

√
d,

for i = 1, 2. So

0 > σ(ξi) =
bi −

√
d

2ai
> −

√
d

2ai
> −1

2
.

This implies that

|σ(ξi)|∞ <
1

2
=⇒ |σ(ξ0)σ(ξ1)|∞ <

1

4
=⇒ 1

|σ(ξ0)σ(ξ1)|∞
> 4.
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Using ξi > 1 for i = 1, 2, we get ∣∣∣∣ ξ0ξ1
σ(ξ0ξ1)

∣∣∣∣
∞
>

1

|σ(ξ0)σ(ξ1)|∞
> 4.

Hence, substituting this into Equation (55), and using that log is an increasing function, we get

1

2
log

∣∣∣∣ ξ0ξ1
σ(ξ0ξ1)

∣∣∣∣
∞
>

1

2
log(4) = log(2).

Remark 4.3.29. Let π(I) be a reduced Arakelov divisor and (θi)i≥0 the θ-sequence of π(I). Consider the
Arakelov cycle of π(I) given by{

ρk(π(I)) : 1 ≤ k ≤ ord(π(I))− 1
}
=
{
π(θ−1

k I) : 1 ≤ k ≤ ord(π(I))− 1
}
.

For the rest of this section, put m := ord(π(I)). We know that ρm(π(I)) = π(I). Therefore, Proposition
4.3.24 (i.) implies that

δPic (π(I), ρ
m(π(I))) = 0. (56)

We have θ0 = 1 by convention, and θm = εK by Proposition 4.3.20. Take k = 0 and l = m, then by Corollary
4.3.26, we have

δPic (π(I), ρ
m(π(I))) =

1

2
log

∣∣∣∣σ(θ0)θmθ0σ(θm)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣ εK
σ(εK)

∣∣∣∣
∞
.

Since εK ∈ O∗
K , we have |NK|Q(εK)|∞ = 1. Hence, by Proposition 1.1.15, we have |εKσ(εK)|∞ = 1.

Equivalently, we have |εK |∞ = |σ(εK)|−1
∞ . Therefore

δPic (π(I), ρ
m(π(I))) =

1

2
log

∣∣∣∣ εK
σ(εK)

∣∣∣∣
∞

=
1

2
log |εK |2∞ = log |εK |∞ = RK . (57)

Comparing (56) and (57) we see that the distance is inconsistent as a real number. However, recall that by
Proposition 4.3.22 the distance was only well-defined modulo RK . Therefore, the distances are actually the
same. From this reasoning, we can visualize that the ’entire distance’ of the Arakelov cycle of π(I) equals the
regulator. So if we do not take the distances modulo RK , we get a way to determine the regulator. This is
exactly what we will do in the next section. ♦

Remark 4.3.30. Schoof introduced a different distance function than δPic in [Sch08, Chapter 6]. In Chapter
8 of the same paper, he states that its distance function recovers Lenstra’s distance formula as well. This
distance function is given through a different δ1Pic function. We will denote this one by δ2Pic : TK → R. Only
for this remark, set â := (|a|∞, |σ(a)|∞) for any a ∈ O∗

K . Then this function is defined by

δ2Pic([u]) := min
a∈O∗

K

∥ log(âu)∥R,

where ∥.∥R :=
√
⟨·, ·⟩R is the norm on the Minkowski space KR induced from the inner product ⟨·, ·⟩R that we

have seen in Section 1.8. This function is well-defined. Namely, for [u] = [v] in TK , there exists some a ∈ O∗
K

such that u = âv. Then

δ2Pic([u]) = min
b∈O∗

K

∥ log(b̂u)∥R = min
b∈O∗

K

∥ log(b̂âv)∥R = min
c∈O∗

K

∥ log(ĉv)∥R = δ2Pic([v]),

where we had set c = ab. Now, one can define an alternative distance between two Arakelov divisors
D,D′ ∈ DivK that are ideal equivalent given by

∆Pic(D,D
′) := δ2Pic([w]),

such that [D −D′] = [(OK , w)].
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There are a few reasons why we chose to introduce the δ1Pic function, and not to copy Schoof’s work. Firstly,
while Schoof’s distance can recover Lenstra’s distance formula, it cannot obtain Corollary 4.3.26. Namely,
the analogue of Proposition 4.3.25 would be given by

∆Pic(π(x
−1I), π(y−1I)) =

√
2 min
a∈O∗

K

∣∣∣∣∣log
(
|a|∞

√∣∣∣∣σ(x)yxσ(y)

∣∣∣∣
∞

)∣∣∣∣∣
∞

for any x, y ∈ K∗. So given any π(I) ∈ RedK , its θ-sequence (θi)i≥0, and any k, l ∈ Z≥0 one has

∆Pic

(
ρk(π(I)), ρl(π(I))

)
= ∆Pic(π(θ

−1
k I), π(θ−1

l I)) =
√
2 min
a∈O∗

K

∣∣∣∣∣log
(
|a|∞

√∣∣∣∣σ(θk)θlθkσ(θl)

∣∣∣∣
∞

)∣∣∣∣∣
∞

.

Using that log |a|∞ = kRK for some k ∈ Z, this also equals

∆Pic

(
ρk(π(I)), ρl(π(I))

)
=

√
2min

k∈Z

∣∣∣∣kRK +
1

2
log

(∣∣∣∣σ(θk)θlθkσ(θl)

∣∣∣∣
∞

)∣∣∣∣
∞
.

Now, the absolute value, and a possible translation by RK , force this value to be in [0, RK/2). Furthermore,
to compute ∆Pic

(
ρk(π(I)), ρl(π(I))

)
one constantly needs to keep track of the minimum. This is different

from Corollary 4.3.26. There we have an explicit formula for the distance. Since this Corollary will play a
major role in the next section, we noticed that the distance ∆Pic is less practical.

Another reason is that in the next section, we want to design an algorithm, using the distance function, that
can compute the regulator of K. This value is unknown if the fundamental unit εK is unknown. Hence, it
does not make sense to use δ2Pic in this algorithm as it relies on εK .

However, there was another reason for Schoof to introduce the function ∆Pic. Namely, this function induces
the topology on PicK . Moreover, it does so for any number field. Therefore, the function δPic cannot be
used for this, as it is only defined for a real quadratic number field. We do not discuss this any further at
this point, but return to this once we introduce the topology on the Arakelov class group for the rings of
S-integers in Section 5.3. ♦

4.3.4 Arakelov Infrastructure

In Definition 1.3.12, we saw the infrastructure C of K with operation ∗. A possible failure of the associative
law prevented C from being an abelian group. However, due to its group-like structure, Shanks could still
apply some ideas of his Baby-Step Giant-Step Algorithm on C. In that way, he designed Algorithm 1.3.13 to
compute the regulator of K. Let us try to recover this in the Arakelov setting.

Let (θi)i≥0 be the θ-sequence of π(OK). Set Ik := θ−1
k OK for all k ∈ Z≥0. Then we have

ρk(π(OK)) = π(θ−1
k OK) = π(Ik)

for all k ∈ Z≥0. Thus, the principal Arakelov cycle of K is given by

CPic :=
{
ρk(π(I)) : 1 ≤ k ≤ ord(π(OK))− 1

}
= {π(Ik) : 1 ≤ k ≤ ord(π(OK))− 1} . (58)

We use this notation throughout this section.

Remark 4.3.31. Set xk := x(Ik,1) for all k ∈ Z≥0. By construction of the element x(Ik,1) in Ik, we have

Ik = Z+ xkZ, xk =
bk +

√
d

2ak
,
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where ak = NOK
(I−1

k ) and bk ∈ Aak
are integers. Furthermore, we have the relation ck :=

b2k−d
4ak

such that

gcd(ak, bk, ck) = 1. With a similar argument as in the proof of Theorem 4.3.9 one shows that ak+1 = |ck|∞
and bk+1 ≡ −bk mod 2ak+1 for all k ∈ Z≥0. We conclude that if b0 is even, then so is bk for all k ∈ Z≥0.
Similarly, if b0 is odd, then so is bk for all k ∈ Z≥0. Note that

x(I0,1) =
b0 +

√
d

2
,

where b0 is 0 or 1 depending on the fundamental discriminant d ∈ Z>0. We will use this observation later
on. ♦

Now, we can use Proposition 4.3.3 to compose reduced Arakelov divisors from the principal Arakelov cycle of
K. Recall the interval Aa for some a ∈ Z>0 from (42).

Algorithm 4.3.32. (Composition Algorithm for reduced Arakelov Divisors in Principal Arakelov Cycles)
Input: Any reduced Arakelov Divisors π(Ii), π(Ij) ∈ CPic.
Output: A reduced Arakelov divisor π(Ik) ∈ CPic.

i.) Write

Il = Z+ x(Il,1)Z, x(Il,1) =
bl +

√
d

2al
,

with al = NOK
(I−1

l ) and bl ∈ Aal
for l = i, j.

ii.) Compute

IiIj =
1

t

(
Z+

(
b+

√
d

2a

)
Z

)
,

as described in Proposition 4.3.3.

iii.) Apply Algorithm 4.3.8 to π(Ii) + π(Ij) = π(IiIj). Use α = t−1 in step (ii.) of Algorithm 4.3.8. Return
the output.

Proposition 4.3.33. Algorithm 4.3.32 is correct and deterministic.

Proof. We need to verify that the algorithm returns a unique element π(Ik) ∈ CPic. We apply Algorithm
4.3.8 to π(IiIj) in step (iii.). In Remark 4.3.10, we have seen that the algorithm is non-deterministic since it
depends on the choice of the primitive element in step (ii.). However, the element t−1 is uniquely determined
from Ii and Ij , and is part of a Z-basis of I1I2. It follows from Lemma 4.3.1 (i.) that the element t−1 is
primitive. So in step (ii.) of Algorithm 4.3.8, we can take α = t−1 uniquely. Consequently, the algorithm
becomes deterministic. So let π(J) be the output of Algorithm 4.3.8 with this choice in step (ii.). Then π(J)
is the reduced Arakelov divisor ideal equivalent to the sum of π(Ii) and π(Ij). Note that IiIj is a principal
fractional ideal since Ii and Ij are principal. So J must be principal as well. Since π(J) is reduced, and CPic

is a complete list of reduced Arakelov divisors ideal equivalent to π(OK), we must have π(J) ∈ CPic. So there
exists some integer 0 ≤ k ≤ m − 1 such that π(J) = π(Ik). So from π(Ii) and π(Ij) we went uniquely to
π(Ik).

Remark 4.3.34. Let π(Ik) ∈ CPic be the output of Algorithm 4.3.32 with input π(Ii), π(Ij) ∈ CPic. Precisely,
we know that π(Ik) is the output of π(IiIj) from Algorithm 4.3.8. Thus, they are ideal equivalent, and so we
can compute their distance. So let us examine this distance. We know that there exists some y ∈ K∗ such
that Ik = yIiIj . Then

π(IiIj)− π(Ik) + div(y−1) = (OK , w),

where

w =

(
|y|−1

∞

√
NOK

(Ik)

NOK
(IiIj)

, |σ(y)|−1
∞

√
NOK

(Ik)

NOK
(IiIj)

)
.
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So [π(IiIj)− π(Ik)] = [(OK , w)] in PicK , and therefore

δPic(π(IiIj), π(Ik)) = δ1Pic([w])

=
1

2
log

(|y|−1
∞

√
NOK

(Ik)

NOK
(IiIj)

)(
|σ(y)|−1

∞

√
NOK

(Ik)

NOK
(IiIj)

)−1


=
1

2
log

∣∣∣∣σ(y)y
∣∣∣∣
∞
.

Set D = π(IiIj), then using Remark 4.3.11 we can take y = (αxαD)−1. In Algorithm 4.3.32 we took α = t−1.

So set xD := xt
−1

D , then we have y = tx−1
D . Hence, we obtain that

δPic(π(IiIj), π(Ik)) =
1

2
log

∣∣∣∣ txD
σ(txD)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣ xD
σ(xD)

∣∣∣∣
∞
,

where we used that σ(t) = t as t ∈ Z. So we conclude that the distance between π(IiIj) and π(Ik) depends
on xD, which is determined by Algorithm 4.3.8. ♦

The distance examined in this remark will be of interest at the end of this chapter. Namely, a bound of this
distance ensures Algorithm 4.3.43 to terminate.

Conjecture 4.3.35. Let π(Ik) ∈ CPic be the output of Algorithm 4.3.32 with input π(Ii), π(Ij) ∈ CPic. Then
the formula

1

2
log

∣∣∣∣ xD
σ(xD)

∣∣∣∣
∞

gives the representative in the interval
[
−RK

2 , RK

2

)
for δPic(π(IiIj), π(Ik)). Moreover, the absolute value of

this value is bounded by log(d).

Remark 4.3.36. The analogue of this distance from Section 1.3, is the distance κ(Ii; Ij) given in Equation
(7). We saw in inequalities (8) that − log(d) < κ(Ii; Ij) < log(2). So in particular |κ(Ii; Ij)|∞ < log(d).

The analogue of this distance in Lenstra’s work is the distance given in Equation (12.1) of [Len82]. It states
that the distance is bounded by log(d). A more detailed analysis would even give the bound log(1 + γ

√
d),

where γ = 1+
√
5

2 .

An Arakelov theoretical bound does not exist in the literature. We have tried to prove the conjecture but
failed to do so. However, future work is in progress to verify the bound. ♦

Due to Algorithm 4.3.32, we can define an operator on CPic, as we now explain. Let π(Ik) ∈ CPic be the
output of Algorithm 4.3.32 with input π(Ii), π(Ij) ∈ CPic. Define the operation

⊛ : CPic × CPic → CPic, π(Ii)⊛ π(Ij) := π(Ik).

Definition 4.3.37. The principal Arakelov cycle CPic, together with the operation ⊛, is called the Arakelov
infrastructure of K.

Proposition 4.3.38. The operation ⊛ on CPic is closed and commutative. Furthermore, take any π(Ii) ∈ CPic.

Then π(Ii)⊛ π(OK) = π(Ii). Moreover, write x(Ii,1) =
bi+

√
d

2ai
, where ai = NOK

(I−1
i ) and bi ∈ Aa. Set

J := Z+ xZ, x :=
b+

√
d

2ai
,

where b ≡ −bi mod 2ai and b ∈ Aai
. Then π(J) ∈ CPic and π(Ii)⊛ π(J) = π(OK).
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Proof. The operation ⊛ is closed on CPic by construction. It is also commutative since the product of ideals
is commutative. Let π(Ii) ∈ CPic. Then π(Ii) is reduced, and OKIi = Ii. Therefore, the reduced Arakelov
divisor π(Ii) is the output of Algorithm 4.3.8 with input π(IiOK). This means that π(Ii) is the output of
Algorithm 4.3.32 with input π(Ii), π(OK). Thus, we get

π(Ii)⊛ π(OK) = π(Ii).

Next, we have the integers ai = NOK
(I−1

i ) and b ∈ Aai . We know that π(Ii) is reduced. Hence, by Proposition

7.2 in [Sch08], we have that NOK
(I−1

i ) <
√
d. So we have ai <

√
d, which means that b ∈ [

√
d−2ai,

√
d]. Since

ai, b are integers and
√
d is non-rational, the integer b cannot equal the bounds of this interval. Equivalently,

we have
√
d− 2ai < b <

√
d =⇒ −2ai < b−

√
d < 0 =⇒ −1 <

b−
√
d

2ai
< 0.

Then these inequalities say that −1 < σ(x) < 0. We also have bi ∈ Aa−i, and so

2ai −
√
d < bi <

√
d =⇒ −

√
d < −bi <

√
d− 2ai.

Since b ≡ −bi mod 2a and b >
√
d − 2ai, we have b ≥ −bi + 2ia. Since −b> −

√
d, this also says that

b > 2ai −
√
d. This is equivalent to saying that x > 1.

So we have J = Z+ xZ such that −1 < σ(x) < 0 and x > 1. Proposition 4.3.4 (rather its proof for Statement
(iii.) implies Statement (ii.)) shows that these conditions are sufficient to show that 1 ∈ J is minimal. Hence,
the Arakelov divisor π(J) is reduced.

We know that 1
2 (bi + b) = kai for some k ∈ Z. Therefore, we have gcd(ai,

1
2 (bi + b)) = ai. Using Proposition

4.3.3, we get

IiJ =
1

ai

(
Z+

(
b′ +

√
d

2

)
Z

)
with b′ ≡ bi mod 2. Using Remark 4.3.31, we know that if b0 = 0, then bi ≡ 0 mod 2, and if b0 = 1, then
bi ≡ 1 mod 2. So the same holds for b′. Hence, we see that IiJ = 1

aOK . Therefore, the fractional ideal J is
principal since Ii is principal. Since π(J) is reduced, and CPic is a complete list of reduced Arakelov divisors
ideal equivalent to π(OK), we must have π(J) ∈ CPic.

Now we can apply ⊛ to π(Ii) and π(J). To this end, we use Algorithm 4.3.32. Steps (i.) and (ii.) of this
algorithm are already done. So we only have to apply Algorithm 4.3.8 to π(IiI). In step (ii.) of Algorithm
4.3.8, we need to take α = a−1

i . Thus, we obtain I ′ = aiIiJ = OK in step (iii.). Since 1 ∈ OK is minimal, we
return π(OK) in step (iv.). As a result of this, we get that π(Ii)⊛ π(J) = π(OK).

Remark 4.3.39. Throughout this section, we will denote the inverse of π(Ii) ∈ CPic with respect to ⊛ by
π(Ii)

−1. Note that this is not necessarily equal to the additive inverse −π(Ii) in DivK .

Note that with the notation of Remark 4.3.34 and the proof of Proposition 4.3.38, we have OK = (aixD)−1IiJ .
In this case, we have xD = 1. Using the same remark, we see that

δPic(π(IiJ), π(OK)) =
1

2
log

∣∣∣∣ xD
σ(xD)

∣∣∣∣
∞

= 0.

This essentially comes down to saying

δPic(π(Ii) + π(Ii)
−1, π(OK)) = 0. ♦
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Proposition 4.3.38 tells us that if the associative law holds, the Arakelov infrastructure is an abelian group.
So let us investigate the associative law.

Take π(I) = π(OK), k = 0, and l = i in Corollary 4.3.26. We have θ0 = 1, so for any π(Ii) ∈ CPic we get

δPic (π(OK), π(Ii)) = δPic

(
π(OK), ρi(π(OK))

)
=

1

2
log

∣∣∣∣σ(θ0)θiθ0σ(θi)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣ θi
σ(θi)

∣∣∣∣
∞

∈ [0, RK),

where the interval inclusion follows from Corollary 4.3.26 as well. It allows us to define the following function.

Definition 4.3.40. Consider the function δ0Pic : CPic → [0, RK) given by

δ0Pic(π(Ii)) :=
1

2
log

∣∣∣∣ θi
σ(θi)

∣∣∣∣
∞
.

Proposition 4.3.41. The function δ0Pic is injective.

Proof. If #CPic = 1, the statement is true. So we can assume that #CPic ∈ Z>1. Equivalently, we can assume
that ord(π(OK)) ∈ Z>1. Suppose that for π(Ii), π(Ij) ∈ CPic, we have δ0Pic(π(Ii)) = δ0Pic(π(Ij)). Without loss
of generality, we can assume that i > j. By Definition 4.3.40, we have

1

2
log

∣∣∣∣ θi
σ(θi)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣ θj
σ(θj)

∣∣∣∣
∞
.

Set x := θiθ
−1
j . Then we get

log

∣∣∣∣ x

σ(x)

∣∣∣∣
∞

= 0 =⇒
∣∣∣∣ x

σ(x)

∣∣∣∣
∞

= 1 =⇒ |x|∞ = |σ(x)|∞.

For any k ∈ Z>0, we have the formula

θk =

k−1∏
l=0

ξl,

with 0 < σ(ξl) < −1 and ξl > 1 for all integers 0 ≤ l ≤ k − 1. Since i > j, we have

x = θiθ
−1
j =

i−1∏
l=j

ξl.

So we get |x|∞ > 1. Moreover, we have 0 < σ(ξl) < −1, so |σ(x)|∞ < 1. Consequently, it is impossible to
have |x|∞ = |σ(x)|∞. We reach a contradiction. Therefore, we have shown the injectivity of the function
δ0Pic.

Proposition 4.3.42. Let π(Ii), π(Ij) ∈ CPic, and set π(Ik) := π(Ii)⊛ π(Ij). Then

δ0Pic(π(Ik)) ≡ δ0Pic(π(Ii)) + δ0Pic(π(Ij)) + δPic(π(IiIj), π(Ik)) mod RK .

In particular, one has δ0Pic(π(Ii)
−1) ≡ −δ0Pic(π(Ii)) mod RK .

Proof. In Remark 4.3.34, we saw that Ik = tx−1
D IiIj . Equivalently, we obtain

θ−1
k OK = tx−1

D θ−1
i θ−1

j OK .
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Consequently, there exists some a ∈ O∗
K such that θk = at−1xDθiθj . Now, using Definition 4.3.40, we have

δ0Pic(π(Ik)) =
1

2
log

∣∣∣∣ θk
σ(θk)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣ at−1xDθiθj
σ(at−1xDθiθj)

∣∣∣∣
∞

=
1

2
log

∣∣∣∣ θi
σ(θi)

∣∣∣∣
∞

+
1

2
log

∣∣∣∣ θj
σ(θj)

∣∣∣∣
∞

+
1

2
log

∣∣∣∣ xD
σ(xD)

∣∣∣∣
∞

+
1

2
log

∣∣∣∣ a

σ(a)

∣∣∣∣
∞

= δ0Pic(π(Ii)) + δ0Pic(π(Ij)) + δPic(π(IiIj), π(Ik)) +
1

2
log

∣∣∣∣ a

σ(a)

∣∣∣∣
∞
,

where we used Remark 4.3.34 for the distance δPic(π(IiIj), π(Ik)). Since a ∈ O∗
K , we know that a = ±εlK for

some l ∈ Z. We obtain that 1
2 log

∣∣∣ a
σ(a)

∣∣∣
∞

= lRK . We conclude that

δ0Pic(π(Ik)) ≡ δ0Pic(π(Ii)) + δ0Pic(π(Ij)) + δPic(π(IiIj), π(Ik)) mod RK .

For any π(Ii) ∈ CPic, we have π(Ii)⊛ π(Ii)
−1 = π(OK). Then

δ0Pic(π(OK)) ≡ δ0Pic(π(Ii)) + δ0Pic(π(Ii)
−1) + δPic(π(Ii) + π(Ii)

−1, π(OK)) mod RK .

We know δ0Pic(π(OK)) = 0 by Proposition 4.3.24 (i.). By Remark 4.3.39, we have

δPic(π(Ii) + π(Ii)
−1, π(OK)) = 0.

Hence, we obtain that
δ0Pic(π(Ii)

−1) ≡ −δ0Pic(π(Ii)) mod RK .

Proposition 4.3.42 tells us that δ0Pic is not additive with respect to the operation ⊛. This prevents ⊛ from
being associative. Namely, for any arbitrary π(Ii), π(Ij), π(Ik) ∈ CPic we have

δ0Pic((π(Ii)⊛ π(Ij))⊛ π(Ik)) ≡ δ0Pic(π(Ii)) + δ0Pic(π(Ij)) + δ0Pic(π(Ii)) + κ1 mod RK ,

and
δ0Pic(π(Ii)⊛ (π(Ij)⊛ π(Ik))) ≡ δ0Pic(π(Ii)) + δ0Pic(π(Ij)) + δ0Pic(π(Ii)) + κ2 mod RK ,

for some error terms κ1, κ2 ∈ R. The error terms depend on the distance treated in Conjecture 4.3.35. This
distance is difficult to control and behaves differently among the elements in CPic. So it might happen that
κ1 ̸≡ κ2 mod RK . In that case, one has δ0Pic((π(Ii) ⊛ π(Ij)) ⊛ π(Ik)) ̸= δ0Pic(π(Ii) ⊛ (π(Ij) ⊛ π(Ik))). By
Proposition 4.3.41, we know that δ0Pic is injective. Thus, this would imply that

(π(Ii)⊛ π(Ij))⊛ π(Ik) ̸= π(Ii)⊛ (π(Ij)⊛ π(Ik)).

This means that the associative law does not need to hold for ⊛. This prevents CPic from being an abelian
group.

In conclusion, the Arakelov infrastructure CPic is not an abelian group with respect to the operation ⊛.
However, since only the associative law fails to hold, we can say that it has a group-like structure. This is
also what we saw in Section 1.3 for the infrastructure C with the operation ∗. In that case, we could use the
Baby-Step Giant-Step Algorithm to obtain Algorithm 1.3.13. Can we do this here as well?

Before we dive into such an algorithm, let us summarize and visualize what we have done in this section. We
started by investigating the principal Arakelov cycle CPic of K (see 58). Thereafter, we defined the operation
⊛ on CPic induced from Algorithm 4.3.32. We saw that ⊛ satisfies all group properties on CPic except for
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the associative law. To show this, we made use of a distance function δ0Pic : CPic → [0, RK) (see Definition
4.3.40). Moreover, this function is injective (see Proposition 4.3.41). In Remark 4.3.29, we saw that the
’entire distance’ of the principal Arakelov cycle equals the regulator. Together with the function δ0Pic it makes
therefore sense to visualize CPic on a circle of circumference RK . Then any point of π(Ii) ∈ CPic is visualized
on the circle by its distance δ0Pic(π(Ii)) ∈ [0, RK). We place the unit element π(OK) = π(I0) of CPic at the
top of the circle and move clockwise along the circle (see Figure 1).

RK

2π

π(OK) = π(I0)

π(I1)

π(I2)

π(I3)

π(I4)

π(I1)
−1 = π(Im−1)

π(I2)
−1 = π(Im−2)

Figure 1: A visualization of CPic on a circle of circumference RK .

From Proposition 4.3.42, we concluded that for any π(Ii) ∈ CPic we have

δ0Pic(π(Ii)
−1) ≡ −δ0Pic(π(Ii)) mod RK .

With the visualization of CPic on a circle of circumference RK , we may conclude that the inverse of an element
is always depicted on the opposite on the circle with respect to a vertical line splitting the circle into two
equal semicircles. Specifically, we have π(Ii)

−1 = π(Im−i) for all 0 ≤ i ≤ m− 1. This is also visualized in
Figure 1.

Now, let us look into the analogue of Algorithm 1.3.13.

Algorithm 4.3.43. (Infrastructure Algorithm using Arakelov Theory)
Input: Any fundamental discriminant d ∈ Z>0.
Output: The regulator RK of the number field K = Q(

√
d).

i.) Baby-Steps
Set I0 := OK , and compute

A :=
{(
π(Ik), δ

0
Pic(π(Ik)

)
: 0 ≤ k ≤ j + 1

}
,

where π(Ik) = π(θ−1
k OK) = ρk(π(I0)) for all 0 ≤ k ≤ j + 1. Take j ∈ Z≥0 such that

δ0Pic(π(Ij)) < log(d) ≤ δ0Pic(π(Ij+1)). (59)

ii.) Compute
A′ :=

{(
π(Ik)

−1,−δ0Pic(π(Ik)
)
: π(Ik) ∈ A

}
.

Equivalently, compute the inverses of the reduced Arakelov divisors from A with respect to ⊛. Set
B := A ∪A′.

iii.) If there exists a
(
π(Ik), δ

0
Pic(π(Ik)

)
∈ A such that π(Ik) = π(Ik)

−1, then return RK = 2δ0Pic(π(Ik)).
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iv.) Set i = 0 and Ji := Ij .

v.) Giant-Steps
Set i = i+ 1 and compute

(
π(Ji), δ

0
Pic(π(Ji)

)
, where π(Ji) := π(Ji−1)⊛ π(Ij). To compute δ0Pic(π(Ji))

do not use Definition 4.3.42, but use the formula

δ0Pic(π(Ji)) := δ0Pic(π(Ji−1)) + δ0Pic(π(Ij)) + δPic(π(Ji−1Ij), π(Ji)), (60)

where δPic(π(Ji−1Ij), π(Ji)) is computed by the formula of Remark 4.3.34.

vi.) If
(
π(Ji), δ

0
Pic(π(Ji)

)
∈ B, find

(
π(Ik), δ

0
Pic(π(Ik)

)
∈ B such that π(Ji) = π(Ik). Then return

RK = δ0Pic(π(Ji))− δ0Pic(π(Ik)).

Else, return to step (v.).

Theorem 4.3.44. Under the assumptions of Conjecture 4.3.35, Algorithm 4.3.43 is correct and terminates
in a finite number of steps.

Proof. Step (i.) and (ii.) are just finitely many computations. Moreover, one can use Definition 4.3.40 to
compute δ0Pic(π(Ik)) in step (i.), and Proposition 4.3.38 to compute the inverses in step (ii.). If there exists a(
π(Ik), δ

0
Pic(π(Ik)

)
∈ A such that π(Ik) = π(Ik)

−1, then by Proposition 4.3.42, we find

−δ0Pic(π(Ik)) ≡ δ0Pic(π(Ik)
−1) ≡ δ0Pic(π(Ik)) mod RK .

It follows that 2δ0Pic(π(Ik)) = lRK for some l ∈ Z. Since Definition 4.3.42 tells us that δ0Pic(π(Ik)) ∈ [0, RK),
we actually must have 2δ0Pic(π(Ik)) = RK . Hence, the correctness of step (iii.) has been proven. It remains
to show that there exists some i ∈ Z>0 such that the giant-step

(
π(Ji), δ

0
Pic(π(Ji)

)
is included in B. The

distance traveled by a single giant-step is given by

δ0Pic(π(Ji))− δ0Pic(π(Ji−1)) (61)

for some i ∈ Z≥0. Using Equation (60), we can see that the value of (61) equals

δ0Pic(π(Ij)) + δPic(π(Ji−1Ij), π(Ji)).

By the choice of j ∈ Z≥0, we know that δ0Pic(π(Ij)) < log(d). By Conjecture 4.3.35, we know that

|δPic(π(Ji−1Ij), π(Ji))|∞ < log(d),

where the formula of Remark 4.3.34 is used to calculate δPic(π(Ji−1Ij), π(Ji)). Consequently, we get that

δ0Pic(π(Ij)) + δPic(π(Ji−1Ij), π(Ji)) < 2 log(d). (62)

This means that the distance traveled by a single giant-step is less than 2 log(d). The entire distance covered
by A is bigger than log(d) (see step (i.)). Thus, the same is true for A′. So the set B covers a complete
distance of at least 2 log(d). Hence, a single giant-step cannot cross B completely. As RK is a finite number,
eventually we must find a giant-step in B. Therefore, the algorithm terminates in a finite number of steps.
Given such a collision, we have two equal reduced Arakelov divisors, with different distances. They are
different by the values of δ0Pic assigned in this algorithm. Specifically, the values from step (v.). Since the
distances are unique modulo RK , this means that their distance is a multiple of the regulator. But we do
hit B with the first rotation, so we have the regulator itself. This shows the correctness of step (vi.). We
conclude that the algorithm is correct and terminates in a finite number of steps.

Remark 4.3.45. The choice of j ∈ Z≥0 in inequalities (59) depends on the bound log(d) in Conjecture
4.3.35. It ensures that the baby-steps set A is big enough for a collision with a giant-step (see inequality
(62)). Say, the conjecture is verified with a different bound C ∈ R>0. Then one can replace log(d) by C in
inequalities (59), and the algorithm would still terminate. ♦
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The algorithm is rather abstract, so let us try to visualize it. In step (i.) of the algorithm, we create a set A
by baby-steps. We cover at least a distance more than log(d). This is visualized in the left circle of Figure 2.
Thereafter, the inverses of the reduced Arakelov divisors in A are computed. In that way, we cover the same
distance on the other side of the circle. This is visualized in the right circle of Figure 2.

log(d)

π(I0)
π(I1)

π(Ij)

π(Ij+1)

− log(d)

π(I0)
π(I1)

−1

π(Ij)
−1

π(Ij+1)
−1

Figure 2: A visualization of the baby-steps (left picture) together with its inverses (right picture) of Algorithm
4.3.43, covering a total distance (orange arcs) of at least 2 log(d).

Now, step (iii.) of the algorithm occurs when the baby-steps cover half of the circle and there exists a reduced
Arakelov divisor at the bottom of the circle. This is visualized in Figure 3. Lastly, the visualization of the
giant-steps and a collision is given in Figure 4.

log(d)

π(I0)
π(I1)

π(Ij + 1)

π(Ij)

π(Ik) = π(Ik)
−1

Figure 3: A visualization of the occurrence of step (iii.) of Algorithm 4.3.43
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π(Ij) = π(J0)

π(Ij+1)

π(I0)

π(Ij+1)
−1

π(J1)π(J2)

π(Jl)

π(Ik)
−1

Figure 4: A visualization of the baby-steps covering a certain distance (orange arc) together with their inverses
(blue arc). Furthermore, two giant-steps π(J1), π(J2) are depicted. Moreover, a collision between the giant-step
π(Jl) and the inverse of baby-step π(Ik) for some k, l ∈ Z>0 is shown with a red bullet.
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5 Arakelov Theory for Rings of S-Integers

The goal of this chapter is to create a framework for Arakelov theory for the rings of S-integers. We do this
by transferring the definitions of Chapter 4 in a reasonable way to the rings of S-integers. Furthermore, we
will examine some properties of this theory. All results in this chapter are self-written. However, the ones
from Section 5.2.3 are heavily based on ideas from existing literature. But we will come back to this in this
section. Throughout this section, let K denote any number field and S a finite set of finite places.

5.1 Arakelov S-Divisors

In Definition 4.1.1, we have seen the definition of an Arakelov divisor of K. Simply said, an Arakelov divisor
is a finite formal sum over the places of K. The finite places of K are in bijection with the non-zero prime
ideals of OK . In Proposition 3.2.1, we have seen that the prime ideals of OK,S are in bijection with the prime
ideals of OK that are not contained in S. Hence, we propose the following definition.

Definition 5.1.1. An Arakelov S-divisor D of K is given by a finite formal sum

D =
∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ, np ∈ Z, xσ ∈ R.

The set of Arakelov S-divisors of K is denoted by DivK,S .

Notice that the set DivK,S attains an abelian group structure, where the group operation is given by the
addition of formal sums. The unit element is given by the zero Arakelov S-divisor, that is, the Arakelov
S-divisor for which all coefficients are zero. If we take S = ∅, we recover Definition 4.1.1. In this original
setting, we call them Arakelov divisors, instead of Arakelov ∅-divisors. Moreover, the set of Arakelov divisors
is denoted by DivK instead of DivK,∅. The following result is an immediate consequence of the definition.

Proposition 5.1.2. If S ⊆ S′ are finite sets of P0
K , then DivK,S′ ⊆ DivK,S . Moreover, the set DivK,S′ is a

subgroup of DivK,S .

Let ⟨S⟩ denote the subgroup of DivK generated by the Arakelov divisors p for p ∈ S.

Proposition 5.1.3. There exists a group isomorphism DivK,S
∼= DivK /⟨S⟩.

Proof. Consider the map φS : DivK → DivK,S that given an Arakelov divisor D written as

D =
∑

p∈P0
K

npp+
∑

σ∈Σ∞
K

xσσ,

sends it to
φS(D) :=

∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ.

By the definition we have φS(D) ∈ DivK,S . Since DivK and DivK,S have the same group structure, it
follows that φS is a group homomorphism. Surjectivity of φS follows from the fact that DivK,S ⊆ DivK (see
Proposition 5.1.2). Finally, we have D ∈ ker(φS) if and only if np = 0 for all p /∈ S and xσ = 0 for all σ ∈ Σ∞

K .
Therefore, we know D ∈ ker(φS) if and only if D is of the form D =

∑
p∈S npp. This shows that ker(φS) = ⟨S⟩.

Therefore, the group homomorphism φS induces a group isomorphism DivK,S
∼= DivK /⟨S⟩.

In Definition 4.1.2, we have seen principal Arakelov divisors. Specifically, for a principal Arakelov divisor
div(x) for x ∈ K∗, we take the coefficients at p ∈ P0

K to be ordp(x). So, if we would like to define a principal
Arakelov S-divisor for x ∈ K∗, it is reasonable to say we take the coefficients at p /∈ S to be ordpOK,S

(x).
However, in Proposition 3.2.2 we saw that for any x ∈ K∗ one has ordp(x) = ordpOK,S

(x) for all p /∈ S.
Therefore, we propose the following definition.
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Definition 5.1.4. A principal Arakelov S-divisor of K is defined by

divS(x) :=
∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ, np = ordp(x), xσ = − log |x|σ,

for some x ∈ K∗. The set of principal Arakelov S-divisors of K is denoted by PrinK,S .

If S = ∅, we recover Definition 4.1.2. In this original setting, we just call them principal Arakelov divisors,
instead of principal Arakelov ∅-divisors. Moreover, the set of principal Arakelov divisors is denoted by PrinK
instead of PrinK,∅. Furthermore, we simply write div instead of div∅. Notice using the group homomorphism
φS of the proof of Proposition 5.1.3, we have

φS(div(x)) = divS(x). (63)

Proposition 5.1.5. The set PrinK,S forms a subgroup of DivK,S .

Proof. For any x ∈ K∗, we know that ordp(x) can only be non-zero at finitely many p ∈ P0
K . Otherwise,

the fractional ideal xOK has infinitely many prime ideals in its factorization, which is impossible. Together
with the fact that there are only finitely many infinite places, we have that divS(x) must be a finite sum.
Therefore, we have that PrinK,S ⊆ DivK,S .

The zero Arakelov S-divisor is contained in PrinK,S by divS(1) = 0. Now, for any x ∈ K∗, we have
ordp(x

−1) = − ordp(x) and log |x−1|σ = − log |x|σ. Therefore, for any divS(x) ∈ PrinK,S , we have the inverse
divS(x

−1) ∈ PrinK,S , since their sum equals zero. For any x, y ∈ K∗, we have ordp(xy) = ordp(x) + ordp(y)
and log |xy|σ = log |x|σ + log |y|σ. Then we have

divS(xy) = divS(x) + divS(y).

Therefore, for any divS(x),divS(y) ∈ PrinK,S , we have divS(x) + divS(y) = divS(xy) ∈ PrinK,S . It follows
that PrinK,S ⊆ DivK,S forms a subgroup of DivK,S .

By Proposition 5.1.5, it makes sense to take the quotient group of DivK,S by its subgroup of principal
Arakelov S-divisors.

Definition 5.1.6. The quotient group DivK,S /PrinK,S is called the Arakelov S-class group of K and is
denoted by PicK,S .

If S = ∅, we recover PicK from Definition 4.1.3. In this case, we write PicK instead of PicK,∅ and call it
the Arakelov class group instead of the Arakelov ∅-class group. Throughout this thesis, for D ∈ DivK,S we
denote its equivalence class in PicK,S by [D].

Definition 5.1.7. Two Arakelov S-divisors D,D′ ∈ DivK,S are called equivalent if [D] = [D′] in PicK,S .
Equivalently, there exists an x ∈ K∗ such that D −D′ = divS(x).

Remark 5.1.8. In Definition 4.1.7, we have seen the degree-zero-Arakelov class group Pic0K . However, there
is no natural way of translating the notion of degree to Arakelov S-divisors. With natural we mean that there
is not a clear translation to obtain PrinK,S ⊆ Div0K,S , if Div0K,S would denote the set of Arakelov S-divisors
of degree zero.

Looking at the geometric analogue, this becomes maybe more clear. We stated that Pic0K is an analogue of
the subgroup of the Picard group of a complete projective curve consisting of divisors with degree zero. What
we are doing here, deleting finite places of the number field K, can be seen as deleting points on the projective
curve. Deleting points on a projective curve is the same as restricting to an affine subset of the projective
curve, i.e. an affine curve. There is no natural notion of the degree of divisors on an affine curve such that the
principal divisors have degree zero. Namely, we might be deleting poles or zeroes from a rational function. ♦
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Let ⟨[S]⟩ denote the subgroup of PicK generated by the elements [p] ∈ PicK for p ∈ S.

Proposition 5.1.9. There exists a group isomorphism PicK,S
∼= PicK /⟨[S]⟩.

Proof. Consider the map ψS : PicK → PicK,S defined by [D] 7→ [φS(D)], where φS is the group homomor-
phism from the proof of Proposition 5.1.3. Take [D], [D′] ∈ PicK such that [D] = [D′]. This means that there
exists some x ∈ K∗ such that D −D′ = div(x). Then using φS on both sides, we get

φS(D −D′) = φS(div(x)) =⇒ φS(D)− φS(D
′) = divS(x),

where we used that φS is a group homomorphism and Equation (63). This means that [φS(D)] = [φS(D
′)]

in PicK,S . This shows that ψS is well-defined. Furthermore, Equation (63) says that ψS maps any [div(x)] to
[divS(x)]. We see that ψS sends the unit element of PicK to the unit element of PicK,S . Moreover, since
φS is a group homomorphism, the map ψS is also a group homomorphism. The map ψS is surjective since
DivK,S ⊆ DivK (see Proposition 5.1.2). If [D] ∈ ker(ψS) then [φS(D)] = [0]. This says that φS(D) ∈ PrinK,S ,
i.e. there exists an x ∈ K∗ such that

φS(D) = divS(x). (64)

So write
D =

∑
p∈P0

K

npp+
∑

σ∈Σ∞
K

xσσ.

Then Equation (64) says that ∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ = divS(x). (65)

Notice that
divS(x) = div(x)−

∑
p∈S

ordp(x)p. (66)

So using Equation (65) and (66), we get

D =
∑

p∈P0
K

npp+
∑

σ∈Σ∞
K

xσσ

=
∑
p∈S

npp+

∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ


=
∑
p∈S

npp+ divS(x)

=
∑
p∈S

npp+ div(x)−
∑
p∈S

ordp(x)p

=
∑
p∈S

(np − ordp(x))p+ div(x).

Then
D −

∑
p∈S

(np − ordp(x))p = div(x).

This shows that [D] = [
∑

p∈S(np−ordp(x))p] in PicK , and so [D] ∈ ⟨[S]⟩. Therefore, we have ker(ψS) ⊆ ⟨[S]⟩.
Conversely, if [D] ∈ ⟨[S]⟩, then ψS([D]) = [φS(D)] = [0]. Hence, we also have that ⟨[S]⟩ ⊆ ker(ψS). We obtain
ker(ψS) = ⟨[S]⟩. Therefore, we conclude that the group homomorphism ψS induces a group isomorphism
PicK,S

∼= PicK /⟨[S]⟩.

Next, we study the structure of PicK,S a little bit closer. More precisely, we extend the commutative diagram
on page 450 in [Sch08] to the rings of S-integers. Firstly, we can associate a fractional ideal to an Arakelov
S-divisor.
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Definition 5.1.10. The fractional ideal I(D) of OK,S associated to the Arakelov S-divisor

D =
∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ, np ∈ Z, xσ ∈ R,

is defined by I(D) :=
∏

p/∈S(pOK,S)
−np .

The map
ι : DivK,S → IdK,S , D 7→ I(D), (67)

is a group homomorphism, i.e. for D,D′ ∈ DivK we have

I(D +D′) = I(D)I(D′). (68)

Definition 5.1.11. Consider the map πS : IdK,S → DivK,S given by

πS(I) :=
∑
p/∈S

npp+
∑

σ∈Σ∞
K

(
1

n
log(NOK,S

(I))

)
σ.

for some I ∈ IdK,S written as I =
∏

p/∈S(pOK,S)
−np .

The map πS is a group homomorphism and a section of ι. If S = ∅, we recover the group homomorphism π
that we have seen in (40). Throughout this thesis, we will use the notation π rather than π∅.

In Proposition 1.5.4, we saw that the subgroup µK ⊆ O∗
K , consisting roots of unity of K, is characterized by

the elements a ∈ O∗
K such that |a|σ = 1 for all σ ∈ Σ∞

K . One has O∗
K ⊆ O∗

K,S , and so µK ⊆ O∗
K,S . In this

case, we do not have such characterization. There might exists a ∈ O∗
K,S such that |a|σ = 1 for all σ ∈ Σ∞

K ,
but a /∈ µK .

Example 5.1.12. Let K = Q(
√
−7). By Equation (5), we know that µK = O∗

K = {±1}. Now, consider the
element x := 3+

√
−7

4 in K. Then

|x|σ =

∣∣∣∣3 +√
−7

4

∣∣∣∣
∞

= 1.

Now, let the factorization of xOK of non-zero prime ideals of OK be given by

xOK =

k∏
i=1

p
np

i

for distinct prime ideals pi ⊆ OK , np ∈ Z, and some k ∈ Z>0. Set S = {pi : 1 ≤ i ≤ k}. Then ordp(x) = 0
for all p /∈ S. Hence, (24) tells us that x ∈ O∗

K,S . Thus, the element x is a unit of OK,S and satisfies |x|σ = 1
for all σ ∈ Σ∞

K , but is not contained in the group µK . ■

Define
µK,S := {a ∈ O∗

K,S : |a|σ = 1 for all σ ∈ Σ∞
K }.

If we take S = ∅, we recover µK . We rather denote this by µK than µK,∅.

In Definition 5.1.4, we have seen the definition of a principal Arakelov S-divisor. This definition induces a
map divS : K

∗ → DivK,S defined by x 7→ divS(x).

Lemma 5.1.13. The map divS is a group homomorphism, and induces a group isomorphism K∗/µK,S
∼=

PrinK,S .

Page 98 of 145



Proof. By the proof of Proposition 5.1.5, we know that divS is a group homomorphism. By construction,
we know that divS is surjective if its codomain is restricted to PrinK,S . We know that ordp(a) = 0 for all
p /∈ S if and only if a ∈ O∗

K,S (see (24)). By construction of µK,S , this means that divS(a) = 0 if and only if
a ∈ µK,S . We obtain that ker(divS) = µK,S . Consequently, the group homomorphism divS induces a group
isomorphism K∗/µK,S

∼= PrinK,S .

Definition 5.1.14. For x ∈ K∗, define the tuple x̂ ∈
∏

σ∈Σ∞
K
R>0 by x̂ := (|x|σ)σ∈Σ∞

K
. Furthermore, for

u = (uσ)σ∈Σ∞
K

∈
∏

σ∈Σ∞
K
R>0 define log(u) := (log(uσ))σ∈Σ∞

K
.

Let us view
∏

σ∈Σ∞
K
R in DivK,S by being related to the Arakelov S-divisors with zero coefficients at the

finite places. The property that ordp(a) = 0 for all p /∈ S and a ∈ O∗
K,S (see (24)), implies that if we restrict

divS to O∗
K,S , the codomain can be restricted to

∏
σ∈Σ∞

K
R ⊆ DivK,S . Explicitly, the group homomorphism

divS induces the group homomorphism

τ : O∗
K,S →

∏
σ∈Σ∞

K

R, a 7→ − log(â).

Lemma 5.1.15. The group homomorphism τ has kernel µK,S .

Proof. Take any a ∈ O∗
K,S . By construction of µK,S , we know that log(â) = 0 if and only if a ∈ µK,S . We

see that ker(τ) = µK .

The cokernel of the group homomorphism τ will be denoted by TK,S . Specifically, we have

TK,S =
∏

σ∈Σ∞
K

R/{log(â) : a ∈ O∗
K,S}. (69)

If S = ∅, we recover TK from the short exact sequence (38). We will denote it simply by TK rather than
TK,∅. Throughout this thesis, for u ∈

∏
σ∈Σ∞

K
R we denote its equivalence class in TK,S by [u].

Next to the group homomorphisms ι, divS , τ introduced above, we need to construct some more group
homomorphisms. Consider the group homomorphisms

λ : K∗/µK,S → PK,S , [x] 7→ x−1OK,S ,

ζS : TK,S → PicK,S , [(xσ)σ∈Σ∞
K
] 7→ [

∑
σ∈Σ∞

K

xσσ],

and
χ : PicK,S → ClK,S , [D] 7→ [I(D)].

The reason to take the inverse of x in λ has to do with the communicativeness of the diagram in the next
theorem. Furthermore, let

ϕ1 :
∏

σ∈Σ∞
K

R → TK,S , ϕ2 : DivK,S → PicK,S , ϕ3 : IdK,S → ClK,S

be the canonical maps. Lastly, let

id : O∗
K,S/µK,S → K∗/µK,S , idR :

∏
σ∈Σ∞

K

R → DivK , idP : PK,S → IdK,S

be the inclusion maps. The fact that these maps are really well-defined group homomorphisms, is either easy
to verify or will be proved in the next theorem.
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Theorem 5.1.16. The diagram given by

0 0 0

0 O∗
K,S/µK,S K∗/µK,S PK,S 0

0
∏

σ∈Σ∞
K
R DivK,S IdK,S 0

0 TK,S PicK,S ClK,S 0

0 0 0

id

τ

λ

divS idP

idR

ϕ1

ι

ϕ2 ϕ3

ζS χ

is commutative and consists of short exact sequences.

Proof. The exactness of the first column is given by Lemma 5.1.15 and the definition of TK,S . The exactness
of the second column is given by Lemma 5.1.13, and the definition of the Arakelov S-class group PicK,S . The
exactness of the third column is given by the definition of the class group ClK,S .

To show exactness for the first row, assume that [x] = [y]. Then there exists some z ∈ µK,S such that xz = y.
Then y−1OK,S = x−1z−1OK,S = x−1OK,S as z ∈ O∗

K,S . Hence, the group homomorphism λ is well-defined.

The map is surjective by construction. Its kernel is given by the elements x ∈ K∗ such that x−1OK,S = OK,S .
These are precisely the elements of O∗

K,S . Thus, the exactness of the first row follows. To show exactness for
the second row, notice that ι is surjective since it admits the section πS . Furthermore, its kernel is given by
the Arakelov S-divisors D such that I(D) = OK,S . Therefore, the coefficients of the finite places for D must
equal zero. It follows that

∏
σ∈Σ∞

K
R must be its kernel. So the exactness of the second row follows.

We will explain the exactness of the last row a bit more explicitly since this will be used in some other parts
of this thesis. So focus on the sequence

0 TK,S PicK,S ClK,S 0
ζS χ

.

Note that this generalizes the short exact sequence (38) of Section 4.1. We have

[(xσ)σ∈Σ∞
K
] = [(yσ)σ∈Σ∞

K
] ⇐⇒ (xσ)σ∈Σ∞

K
= (yσ − log |a|σ)σ∈Σ∞

K
for some a ∈ O∗

K,S

⇐⇒ xσ = yσ − log |a|σ for all σ ∈ Σ∞
K and some a ∈ O∗

K,S

⇐⇒
∑

σ∈Σ∞
K

xσσ =
∑

σ∈Σ∞
K

yσσ −
∑

σ∈Σ∞
K

log |a|σσ for some a ∈ O∗
K,S

⇐⇒
∑

σ∈Σ∞
K

xσσ =
∑

σ∈Σ∞
K

yσσ + divS(a) for some a ∈ O∗
K,S

⇐⇒

 ∑
σ∈Σ∞

K

xσσ

 =

 ∑
σ∈Σ∞

K

yσσ

 .
Therefore, the map ζS is a well-defined injective map. Furthermore, it is a group homomorphism as it respects
addition. Consequently, the sequence is exact at TK,S .

If [D] = [D′] for some D,D′ ∈ DivK,S , then D = D′+divS(x) for some x ∈ K∗. Denote the coefficients of the
finite places of D,D′ by np, n

′
p for all p /∈ S, respectively. Then the equality implies that np = n′p + ordp(x)
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for all p /∈ S. Then we have

I(D) =
∏
p/∈S

(pOK,S)
−np =

∏
p/∈S

(pOK,S)
−n′

p−ordp(x) =
∏
p/∈S

(pOK,S)
−n′

p

∏
p/∈S

(pOK,S)
− ordp(x) = I(D′)(x−1OK,S).

Hence, this means that [I(D)] = [I(D)′] in ClK . So the map χ is well-defined. Furthermore, for any fractional
ideal [I] ∈ ClK,S written as I =

∏
p/∈S(pOK,S)

np , we can take the Arakelov S-divisor

D =
∑
p/∈S

(−np)p,

such that χ([D]) = [I(D)] = [I]. This means that the map χ is surjective. Furthermore, for [D], [D′] ∈ PicK,S

χ([D] + [D′]) = χ([D +D′]) = [I(D +D′)] = [I(D)][I(D′)] = χ([D])χ([D′]),

where we used Equation (68). As a result of this, we see that χ is also a group homomorphism. Therefore,
exactness at ClK,S follows.

It remains to show that im(ζS) = ker(χ). Take any [D] ∈ im(ζS). Then [D] is of the form [
∑

σ∈Σ∞
K
xσσ].

We get that χ([D]) = χ([
∑

σ∈Σ∞
K
xσσ]) = [OK,S ], i.e. [D] ∈ ker(χ). Conversely, take [D] ∈ ker(χ). Then

[OK,S ] = χ([D]), and so [OK,S ] = [I(D)]. Hence, there exists some x ∈ K∗ such that I(D) = xOK,S . If we
denote the coefficients of the finite places of D by np for all p /∈ S, then we get that np = − ordp(x) for all
p /∈ S. So

D = divS(x
−1) +

∑
σ∈Σ∞

K

xσσ,

for some xσ ∈ R. We obtain that [D] = [
∑

σ∈Σ∞
K
xσσ] ∈ im(ζS). By inclusion of both sides, we obtain

im(ζS) = ker(χ). This proves the exactness at PicK,S .

A careful check can verify, with the group homomorphism constructed above, that the diagram is commutative.

5.2 Alternative Structure of the Arakelov S-Class Group

In this section, we will introduce alternative structures of the Arakelov S-class group. This will contain a
different notation for Arakelov S-divisors, and two groups that are isomorphic to PicK,S .

5.2.1 Multiplicative Notation

To work with Arakelov S-divisors, it is not always convenient to work with the current definition. In Definition
4.1.10, we introduced the multiplicative notation of an Arakelov divisor. In this section, we will generalize
this notation to Arakelov S-divisors.

Take I to be a non-zero fractional ideal of OK,S and u ∈ KR whose elements are all real and positive.
Equivalently, we can take u ∈

∏
σ∈Σ∞

K
R>0 (see Remark 1.8.4). We combine these two elements into a pair

written by (I, u)S . Now, any Arakelov S-divisor, given by

D =
∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ, np ∈ Z, xσ ∈ R,

can be mapped to such a pair. Namely, we map D to (I(D), (e−xσ)σ∈Σ∞
K
)S , where I(D) is the associated

fractional ideal to D (see Definition 5.1.10). This mapping is injective. Namely, consider another Arakelov
S-divisor defined as

D′ =
∑
p/∈S

mpp+
∑

σ∈Σ∞
K

yσσ, mp ∈ Z, yσ ∈ R.
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If D,D′ ∈ DivK,S map both to the same pair (I, u)S , then

I = I(D) = I(D), u = (e−xσ )σ∈Σ∞
K

= (e−yσ )σ∈Σ∞
K
.

By uniqueness of factorization of fractional ideals in non-zero prime ideals of OK,S , we have that np = mp for
all p /∈ S. Furthermore, since the exponential function is injective and e−xσ = e−yσ , we have that xσ = yσ for
all σ ∈ Σ∞

K . Hence, we see that D and D′ have the same coefficients, i.e. D = D′. Moreover, this mapping is
surjective. Namely, take any (I, u)S , for some non-zero I ∈ IdK,S and u ∈

∏
σ∈Σ∞

K
R>0. More specifically,

write
I =

∏
p/∈S

(pOK,S)
np , u = (uσ)σ∈Σ∞

K
.

We have that np ∈ Z for all p /∈ S. Since u ∈
∏

σ∈Σ∞
K
R>0, we have log(uσ) ∈ R for all σ ∈ Σ∞

K . Then the

Arakelov S-divisor of the form
D = −

∑
p/∈S

npp−
∑

σ∈Σ∞
K

log(uσ)σ,

is mapped to (I, u)S . In conclusion, we have a bijection between DivK,S and the set of pairs (I, u)S , for some
non-zero I ∈ IdK,S and u ∈

∏
σ∈Σ∞

K
R>0. By this bijection, we interchange the notions of Arakelov S-divisors

and these pairs freely.

Definition 5.2.1. Let D ∈ DivK,S . The notation

D =
∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ, np ∈ Z, xσ ∈ R,

is called the additive notation of the Arakelov S-divisor D. The notation D = (I, u)S for some non-zero
I ∈ IdK,S and u ∈

∏
σ∈Σ∞

K
R>0, is called the multiplicative notation of the Arakelov S-divisor D.

If we take S = ∅, this is just the multiplicative notation we introduced in Definition 4.1.10. In this case, we
denote an Arakelov divisor by (I, u) rather than (I, u)∅. The group operation of the group DivK,S , in the
multiplicative notation, is given by

(I, u)S + (J, v)S = (IJ, uv)S , (I, u)S , (J, v)S ∈ DivK,S .

Namely, the coefficients of D are mapped to powers of prime ideals and the exponential. Therefore, addition
turns into multiplication. The zero Arakelov S-divisor is given by (OK,S , (1)σ∈Σ∞

K
) in the multiplicative

notation. Any principal Arakelov S-divisors divS(x) for some x ∈ K∗, is given by

(x−1OK,S , x̂)S (70)

in the multiplicative notation. Lastly, for some I ∈ IdK,S , the Arakelov S-divisor πS(I) is given by

(I, (NOK,S
(I)−1/n)σ∈Σ∞

K
)S .

5.2.2 Metrized S-Line Bundles

In Definition 4.1.12, we have seen the definition of an ideal lattice of K. There was a natural way to associate
an ideal lattice with an Arakelov divisor (I, u). Namely, we considered the projective OK-module uΨ(I) of
rank 1 and took the inner product from KR. Here Ψ: K → KR denotes the Minkowski embedding. So, at
first sight, a natural extension would be given as follows. Given an Arakelov S-divisor (J, v)S , we create the
projective OK,S-module vΨ(J) of rank 1 (these module properties will be shown in this section). Moreover,
we use the Euclidean structure of KR to give some additional structure to this OK,S-module. However, in
comparison to uΨ(I), the subgroup vΨ(J) no longer forms a lattice in KR. Instead, in Theorem 3.4.6, we have
seen that the non-zero fractional ideals of OK,S form a lattice in KS , under the image of the S-Minkowski
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embedding ΨS : K → KS , rather than in KR. So either the name of ideal lattice would be inconvenient in
this case, or we should consider ΨS rather than Ψ. However, the S-Minkowski space KS is not a Euclidean
space. Therefore, we cannot consider an inner product on KS . This would complicate the extension of the
definition of an ideal lattice. So to conclude, on one hand, we can map fractional ideals of OK,S to KR. They
no longer form lattices in KR but we can use the inner product on KR. On the other hand, we can map
fractional ideals of OK,S to KS . They form lattices in KS , but we cannot use an inner product. So we have
to choose between these two options. However, it turns out that we can also study them separately. This is
exactly what we will do. In this section, we will consider the case where we embed everything into KR, and
use the Euclidean structure of it. In the next section, we embed everything into KS , where we use the lattice
properties.

More specifically, in this section, we will consider projective OK,S-modules of rank 1. To understand the
notion of rank of projective modules, we start with a short overview of this theory. Thereafter, we introduce
the notion of a metrized S-line bundle. This is a projective OK,S-modules L of rank 1 supported by a
KR-metric on the KR-module L⊗OK,S

KR. We show how the set of metrized S-line bundles attains an abelian
group structure. This group structure uses the tensor product of modules. Therefore, throughout this section,
we will use standard tensor product rules for modules without reference. But one can find these in Chapter 2
in [AM69] or Chapter 8 in [AK21] for example. Once the group structure is given, we show how this group is
isomorphic to PicK,S .

Let R be a commutative ring. Let Spec(R) denote the set of all prime ideals of R. We endow Spec(R) with
the Zariski topology. The closed sets of this topology are given by

V (A) := {p ∈ Spec(R) : A ⊆ p},

for some subset A ⊆ R. Recall that an R-module M is projective if there exists an R-module N such that
M
⊕
N ∼= Rk for some k ∈ Z≥0. From now on, assume that M is a projective R-module. We know that

the localization Rp for any p ∈ Spec(R) is a local ring (see [AM69, Example 1, Page 38]). Furthermore,
the projective property is a local property. So we have the projective Rp-module Mp for all p ∈ Spec(R).
Kaplansky’s Theorem for projective modules says that any projective module over a local ring is free (see
[Kap58, Theorem 2]). Hence, we conclude that Mp is a free Rp-module for all p ∈ Spec(R).

Definition 5.2.2. Let M be a projective R-module. The rank of M at p ∈ Spec(R), denoted by rankp(M),
is defined to be the rank of the free Rp-module Mp. The module M has constant rank if the rank of M at p
is equal for all p ∈ Spec(R). In this case, the constant rank of M is denoted by rank(M).

Lemma 5.2.3. Let M be a projective R-module. For any p ∈ Spec(R) one has

rankp(M) = dimκ(p)M ⊗R κ(p),

where κ(p) = Rp/pRp.

Proof. One can view κ(p) as Rp-module. It follows that κ(p)⊗Rp
Mp is a free κ(p)-module of rank rankp(M),

by Proposition 1.8.1. One has Mp
∼= Rp ⊗R M by Proposition 3.5 in [AM69]. So by associativeness of the

tensor product, we have that

κ(p)⊗Rp
Mp

∼= κ(p)⊗Rp
(Rp ⊗R M) ∼=

(
κ(p)⊗Rp

Rp

)
⊗R M ∼= κ(p)⊗R M

is a free κ(p)-module of rank rankp(M). Since κ(p) is a field, we have rankp(M) = dimκ(p)M ⊗R κ(p).

There is a way to find a relation between projective modules, finitely generated modules, and the rank.

Proposition 5.2.4. If a projective R-module has a constant rank, then it is finitely generated. Conversely,
if a projective R-module is finitely generated and Spec(R) is connected, then it has a constant rank.
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The first statement is proved by the proof of [Vas69, Proposition 1.3]. The second statement is derived in
Section 2 of Chapter 1 in [Wei13].

Corollary 5.2.5. Let M be a projective module over a domain R. Moreover, let F be the field of fractions
of R. Then M is finitely generated if and only if it has a constant rank. Moreover, if M is finitely generated,
then the constant rank is given by rank(M) = dimF M ⊗R F .

Proof. Since R is a domain, we know that the integral ideal (0) is a prime ideal. This prime ideal can only
be contained in the closed subset of Spec(R) given by

V ({0}) = {p ∈ Spec(R) : {0} ⊆ p}.

On the other hand, we have V ({0}) = Spec(R). Therefore, if two disjoint closed subsets of Spec(R) cover
Spec(R), one of them must contain the prime ideal (0). This immediately implies that one of them must be
the whole space. This means that the topological space Spec(R) does not admit a partition, i.e. it is connected.
So, if M is a projective R-module, we know by Proposition 5.2.4 that M is finitely generated if and only if it
has a constant rank. In case M is finitely generated, the constant rank is given by rank(M) = dimF M ⊗R F .
This is obtained by using the prime ideal (0) in Lemma 5.2.3.

This will most commonly be used in the rest of this thesis since we will work with modules over domains.
Therefore, assume for the rest of the section that R is a domain.

Denote the set of projective R-modules of constant rank 1 by P 1
R. Consequently, if we take any M ∈ P 1

R it is
automatically finitely generated by Corollary 5.2.5. For any R-moduleM , the set of R-module homomorphisms
from M to R is denoted by M∗ := HomR(M,R).

Proposition 5.2.6. The set P 1
R contains the R-module R, and for anyM ∈ P 1

R, one hasM
∗ ∈ P 1

R. Moreover,
for any M1,M2 ∈ P 1

R, one has M1 ⊗R M2 ∈ P 1
R.

Proof. We know that R can be viewed as a free R-module itself. In particular, it is finitely generated and
projective. Therefore, by Corollary 5.2.5, it has a constant rank. Moreover, the corollary tells us that its
constant rank is given by

rank(R) = dimF R⊗R F = dimF F = 1.

We get that R ∈ P 1
R. Now, take any M ∈ P 1

R. Since M is finitely generated and projective, so is M∗ (see
[CR15, Proposition 1.10]). In that case, Corollary 5.2.5 tells us that it has a constant rank. Proposition 1.31
in [CR15] tells us that

rank(M∗) = rank(M) rank(R).

Therefore, we have rank(M∗) = 1, and so M∗ ∈ P 1
R. Take any M1,M2 ∈ P 1

R. Then M1 ⊗R M2 is a finitely
generated and projective R-module since this is preserved under tensor products (see for projectiveness
Proposition 1.7 in [CR15]). It follows, by Corollary 5.2.5, that it has a constant rank. Proposition 1.31 in
[CR15] tells us that

rank(M1 ⊗R M2) = rank(M1) rank(M2).

Therefore, we have rank(M1 ⊗R M2) = 1. We see that M1 ⊗R M2 ∈ P 1
R.

From now on, let O be a Dedekind domain and F its field of fractions.

Lemma 5.2.7. One has I ∈ P 1
O for any fractional ideal I of O. Moreover, for any M ∈ P 1

O there exists a
fractional ideal I of O that is isomorphic to M as O-module.

Proof. Recall that an O-module M is called torsion-free, if for any m ∈M there does not exist a non-zero
r ∈ O such that rm = 0. Proposition 4.3 in Chapter III of [Neu99] states that M is projective if and only
if M is torsion-free. Any fractional ideal of O is torsion-free as an O-module, as it lives in the field F . In
particular, any fractional ideal is projective. Now, since O is a Dedekind domain, we have that all fractional
ideals of O are finitely generated as O-module. Hence, any fractional ideal of O is a finitely generated and
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projective O-module. It follows from Corollary 5.2.5 that it has a constant rank. Moreover, the corollary
tells us that the constant rank of I ∈ IdO is given by

dimF (I ⊗OK,S
F ) = dimF F = 1,

where we used Proposition 1.8.2. Thus, any fractional ideal of O is contained in P 1
O.

Now, let M ∈ P 1
O. Since M has constant rank 1, we have that

1 = rank(M) = dimF (M ⊗O F ),

using Corollary 5.2.5. Consequently, there exists a non-zero α ∈M ⊗O F that forms an F -basis of M ⊗O F .
Then for any u ∈M , there is a unique xu ∈ F such that u⊗ 1 = xuα. For u ∈M and a ∈ O, we have

xauα = au⊗ 1 = a(u⊗ 1) = axuα,

where we used bilinearity over O. We get that xau = axu. Moreover, for u, v ∈M , we have

xu+vα = (u+ v)⊗ 1 = u⊗ 1 + v ⊗ 1 = xuα+ xvα = (xu + xv)α.

We see that xu+v = xu+xv. Therefore, the map f :M → F given by u 7→ xu is an O-module homomorphism.
Moreover, the map f is injective by the uniqueness of xu for any u ∈ M . The O-module M is finitely
generated. The image of a finitely generated O-module under an O-module homomorphism is a finitely
generated O-module. This means that f(M) ⊆ F is a finitely generated O-module. In particular, we know
that f(M) is a fractional ideal of O. By injectivity of f , it follows that M is isomorphic as O-module to a
fractional ideal of O.

We are done investigating the rank of projective modules. Therefore, we are ready to look into the extension
of ideal lattices by embedding everything into KR. For any σ ∈ Σ∞

K , we have K ⊆ Kσ. Hence, we can view
Kσ as a K-module. Therefore, we can also view KR =

∏
σ∈Σ∞

K
Kσ as a K-module. So in particular, we can

view KR as an OK,S-module. Hence, we can consider the tensor product

LR := L⊗OK,S
KR

for some L ∈ P 1
OK,S

. Notice that we can view LR as a KR-module. Since KR =
∏

σ∈Σ∞
K
Kσ, we also have

LR = L⊗OK,S
KR = L⊗OK,S

 ∏
σ∈Σ∞

K

Kσ

 =
∏

σ∈Σ∞
K

L⊗OK,S
Kσ.

So setting Lσ := L⊗OK,S
Kσ for any σ ∈ Σ∞

K , we get

LR =
∏

σ∈Σ∞
K

Lσ. (71)

Definition 5.2.8. Let L ∈ P 1
OK,S

. A map ⟨·, ·⟩ : LR × LR → KR is called an KR-metric on LR if

i.) ⟨u, u⟩ ∈
∏

σ∈Σ∞
K
R≥0 for all u ∈ LR and ⟨u, u⟩ = 0 if and only if u = 0.

ii.) Let the decomposition through (71) of u be given by (uσ)σ∈Σ∞
K
. If uσ ̸= 0 for all σ ∈ Σ∞

K , then
⟨u, u⟩ ∈

∏
σ∈Σ∞

K
R>0.

iii.) ⟨u, v⟩ = ⟨v, u⟩ for all u, v ∈ LR.

iv.) ⟨αu+ βv,w⟩ = α⟨u,w⟩+ β⟨v, w⟩ for all u, v, w ∈ LR and α, β ∈ KR.
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Definition 5.2.9. A metrized S-line bundle of K is a pair (L, ⟨·, ·⟩L), where L ∈ P 1
OK,S

and ⟨·, ·⟩L is a
KR-metric on LR. The set of metrized S-line bundles is denoted by MLK,S .

Remark 5.2.10. The notion of metrized S-line bundles is the extension of ideal lattices for this section.
Until now, we have always extended notions in such a way that if we take S = ∅, we recover the original
situation. So, in this case, we expect a metrized ∅-line bundle of K to be an ideal lattice of K. However, while
we still have a projective OK-module L of rank 1, we see that there is a difference. Namely, for metrized
∅-line bundles we consider a KR-metric on L⊗OK

KR, while for an ideal lattice, we consider an inner product
on L ⊗OK

KR. So the notion of metrized S-line bundles is not a full extension of ideal lattices. However,
there is a reason why we take a KR-metric. In Proposition 4.1.14 (i.), we have seen that PicK and the set of
isometry classes of ideal lattices are in bijection. Therefore, the set of isometry classes of ideal lattices attains
an abelian group structure induced from PicK . We would like to obtain such a result for metrized S-line
bundles. However, we would like to give a group structure on the set of metrized S-line bundles before the
bijection. It would mean that we can construct a group isomorphism rather than a bijection. It turns out, by
trying to accomplish this, that it is easier to work with a KR-metric than an inner product.

The ideas for a KR-metric are inspired by Section 4 of Chapter III of [Neu99], where metrized OK-modules
are studied. ♦

In Proposition 5.2.6, we have seen that OK,S ∈ P 1
OK,S

. Now, we can transform OK,S into a metrized

S-line bundle. Therefore, we have to endow (OK,S)R with a KR-metric. Notice that we have a KR-module
isomorphism

(OK,S)R = OK,S ⊗OK,S
KR ∼= KR. (72)

So endowing (OK,S)R with a KR-metric is equivalent to endowing KR with a KR-metric.

Proposition 5.2.11. Take any α ∈
∏

σ∈Σ∞
K
R>0. The map ⟨·, ·⟩α : KR ×KR → KR defined by

⟨u, v⟩α := α2uv

is a KR-metric on KR. Moreover, any KR-metric on KR is of the form ⟨·, ·⟩α for some α ∈
∏

σ∈Σ∞
K
R>0.

Proof. The fact that ⟨·, ·⟩α is a KR-metric on KR is a direct verification of the conditions from Definition
5.2.8.

Now, let ⟨·, ·⟩ be any KR-metric on KR. Then ⟨1, 1⟩ ∈
∏

σ∈Σ∞
K
R>0. Therefore, we can define α :=

√
⟨1, 1⟩,

where we take the square root entry-wise. In its turn, we have α ∈
∏

σ∈Σ∞
K
R>0. Then for any u, v ∈ KR,

using conditions (iii.) and (iv.) of Definition 5.2.8, we have that

⟨u, v⟩ = u⟨1, v⟩ = u⟨v, 1⟩ = uv⟨1, 1⟩ = α2uv = ⟨u, v⟩α.

We see that ⟨·, ·⟩ = ⟨·, ·⟩α.

So we can take any KR-metric on KR from Proposition 5.2.11 to make OK,S a metrized S-line bundle.
Specifically, we choose α = 1. We conclude that (OK,S , ⟨·, ·⟩1) ∈ MLK,S .

Given (L, ⟨·, ·⟩L), (L′, ⟨·, ·⟩L′) ∈ MLK,S , there is a way to create a new metrized S-line bundle. Namely,
since L,L′ ∈ P 1

OK,S
, we have seen in Proposition 5.2.6 that L ⊗OK,S

L′ ∈ P 1
OK,S

. So it remains to endow

(L⊗OK,S
L′)R with a KR-metric. Notice that

(L⊗OK,S
L′)R = (L⊗OK,S

L′)⊗OK,S
KR

∼= L⊗OK,S
(L′ ⊗OK,S

KR)
∼= L⊗OK,S

(KR ⊗KR (L
′ ⊗OK,S

KR))
∼= (L⊗OK,S

KR)⊗KR (L
′ ⊗OK,S

KR)

= LR ⊗KR L
′
R.
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Thus, we have a KR-module isomorphism

(L⊗OK,S
L′)R ∼= LR ⊗KR L

′
R. (73)

So endowing (L⊗OK,S
L′)R with a KR-metric is equivalent to endowing LR ⊗KR L

′
R with a KR-metric. For

u⊗ u′, v ⊗ v′ ∈ LR ⊗KR L
′
R, we define

⟨u⊗ u′, v ⊗ v′⟩L⊗L′ := ⟨u, v⟩L⟨u′, v′⟩L′ , (74)

and extend this by linearity over KR. Recall that a tensor product M ⊗R M
′, for two R-modules M,M ′ and

commutative ring R, is spanned by the symbols u⊗ u′ for u ∈M and u′ ∈M ′. These symbols satisfy the
rules

(u+ v)⊗ u′ = u⊗ u′ + v ⊗ u′, u⊗ (u′ + v′) = u⊗ u′ + u⊗ v′,

r(u⊗ u′) = (ru)⊗ u′ = u⊗ (ru′),

for u, v ∈M , u′, v′ ∈M ′, and r ∈ R. Hence, it needs to be checked that the KR-metric (74) is well-defined
on the tensor product. But this follows directly from the fact that we extend it by KR-linearity. Furthermore,
since ⟨·, ·⟩L and ⟨·, ·⟩L′ satisfy the conditions of Definition 5.2.8, it follows that ⟨·, ·⟩L⊗L′ does too. As a result
of this, we know that ⟨·, ·⟩L⊗L′ is a KR-metric on LR ⊗KR L

′
R (or equivalently (L⊗OK,S

L′)R). In conclusion,
we can define the operation MLK,S ×MLK,S → MLK,S , which we denote by ◦, given by

(L, ⟨·, ·⟩L) ◦ (L′, ⟨·, ·⟩L′) = (L⊗OK,S
L′, ⟨·, ·⟩L⊗L′).

Remark 5.2.12. To complement Remark 5.2.10, if we had taken an inner product on LR and L′
R, we would

run into trouble by checking that an inner product on (L⊗OK,S
L′)R is well-defined. Namely, the rule

r(u⊗ u′) = (ru)⊗ u′ = u⊗ (ru′)

is easier to verify for a KR-metric (because this is extended by KR-linearity), than for an inner product
(because that would be extended by R-linearity). ♦

Given a single (L, ⟨·, ·⟩L) ∈ MLK,S , there is also a way to create a new metrized S-line bundle. Namely,
if L ∈ P 1

OK,S
, we have seen in Proposition 5.2.6 that L∗ ∈ P 1

OK,S
. So it remains to endow (L∗)R with a

KR-metric. Since L ∈ P 1
OK,S

, it is a projective OK,S-module of constant rank 1. It follows from Corollary

5.2.5 that it is finitely generated. Proposition 10.12 in [AK21] tells us that a projective and finitely generated
OK,S-module is finitely presented. This means that there exists an exact sequence

M N L 0 ,

where M,N are free OK,S-modules of finite rank. The notion is not that important, but we can apply
Proposition 9.10 in [AK21]. It states, since L is finitely presented, that there exists an OK,S-module
isomorphism given by

(L∗)R = HomOK,S
(L,OK,S)⊗OK,S

KR ∼= HomOK,S
(L,OK,S ⊗OK,S

KR).

Then we also have the KR-module isomorphism (L∗)R ∼= HomOK,S
(L,KR), viewing HomOK,S

(L,KR) as
KR-module by value-wise multiplication (see [AK21, Bimodules 8.6]). On the other hand, we have KR-module
isomorphisms

HomKR(LR,KR) = HomKR(L⊗OK,S
KR,KR) ∼= HomOK,S

(L,HomKR(KR,KR)) ∼= HomOK,S
(L,KR),

where the first KR-module isomorphism can be found in [AK21, Theorem 8.8]. These results can be combined
to a KR-module isomorphism

(L∗)R ∼= HomKR(LR,KR) = L∗
R. (75)
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So endowing (L∗)R with a KR-metric is equivalent to endowing L∗
R with a KR-metric. We will do this in a

bit. But we first need some analysis on L∗
R.

For u ∈ LR, set
u∗(v) := ⟨v, u⟩L

for any v ∈ L∗
R. Then u

∗ ∈ L∗
R.

Proposition 5.2.13. Let (L, ⟨·, ·⟩L) ∈ MLK,S . For any f ∈ L∗
R there exists a unique u ∈ LR such that

f = u∗.

Proof. Let us start by showing the existence. If f = 0, we can take u = 0. Namely, by condition (iv.) of
Definition 5.2.8, one can conclude that ⟨v, 0⟩L = 0 for all v ∈ LR. Now, suppose that f ≠ 0. Then ker(f) is
strictly contained in LR. Define

(ker(f))⊥ := {u ∈ LR : ⟨u, v⟩L = 0 for all v ∈ ker(f)}.

By Lemma 5.2.7, we know that there exists some I ∈ IdK,S such that I ∼= L as OK,S-modules. Then also

LR = L⊗OK,S
KR ∼= I ⊗OK,S

KR ∼= KR,

where last OK,S-module isomorphism follows from Proposition 1.8.2. We conclude that LR is always a finite
dimensional R-vector space. Now, take any basis for the subspace ker(f). Then using the Gram-Schmidt
Process, we can extend it to a basis of LR that is orthonormal with respect to the KR-metric ⟨·, ·⟩L. Normally,
the Gram-Schmidt Process holds for inner products, but this can be extended to KR-metrics. Then the
basis vectors not contained in ker(f), form a basis for (ker(f))⊥. Consequently, there exists a non-zero
w ∈ (ker(f))⊥. Then f(w)v − f(v)w ∈ ker(f) for any v ∈ LR. Namely, by linearity one has

f(f(w)v − f(v)w) = f(w)f(v)− f(v)f(w) = 0.

We obtain that ⟨f(w)v − f(v)w,w⟩L = 0. By linearity of the map ⟨·, ·⟩L we have

f(w)⟨v, w⟩L − f(v)⟨w,w⟩L = 0 =⇒ f(v) =
f(w)⟨v, w⟩L
⟨w,w⟩L

,

where we used that ⟨w,w⟩L ∈
∏

σ∈Σ∞
K
R>0, i.e. a unit of KR. So setting u = f(w)w

⟨w,w⟩L ∈ LR, we obtain that

f(v) = ⟨v, u⟩L for all v ∈ LR. We see that f = u∗.

To show uniqueness, suppose that f = u∗ = v∗ for some u, v ∈ LR. Then for any w ∈ LR, one has
f(w) = ⟨w, u⟩L = ⟨w, v⟩L. Hence, we get that ⟨w, u − v⟩L = 0 for all w ∈ LR. In particular, we have
⟨u − v, u − v⟩L = 0. By condition (i.) of Definition 5.2.8, we get that u − v = 0. So u = v, which shows
uniqueness.

Proposition 5.2.13 implies that we can identity L∗
R with the set {u∗|u ∈ LR}. Now, for u∗, v∗ ∈ L∗

R, we define

⟨u∗, v∗⟩L∗ := ⟨u, v⟩L.

For any α ∈ KR and u ∈ LR, we have (αu)∗ = αu∗. Namely, for any v ∈ LR, we have

(αu)∗(v) = ⟨v, αu⟩L = α⟨v, u⟩L = αu∗(v).

With this rule and since ⟨·, ·⟩L satisfies the conditions of Definition 5.2.8, it follows that ⟨·, ·⟩L∗ does too. This
means that ⟨·, ·⟩L∗ is a KR-metric on L∗

R (or equivalently (L∗)R). In conclusion, for any (L, ⟨·, ·⟩L) ∈ MLK,S

we have the metrized S-line bundle (L∗, ⟨·, ·⟩L∗).
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Definition 5.2.14. Let (L, ⟨·, ·⟩L), (L′, ⟨·, ·⟩L′) ∈ MLK,S . An OK,S-module isomorphism φ : L 7→ L′ is said
to be an isometry if

⟨u, v⟩L = ⟨ψ(u), ψ(v)⟩L′ , u, v ∈ LR,

where ψ : LR → L′
R is given by the tensor map φ⊗ idKR . The metrized S-line bundles (L, ⟨·, ·⟩L), (L′, ⟨·, ·⟩L′)

are called isometric if there exists an OK,S-module isomorphism φ : L 7→ L′ that is also an isometry.

The notion of isometric metrized S-line bundles defines an equivalence relation on the set of metrized S-line
bundles. The set of equivalence classes of metrized S-line bundles of K is denoted by MLK,S . Throughout
this thesis, for (L, ⟨·, ·⟩L) ∈ MLK,S we denote its equivalence class in MLK,S by [(L, ⟨·, ·⟩L)].

Proposition 5.2.15. The set MLK,S attains an abelian group structure.

Proof. We have seen that the operation ◦ is closed on the set MLK,S . Take [(L, ⟨·, ·⟩L)], [(L′, ⟨·, ·⟩L′)] ∈ MLK,S ,
then the operation •, given by

[(L, ⟨·, ·⟩L)] • [(L′, ⟨·, ·⟩L′)] := [(L, ⟨·, ·⟩L) ◦ (L′, ⟨·, ·⟩L′)] = [(L⊗OK,S
L′, ⟨·, ·⟩L⊗L′)],

is closed on MLK,S . However, since we deal with equivalence classes on MLK,S , it needs to be checked that
• is well-defined on MLK,S . So let [(L, ⟨·, ·⟩L)] = [(L′, ⟨·, ·⟩L′)] in MLK,S . Then there exists an OK,S-module
isomorphism φ : L 7→ L′ such that it is also an isometry, i.e.

⟨u, v⟩L = ⟨ψ(u), ψ(v)⟩L′ , u, v ∈ LR, (76)

where ψ : LR → L′
R is given by the tensor map φ ⊗ idKR . Take any [(M, ⟨·, ·⟩M )] ∈ MLK,S . Then • is

well-defined if
[(L, ⟨·, ·⟩L)] • [(M, ⟨·, ·⟩M )] = [(L′, ⟨·, ·⟩L′)] • [(M, ⟨·, ·⟩M )].

Or equivalently
[(L⊗OK,S

M, ⟨·, ·⟩L⊗M )] = [(L′ ⊗OK,S
M, ⟨·, ·⟩L′⊗M )]. (77)

So we need to construct an OK,S-module isomorphism from L⊗OK,S
M to L′ ⊗OK,S

M that is an isometry.
Consider the map φ′ : L⊗OK,S

M → L′ ⊗OK,S
M given by φ′ := φ⊗ idM . Since φ and idM are OK,S-module

isomorphisms, so is φ′ (see [Con24d, Theorem 2.11]). So it remains to show that φ′ is an isometry. So consider
the tensor map ψ′ : (L⊗OK,S

M)R → (L′⊗OK,S
M)R given by ψ′ := φ′⊗ idKR . This is under the isomorphism

(73) transferred to ψ′ : LR⊗KR MR → L′
R⊗KR MR given by ψ′ = ψ⊗ idMR . Now, for u⊗x, v⊗y ∈ LR⊗KR MR,

we have using the KR-metric on LR ⊗KR MR that

⟨u⊗ x, v ⊗ y⟩L⊗M = ⟨u, v⟩L⟨x, y⟩M = ⟨ψ(u), ψ(v)⟩L′⟨x, y⟩M ,

where we used Equation (76). Hence, using the KR-metric on L′
R ⊗KR MR, we have that

⟨ψ(u), ψ(v)⟩L′⟨x, y⟩M = ⟨ψ(u)⊗ x, ψ(v)⊗ y⟩L′⊗M = ⟨ψ′(u⊗ x), ψ′(v ⊗ y)⟩L′⊗M .

So we see that
⟨u⊗ x, v ⊗ y⟩L⊗M = ⟨ψ′(u⊗ x), ψ′(v ⊗ y)⟩L′⊗M .

By extending this over KR, we can say that φ′ is an isometry. This means that (L⊗OK,S
M, ⟨·, ·⟩L⊗M ) and

(L′ ⊗OK,S
M, ⟨·, ·⟩L′⊗M ) are isometric. Thus, Equation (77) holds.

Next, we will show that [(OK,S , ⟨·, ·⟩1)] ∈ MLK,S plays the role of the unit element. Take any metrized
S-line bundle [(L, ⟨·, ·⟩L)]. We have to show that

[(L, ⟨·, ·⟩L)] • [(OK,S , ⟨·, ·⟩1)] = [(L, ⟨·, ·⟩L)].

Or equivalently
[(L⊗OK,S

OK,S , ⟨·, ·⟩L⊗OK,S
)] = [(L, ⟨·, ·⟩L)]. (78)
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So we need to construct an OK,S-module isomorphism from L⊗OK,S
OK,S to L that is an isometry. We know

that there exists an OK,S-module isomorphism φ : L⊗OK,S
OK,S → L given by a⊗ x 7→ ax, and is extended

by OK,S-linearity. So it remains to show that φ is an isometry. The tensor map ψ : (L⊗OK,S
OK,S)R → LR

given by ψ := φ⊗ idKR is under the isomorphisms (72) and (73) transferred to ψ : LR ⊗KR KR → LR given
by u ⊗ α 7→ αu, and is extended by KR-linearity. Now, for u ⊗ α, v ⊗ β ∈ LR ⊗KR KR, we have using the
KR-metric on LR ⊗KR KR that

⟨u⊗α, v⊗β⟩L⊗OK,S
= ⟨αu⊗1, βv⊗1⟩L⊗OK,S

= ⟨αu, βv⟩L⟨1, 1⟩1 = ⟨αu, βv⟩L = ⟨ψ(u⊗α), ψ(v⊗β)⟩L, (79)

where we used bilinearity over KR and that ⟨1, 1⟩1 = 1. By extending Equation (79) over KR, we can say
that φ is an isometry. This means that (L ⊗OK,S

OK,S , ⟨·, ·⟩L⊗OK,S
) and (L, ⟨·, ·⟩L) are isometric. Hence,

Equation (78) holds.

Next, we will show that [(L∗, ⟨·, ·⟩L∗)] ∈ MLK,S is the inverse for any [(L, ⟨·, ·⟩L)] ∈ MLK,S . So we must
show that

[(L, ⟨·, ·⟩L)] • [(L∗, ⟨·, ·⟩L∗)] = [(OK,S , ⟨·, ·⟩1)].
Or equivalently

[(L⊗OK,S
L∗, ⟨·, ·⟩L⊗L∗)] = [(OK,S , ⟨·, ·⟩1)]. (80)

So we need to construct an OK,S-module isomorphism from L⊗OK,S
L∗ to OK,S that is an isometry. We

know that there exists an OK,S-module isomorphism φ : L ⊗OK,S
L∗ → OK,S given by a ⊗ f 7→ f(a), and

is extended by OK,S-linearity. So it remains to show that φ is an isometry. Consider the tensor map
ψ : (L⊗OK,S

L∗)R → (OK,S)R given by ψ := φ⊗ idKR . This is under the isomorphisms (72), (73), and (75)
transferred to ψ : LR ⊗KR L

∗
R → KR given by u⊗ x∗ 7→ x∗(u) = ⟨u, x⟩L, and is extended by KR-linearity. For

x, y ∈ KR, consider the map ⟨x, y⟩ = ⟨ψ−1(x), ψ−1(y)⟩L⊗L∗ . Since φ and idKR are OK,S-module isomorphisms,
so is ψ (see [Con24d, Theorem 2.11]). It can even be extended to a KR-module isomorphism. Therefore, the
map ⟨·, ·⟩ is a KR-metric on KR. By Proposition 5.2.11, it must be of the form ⟨·, ·⟩α for some α ∈

⊕
σ∈Σ∞

K
R>0.

Then
⟨ψ−1(x), ψ−1(y)⟩L⊗L∗ = ⟨x, y⟩α = α2xy = α2⟨x, y⟩1.

Now, take x = ψ(u⊗ w∗) and y = ψ(v ⊗ z∗) for some arbitrarily u⊗ w∗, v ⊗ z∗ ∈ LR ⊗KR L
∗
R. Then we get

⟨u⊗ w∗, v ⊗ z∗⟩L⊗L∗ = α2⟨ψ(u⊗ w∗), ψ(v ⊗ z∗)⟩1. (81)

Take u⊗ u∗ ∈ LR ⊗KR L
∗
R, then Equation (81) tells us that

⟨u⊗ u∗, u⊗ u∗⟩L⊗L∗ = α2⟨ψ(u⊗ u∗), ψ(u⊗ u∗)⟩1. (82)

Using the KR-metric on LR ⊗KR L
∗
R and L∗

R, the left hand side is given by

⟨u⊗ u∗, u⊗ u∗⟩L⊗L∗ = ⟨u, u⟩L⟨u∗, u∗⟩L∗ = ⟨u, u⟩L⟨u, u⟩L.

Using the construction of ψ, the right hand side of Equation (82) is given by

α2⟨ψ(u⊗ u∗), ψ(u⊗ u∗)⟩1 = α2⟨⟨u, u⟩L, ⟨u, u⟩L⟩1 = α2⟨u, u⟩L⟨u, u⟩L.

Comparing the left and right hand sides, we see that α2 = 1. Since α ∈
∏

σ∈Σ∞
K
R>0, we must have α = 1.

Hence, Equation (81) becomes

⟨u⊗ w∗, v ⊗ z∗⟩L⊗L∗ = ⟨ψ(u⊗ w∗), ψ(v ⊗ z∗)⟩1.

By extending this over KR, we can say that φ is an isometry. This means that (L⊗OK,S
L∗, ⟨·, ·⟩L⊗L∗) and

(OK,S , ⟨·, ·⟩1) are isometric. Thus, Equation (80) holds.

Lastly, the group operation is abelian and associative since these are properties of the tensor product and the
product over KR.
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In the following arguments, we will work towards the result that PicK,S is isomorphic to MLK,S .

Recall the Minkowski embedding Ψ: K → KR from Definition 1.8.3. For u ∈
∏

σ∈Σ∞
K
R>0 ⊆ KR and

I ∈ IdK,S , we define the OK,S-module uΨ(I) by x · uΨ(a) := uΨ(xa) for some uΨ(a) ∈ uΨ(I) and x ∈ OK,S .

Lemma 5.2.16. For any I ∈ IdK,S and u ∈
∏

σ∈Σ∞
K
R>0, there exists an OK,S-module isomorphism

I ∼= uΨ(I). Moreover, one has uΨ(I) ∈ P 1
OK,S

.

Proof. Consider the map f : K → KR defined by x 7→ uΨ(x). Since u is a unit of KR and Ψ injective, the map
f is injective. Furthermore, since Ψ is a ring homomorphism, the map f is an OK,S-module homomorphism.
Restricting f to I gives us the desired isomorphism.

In Lemma 5.2.7, we saw that I ∈ P 1
OK,S

for any I ∈ IdK,S . Equivalently, the fractional ideal I is a
finitely generated and projective OK,S-module. Since these properties are preserved under isomorphism,
it follows that the OK,S-module uΨ(I) has these properties as well. It follows from Corollary 5.2.5 that
uΨ(I) has a constant rank given by rank(uΨ(I)) = dimK uΨ(I) ⊗OK,S

K. Since I ∼= uΨ(I), we also have
uΨ(I)⊗OK,S

KR ∼= I ⊗OK,S
KR. Then

rank(uΨ(I)) = dimK uΨ(I)⊗OK,S
K = dimK I ⊗OK,S

K = 1,

where we used that I has a constant rank equal to 1. Consequently, we also have uΨ(I) ∈ P 1
OK,S

.

To make uΨ(I), for any I ∈ IdK,S and u ∈
∏

σ∈Σ∞
K
R>0, a metrized S-line bundle, we need to endow (uΨ(I))R

with a KR-metric. Note that

(uΨ(I))R = uΨ(I)⊗OK,S
KR ∼= I ⊗OK,S

KR ∼= KR, (83)

where we used Lemma 5.2.16, and the last OK,S-module isomorphism follows from Proposition 1.8.2. This
is even a KR-module isomorphism. So endowing (uΨ(I))R with a KR-metric is equivalent to endowing KR
with a KR-metric. Hence, we can take any KR-metric that we have seen in Proposition 5.2.11. We take the
KR-metric given by ⟨·, ·⟩u. Hence, we have (uΨ(I), ⟨·, ·⟩u) ∈ MLK,S .

Lemma 5.2.17. Let [(uΨ(I), ⟨·, ·⟩u)], [(vΨ(J), ⟨·, ·⟩v)] ∈ MLK,S for some I, J ∈ IdK,S and u, v ∈
∏

σ∈Σ∞
K
R>0.

Then
[(uΨ(I), ⟨·, ·⟩u)] • [(vΨ(J), ⟨·, ·⟩v)] = [(uvΨ(IJ), ⟨·, ·⟩uv)].

Proof. We have

[(uΨ(I), ⟨·, ·⟩u)] • [(vΨ(J), ⟨·, ·⟩v)] = [(uΨ(I)⊗OK,S
vΨ(J), ⟨·, ·⟩uΨ(I)⊗vΨ(J))].

Thus, we must show that

[(uΨ(I)⊗OK,S
vΨ(J), ⟨·, ·⟩uΨ(I)⊗vΨ(J))] = [(uvΨ(IJ), ⟨·, ·⟩uv)]. (84)

So we need to construct an OK,S-module isomorphism from uΨ(I) ⊗OK,S
vΨ(J) to uvΨ(IJ) that is an

isometry. Extend φ : uΨ(I)⊗OK,S
vΨ(J) → uvΨ(IJ) given by w ⊗ w′ 7→ ww′ over OK,S to an OK,S-module

homomorphism. The map φ is injective since u, v are units of KR and Ψ is injective. Any element of IJ is of
the form

∑m
i=1 xiyi for some xi ∈ I, yi ∈ J , and m ∈ Z>0. For any uvΨ(

∑m
i=1 xiyi) ∈ uvΨ(IJ), we can take

w :=

m∑
i=1

(uΨ(xi))⊗ (vΨ(yi)),

such that φ(w) = uvΨ(
∑m

i=1 xiyi). This means that φ is surjective. It follows that φ is an OK,S-module
isomorphism. So it remains to show that φ is an isometry.
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Consider the tensor map ψ : (uΨ(I)⊗OK,S
vΨ(J))R → (OK,S)R given by ψ := φ⊗ idKR . This is under the

isomorphisms (72), (73), and (83), transferred to ψ : KR ⊗KR KR → KR given by x⊗ y 7→ xy, and is extended
by KR-linearity. Now, for w ⊗ y, x⊗ z ∈ KR ⊗KR KR, we have using the KR-metric on KR ⊗KR KR that

⟨w ⊗ y, x⊗ z⟩uΨ(I)⊗OK,S
vΨ(J) = ⟨w, x⟩u⟨y, z⟩v = (uv)2wyxz = ⟨wy, xz⟩uv = ⟨ψ(w ⊗ y), ψ(x⊗ z)⟩uv, (85)

where we used the construction of ⟨·, ·⟩u and ⟨·, ·⟩v. By extending Equation (85) over KR, we can say that φ
is an isometry. This means that (uΨ(I)⊗OK,S

vΨ(J), ⟨·, ·⟩uΨ(I)⊗vΨ(J)) and (uvΨ(IJ), ⟨·, ·⟩uv) are isometric.
Consequently, Equation (84) holds.

Theorem 5.2.18. The map f : PicK,S → MLK,S given by [(I, u)S ] 7→ [(uΨ(I), ⟨·, ·⟩u)] is a group isomor-
phism.

Proof. Firstly, we need to check whether f is well-defined. So suppose that [(I, u)S ] = [(J, v)S ] in PicK,S .
We must show that

[(uΨ(I), ⟨·, ·⟩u)] = [(vΨ(J), ⟨·, ·⟩v)].

So we need to construct an OK,S-module isomorphism from uΨ(I) to vΨ(J) that is an isometry. We know
that there exists some x ∈ K∗ such that

(I, u)S = (J, v)S + divS(x) = (J, v)S + (x−1OK,S , x̂)S = (x−1J, x̂v)S . (86)

Hence, we have I = x−1J . Since u, v,Ψ(x) ∈ K∗
R, we have that the map φ : uΨ(I) → vΨ(J) given by

w 7→ Ψ(x)v
u w is an OK,S-module isomorphism. So it remains to show that φ is an isometry. Consider

the tensor map ψ : (uΨ(I))R → (vΨ(J))R given by ψ := φ ⊗ idKR . Under isomorphism (83) this map is

transformed to ψ : KR → KR given by w 7→ Ψ(x)w. Note that |x|2σ = |σ(x)|2∞ = σ(x)σ(x) for all σ ∈ Σ∞
K .

So we have that (x̂)2 = Ψ(x)Ψ(x). Now, from Equation (86) we can also conclude that u = x̂v. So for
w,w′ ∈ KR, we have

⟨w,w′⟩u = u2ww′ = (x̂)2v2ww′ = Ψ(x)Ψ(x)v2ww′ = ⟨Ψ(x)w,Ψ(x)w′⟩v = ⟨ψ(w), ψ(w′)⟩v, (87)

where we used the construction of ⟨·, ·⟩u and ⟨·, ·⟩v. By extending Equation (87) over KR, we can say
that φ is an isometry. Thus, we see that (uΨ(I), ⟨·, ·⟩u) and (vΨ(J), ⟨·, ·⟩v) are isometric. We obtain that
f([(I, u)S ]) = f([(J, v)S ]), i.e. the map f is well-defined.

Next, we show that f is a group homomorphism. Using Lemma 5.2.16 and the strategy of the examples of
isometric metrized S-line bundles that we have seen up to now, it is not hard to check that

[(Ψ(OK,S), ⟨·, ·⟩1)] = [(OK,S , ⟨·, ·⟩1)].

So
f([OK,S , (1)σ∈Σ∞

K
]) = [(Ψ(OK,S), ⟨·, ·⟩1)] = [(OK,S , ⟨·, ·⟩1)].

Hence, the unit element of PicK,S is sent to the unit element of MLK,S . Furthermore, for the elements
[(I, u)S ], [(J, v)S ] ∈ PicK,S , we have

f([(I, u)S ] + [(J, v)S ]) = f([(IJ, uv)S ]) = [(uvΨ(IJ), ⟨·, ·⟩uv)]
= [(uΨ(I), ⟨·, ·⟩u)] • [(vΨ(J), ⟨·, ·⟩v)]
= f([(I, u)S ]) • f([(J, v)S ]),

where we used Lemma 5.2.17.

Now, suppose that f([(I, u)S ]) = f([(J, v)S ]) for some [(I, u)S ], [(J, v)S ] ∈ PicK,S . Then (uΨ(I), ⟨·, ·⟩u) and
(vΨ(J), ⟨·, ·⟩v) are isometric. Thus, there exists an OK,S-module isomorphism φ : uΨ(I) → vΨ(J). So given
x ∈ I there exists a unique y ∈ J such that φ(uΨ(x)) = vΨ(y) and vice versa. We conclude that φ induces

Page 112 of 145



an OK,S-module isomorphism h : I → J . Now, take any non-zero x ∈ I ⊆ K. Since K is the field of fractions
of OK,S , there exist non-zero a, b ∈ OK,S such that x = a

b . Then a = bab ∈ OK,SI = I. Using that h is an
OK,S-module homomorphism, we have

h(a) = h
(
b
a

b

)
= bh

(a
b

)
=⇒ h (x) =

h(a)

b
.

Now, since I is a fractional ideal of OK,S , there exists a non-zero α ∈ OK,S such that αI ⊆ OK,S ∩ I. Hence,
there is a non-zero c ∈ OK,S ∩ I. Since both a, c ∈ I, we have

ch(x) =
ch(a)

b
=
h(ac)

b
=
ah(c)

b
= h(c)x =⇒ h(x) = (c−1h(c))x.

This means that the OK,S-module isomorphism h is given by multiplication by some z := c−1h(c) ∈ K∗, and
so J = zI. Since (uΨ(I), ⟨·, ·⟩u) and (vΨ(J), ⟨·, ·⟩v) are isometric, we also have that

⟨w,w′⟩u = ⟨ψ(w), ψ(w′)⟩v, w, w′ ∈ (uΨ(I))R, (88)

where ψ : (uΨ(I))R → (vΨ(J))R is given by the tensor map φ⊗ idKR . Under isomorphism (83), this map is
transformed to ψ : KR → KR given by ψ(w) = Ψ(z)w. For w,w′ ∈ K∗

R, we have using Equation (88) that

u2ww′ = ⟨w,w′⟩u = ⟨ψ(w), ψ(w′)⟩v = ⟨Ψ(z)w,Ψ(z)w′⟩v = v2Ψ(z)Ψ(z)ww′ = v2(ẑ)2ww′.

Since w,w′ ∈ K∗
R, we have u2 = v2(ẑ)2. Or equivalently u = vẑ. So we get that

(J, v)S = (zI, uẑ−1)S = (I, u)S + divS(z
−1).

We see that [(I, u)S ]) = [(J, v)S ] in PicK,S . In conclusion, the group homomorphism f is injective.

Take any [(L, ⟨·, ·⟩)] ∈ MLK,S . Since L ∈ P 1
OK,S

, there exists an OK,S-module isomorphism φ : L→ I for some

I ∈ IdK,S (see Lemma 5.2.7). Consider the tensor map ψ : LR → IR given by ψ := φ⊗ idKR . By isomorphism
(83), we know that IR = I ⊗OK,S

KR ∼= KR as KR-modules. Hence, we have a map ⟨·, ·⟩ : KR ×KR → KR
given by ⟨x, y⟩ = ⟨ψ−1(x), ψ−1(y)⟩L. Since φ and idKR are OK,S-module isomorphisms, so is ψ (see [Con24d,
Theorem 2.11]). It can even be extended to a KR-module isomorphism. Consequently, the map ⟨·, ·⟩ is a
KR-metric on KR. By Proposition 5.2.11, it must be of the form ⟨·, ·⟩u for some u ∈

⊕
σ∈Σ∞

K
R>0. Then we

have
⟨ψ(x), ψ(y)⟩u = ⟨ψ(x), ψ(y)⟩ = ⟨x, y⟩L,

for v, w ∈ KR. By extending this over KR, we can say that φ is an isometry with metrized S-line bundles
(L, ⟨·, ·⟩) and (I, ⟨·, ·⟩u). We see that (L, ⟨·, ·⟩) and (I, ⟨·, ·⟩u) are isometric. In its turn (I, ⟨·, ·⟩u) is isometric
to (uΨ(I), ⟨·, ·⟩u). This follows directly from Lemma 5.2.16. Then

f([(I, u)S ]) = [(uΨ(I), ⟨·, ·⟩u)] = [(I, ⟨·, ·⟩u)] = [(L, ⟨·, ·⟩L)].

Therefore, the group homomorphism f is surjective.

It follows that the group homomorphism f induces a group isomorphism PicK,S
∼= MLK,S .

5.2.3 Ideal S-Lattices

At the beginning of the previous section, we explained that in this section we will use the S-Minkowski
embedding ΨS to view things in KS . Just like metrized S-line bundles, the extension of ideal lattices that we
will see in this section is not a complete extension. So if we take S = ∅, we do not recover ideal lattices as
defined in Definition 4.1.12. However, we use the ideas of being an ideal and lattice simultaneously. When
S = ∅, this was also done by [DB22] in Sections 1.2 and 2.5. Therefore, we generalize those constructions.
The proof of Theorem 5.2.26 uses the ideas of the proof of [DB22, Lemma 2.21]. Furthermore, the proof of
Proposition 5.2.23 is based on the proof for S = ∅ explained by De Boer in person.

Section 1.2 of [DB22] gives an alternative, more straightforward, definition of ideal lattices.
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Definition 5.2.19. An ideal lattice of K is defined as a complete lattice Γ ⊆ KR that satisfies Ψ(OK)Γ ⊆ Γ.

Since KR is a Euclidean space, we can use Definition 1.7.1 for the definition of a complete lattice. There is a
natural way of extending the definition of ideal lattices to the rings of S-integers.

Definition 5.2.20. An ideal S-lattice of K is defined as a lattice Γ ⊆ KS that satisfies Ψ(OK,S)Γ ⊆ Γ. The
set of ideal S-lattices is denoted by IdLatK,S .

Recall that KS is an abelian L-group. Therefore, in this case, we use Theorem 2.6.4 to say that a lattice in
KS is a discrete and co-compact subgroup. Recall the notation of DS from Equation (32).

Proposition 5.2.21. Let I ∈ IdK,S be non-zero and u ∈ K∗
S . Then uΨS(I) is an ideal S-lattice. Moreover,

its covolume is given by

covol(uΨS(I)) =

( ∏
ν∈S∞

∥uν∥ν

)
NOK,S

(I)
√
|dK |∞D−1

S .

Proof. In Theorem 3.4.6, we have seen that ΨS(I) is a lattice for any non-zero I ∈ IdK,S . Then in Lemma
3.4.5, we have seen that uΨS(I) is a lattice in KS of covolume

covol(uΨS(I)) =

( ∏
ν∈S∞

∥uν∥ν

)
covol(ΨS(I)).

In Proposition 3.4.8, we have seen that covol(ΨS(I)) = NOK,S
(I)
√
|dK |∞D−1

S . We get

covol(uΨS(I)) =

( ∏
ν∈S∞

∥uν∥ν

)
NOK,S

(I)
√
|dK |∞D−1

S .

It remains to show that Ψ(OK,S)(uΨS(I)) ⊆ uΨS(I). Proposition 3.3.16 tells us that ΨS is a ring homomor-
phism. Hence, we have

ΨS(OK,S)(uΨS(I)) ⊆ uΨS(IOK,S) = ΨS(I),

using that IOK,S = I.

In the classical work of lattices, we made a distinction between complete and not complete lattices (see
Definition 1.7.1). If a lattice Γ in Rm is not complete, then it might happen that Γ ∩ (Rm)∗ = ∅. In this case,
we view Rm as a ring by entry-wise multiplication. For example, take m = 2 and Γ the lattice spanned by
(0, 1). Then Γ is not complete as it is only spanned by one vector. Moreover, we have Γ = {(0, k) : k ∈ Z}
and (R2)∗ = {(x, y) : x, y ≠ 0}. Hence, we see that Γ ∩ (R2)∗ = ∅. If a lattice is complete in Rm, then it
will always contain a unit of Rm. Namely, a complete lattice covers all directions of Rm. So it must contain
an element that has non-zero entries. In Remark 2.6.5, we saw that our definition of lattices in an abelian
L-group is an extension of complete lattices in a Euclidean space. Therefore, we would like to obtain a similar
result. Recall Remark 3.3.18 for the multiplicative units of KS denoted by K∗

S .

Lemma 5.2.22. Let Γ be a lattice of KS . Then Γ ∩K∗
S ̸= ∅.

Proof. Suppose, for the matter of contradiction, that Γ ∩K∗
S = ∅. Consider the projections from Γ into Kν

for all ν ∈ S∞. If the images of all projections are not equal to {0}, then you can construct an element with
all non-zero entries in Γ, since Γ is closed under addition. This would contradict the assumption. Hence, there
exists some ν ∈ S such that the image of the projection of Γ into Kν equals {0}. Fix such a ν ∈ S∞, and let
ρ : KS → Kν be the corresponding projection. If A is open in Kν then ρ−1(A) is open in KS . This follows
from the fact that KS is endowed with the product topology. Moreover, the map ρ is an open mapping
(see [Sin19, Proposition 2.2.2]). For x ∈ Kν , let x

ν denote the element in KS which has all zero entries
except for x at the entry of ν. This notation will only be used throughout this proof. Consider the map
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f : Kν → KS defined by f(x) = xν . This is an injective map, and hence f induces a bijection f : Kν → f(KS).
We claim that f is a homeomorphism. Therefore, it remains to show that f and its inverse, denoted by
f ′ : f(Kν) → Kν , are continuous. So take any open subset A ⊆ f(Kν). Then f

−1(A) = ρ(A). So this is open
since ρ is an open mapping. We conclude that f is continuous. Now, take any closed subset A ⊆ Kν . Then
(f ′)−1(A) = {xν ∈ KS : x ∈ A}. This set is given by the product of A at ν and {0} at all η ∈ S∞\{ν}. Since
A is closed in Kν and {0} in Kη for all S∞\{ν}, we have that (f ′)−1(A) is closed in KS . So we can see that
f ′ is also continuous. Consequently, we know that Kν and f(Kν) are homeomorphic.

Now, consider the canonical map ϕ : KS → KS/Γ. Since we endow KS/Γ with the quotient topology, this
map is continuous. Take xν , yν ∈ f(Kν) for some x, y ∈ Kν . If ϕ(xν) = ϕ(yν), then xν − yν ∈ Γ. Since
the image of the projection of Γ into Kν equals {0}, we must have x = y. Therefore, also xν = yν . It
follows that ϕ is injective on f(Kν). Therefore, the map ϕ induces a bijection ϕ : f(Kν) → ϕ(f(Kν)).
We claim that this is a homeomorphism. Since ϕ is already continuous, it remains to show that the
inverse, denoted by ϕ′ : ϕ(f(Kν)) → f(Kν) is continuous. So take any open subset A ⊆ f(Kν). Then
(ϕ′)−1(A) = {[a] ∈ KS/Γ : a ∈ A}. With respect to the quotient topology, this is open in KS/Γ if

ϕ−1({[a] ∈ KS/Γ : a ∈ A}) = A+ Γ

is open in KS . Write A+Γ =
⋃

u∈Γ(A+u). By Corollary 2.1.4, the set A+u is open for all u ∈ Γ. Therefore,
the sum A+Γ is open in KS since it is a union of open sets. This shows that ϕ′ is continuous. Consequently,
we see that f(Kν) and ϕ(f(Kν)) are homeomorphic.

In conclusion, we have that Kν and f(Kν) are homeomorphic, and f(Kν) and C := ϕ(f(Kν)) are homeomor-
phic. It follows that Kν and C are homeomorphic. We claim that C is closed in KS/Γ. Since Γ is a lattice, it
is co-compact, i.e. KS/Γ is compact. It would follow from the claim that C is compact (see [Sin19, Theorem
5.1.7]). This means that Kν is compact, reaching a contradiction. Hence, the assumption that Γ ∩KS = ∅ is
not true.

It remains to show the claim. With respect to the quotient topology, the set C is closed in KS/Γ if ϕ−1(C) is
closed in KS . We have

ϕ−1(C) = ϕ−1(ϕ(f(Kν))) = f(Kν) + Γ.

So we must show that A := f(Kν) + Γ is closed in KS . We will use the metric space (KS , dS), introduced in
Proposition 3.3.10, to show this. Let u ∈ KS be a limit point of A. This means that there exists a sequence
(ui)i≥1 such that ui ∈ BdS (u, i−1)\{u} ∩A for all i ∈ Z>0. In particular, this sequence converges to u in KS .
Since ui ∈ A = f(Kν) + Γ, there exist xi ∈ Kν and vi ∈ Γ such that ui = xνi + vi for all i ∈ Z>0. We know
that the entry of vi at ν equals zero, and xνi has only non-zero entry at ν. Hence, for any i, j ∈ Z>0, we have
by construction of dS that

dS(ui, uj) = dS(vi, vj) + dS(x
ν
i , x

ν
j ).

Since ui ∈ BdS (u, i−1) for all i ∈ Z>0, we have dS(ui, uj) <
2

min{i,j} . So

dS(vi, vj) = dS(ui, uj)− dS(x
ν
i , x

ν
j ) < dS(ui, ui) <

2

min{i, j}
.

Hence, if i, j → ∞, we have dS(vi, vj) → 0. In conclusion, the sequence (vi)i≥1 is a Cauchy sequence in Γ.
In particular, the sequence (vi)i≥1 is a Cauchy sequence in KS . The metric space (Kη, dη) is complete for
all η ∈ S∞. Proposition 17.11 in [Sut09] tells us that this property is preserved under finite products of
topological spaces. Thus, the metric space (KS , dS) is complete. Therefore, the sequence (vi)i≥1 converges to
some v ∈ KS . Since Γ is a lattice in KS , in particular a discrete subgroup of KS , we know by Proposition
2.3.3 that Γ is closed in KS . Consequently, it must contain the limit v. Since Γ is discrete in KS , there exists
some open set B in KS such that v ∈ B and Γ∩B = {v}. For big enough k ∈ Z>0, we have BdS (v, k−1) ⊆ B.
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Fix such a k ∈ Z>0. Moreover, for big enough m ∈ Z>0, the set BdS (v, k−1) ∩ Γ contains vi for all integers
i ≥ m, so we see that vi = v for i ≥ m. Then for i, j ≥ m, we have

dS(x
ν
i , x

ν
j ) = dS(ui, uj)− dS(vi, vj) = dS(ui, uj) <

2

min{i, j}
.

Thus, if i, j → ∞, we have dS(x
ν
i , x

ν
j ) → 0. Using the construction of dS , we also have dν(xi, xj) → 0. This

means that the sequence (xi)i≥1 is a Cauchy sequence in Kν . Since the metric space (Kν , dν) is complete,
the sequence (xi)i≥1 converges to some x ∈ Kν . It follows that the sequence (xνi )i≥1 converges to xν in KS .
Note that xν ∈ f(Kν).

In summary, we have a sequence (xνi )i≥1 converging to xν ∈ f(Kν) and a sequence (vi)i≥1 converging to some
v ∈ Γ. Hence, we also have that the sequence (ui = xνi + vi)i≥1 converges to xν + v ∈ A. By the uniqueness
of limits in a Hausdorff space, we know that u = xν + v ∈ A. We conclude that A contains all its limit points.
Thus, the set A is closed in KS .

We can use this result to prove that any ideal S-lattice has a specific form.

Proposition 5.2.23. Any ideal S-lattice of K is of the form uΨS(I), for some u ∈ K∗
S and non-zero integral

ideal I ⊆ OK,S .

Proof. Let Γ ∈ IdLatK,S . By Lemma 5.2.22, we can find some u ∈ Γ ∩K∗
S . Since Γ is an ideal S-lattice,

we have ΨS(OK,S)Γ ⊆ Γ. This means that uΨS(OK,S) ⊆ Γ since u ∈ Γ. By Proposition 5.2.21, we have
that uΨS(OK,S) is an ideal S-lattice. Therefore, we can take the quotient of lattices Γ/uΨS(OK,S). By
Proposition 2.5.8, this quotient group has a finite order. Denote this order by k ∈ Z>0. Then for any v ∈ Γ,
we have ΨS(k)v ∈ uΨS(OK,S). So

uΨS(OK,S) ⊆ Γ ⊆ u

ΨS(k)
ΨS(OK,S).

Set w := ΨS(k)
u ∈ K∗

S . Then

wΓ ⊆ ΨS(k)

u

(
u

ΨS(k)
ΨS(OK,S)

)
= ΨS(OK,S).

Since ΨS is injective, we have Ψ−1
S (wΓ) ⊆ OK,S . Now, we know that w ∈ K∗

S and Γ is a lattice. It follows
from Lemma 3.4.5 that wΓ is a lattice. Then we know that Ψ−1

S (wΓ) is a subgroup of OK,S as ΨS is a ring
homomorphism (see Proposition 3.3.16). We claim that Ψ−1

S (wΓ) is even an integral ideal of OK,S . In that
case, since ΨS is surjective on ΨS(OK,S) and wΓ ⊆ ΨS(OK,S), we have wΓ = ΨS(I), where I = Ψ−1

S (wΓ).
We obtain that Γ = w−1ΨS(I), and the result follows.

It remains to show the claim. Take any x ∈ OK,S and y ∈ Ψ−1
S (wΓ). We must show that xy ∈ Ψ−1

S (wΓ).
Note that there exists some v ∈ Γ such that ΨS(y) = wv. Then

ΨS(xy) = ΨS(x)ΨS(y) = ΨS(x)wv ∈ ΨS(x)wΓ. (89)

Notice that
ΨS(OK,S)(wΓ) = wΨS(OK,S)Γ ⊆ wΓ,

using that Γ is an ideal S-lattice. In particular, we have ΨS(x)wΓ ⊆ wΓ. So (89) tells us that ΨS(xy) ∈ wΓ.
We get that xy ∈ Ψ−1

S (wΓ). This shows that Ψ−1
S (wΓ) is an integral ideal of OK,S .

By Proposition 5.2.21, we know that uΨS(I) is an ideal S-lattice for any non-zero I ∈ IdK,S and u ∈ K∗
S .

This includes the ideal S-lattices uΨS(I) for some non-zero integral ideal I ∈ IdK,S and u ∈ K∗
S . Hence,

Proposition 5.2.23 states we have a set equality given by

IdLatK,S = {uΨS(I) : u ∈ K∗
S , I ∈ IdK,S \{(0)}}. (90)

We use this convention. So whenever we take uΨS(I) ∈ IdLatK,S , we take a non-zero I ∈ IdK,S and u ∈ K∗
S .
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Corollary 5.2.24. The set IdLatK,S attains an abelian group structure.

Proof. For uΨS(I), vΨS(J) ∈ IdLatK,S , we construct an operation, denoted by ⋄, by

uΨS(I) ⋄ vΨS(J) := uvΨS(IJ).

This operation is closed by set equality (90). Moreover, this operation is associative and abelian, since these
are properties of the multiplication in K∗

S and fractional ideals. The unit element is given by ΨS(OK,S).
Moreover, the element uΨS(I) ∈ IdLatK,S has inverse u−1ΨS(I

−1).

We would like to find a group isomorphism between PicK,S and IdLatK,S . Namely, we can associate an ideal
S-lattice to an Arakelov S-divisor. Let D = (I, u)S be an Arakelov S-divisor, where I ∈ IdK,S is non-zero
and u ∈

∏
σ∈Σ∞

K
R>0. Recall that KR =

∏
σ∈Σ∞

K
Kσ and

KS =
∏

ν∈S∞

Kν =
∏

σ∈Σ∞
K

Kσ ×
∏
p∈S

Kp = KR ×
∏
p∈S

Kp.

So we can embed u into KS by defining
ũ := (u, 1, . . . , 1︸ ︷︷ ︸

#S times

).

Since u has positive real entries, we have ũ ∈ K∗
S . Hence, to any Arakelov S-divisor D = (I, u)S we can

associate the ideal S-lattice ũΨS(I). Writing u = (uσ)σ∈Σ∞
K
, by Proposition 5.2.21, the covolume is given by

covol(ũΨS(I)) =

 ∏
σ∈Σ∞

K

∥uσ∥σ
∏
p∈S

∥1∥p

NOK,S
(I)
√
|dK |∞D−1

S

=

 ∏
σ∈Σ∞

K

∥uσ∥σ

NOK,S
(I)
√
|dK |∞D−1

S .

However, this association is not enough for a group isomorphism.

Definition 5.2.25. Let Γ,Γ′ ∈ IdLatK,S , then we write Γ ∼ Γ′ if and only if there exists u ∈ K∗
S such that

uΓ = Γ′ and |uσ|σ = 1 for all σ ∈ Σ∞
K .

It is a direct verification that the rule ∼ defines an equivalence relation on IdLatK,S . The quotient group

IdLatK,S / ∼ will be denoted by ĨdLatK,S . For Γ ∈ IdLatK,S , we denote its equivalence class in ĨdLatK,S by
[Γ].

Theorem 5.2.26. The group homomorphism f : DivK,S → ĨdLatK,S given by (I, u)S 7→ [ũΨS(I)] induces a

group isomorphism PicK,S
∼= ĨdLatK,S .

Proof. The map f sends (OK,S , (1)σ∈Σ∞
K
)S to [ΨS(OK,S)]. Equivalently, the map f sends the unit element

of DivK,S to the unit element of IdLatK,S . For (I, u)S , (J, v)S ∈ DivK,S we have

f ((I, u)S + (J, v)S) = f ((IJ, uv)S) = [(̃uv)ΨS(IJ)] = [ũΨS(I)] ⋄ [ṽΨS(J)] = f ((I, u)S) ⋄ f ((J, v)S) .

This shows that f is a group homomorphism. Now, take any [uΨS(I)] ∈ ĨdLatK,S . We write

u =
(
(uσ)σ∈Σ∞

K
, (up)p∈S

)
∈ K∗

S ,

and define the elements v, w ∈ K∗
S by

v := ((|uσ|)σ∈Σ∞
K
, 1, . . . , 1︸ ︷︷ ︸
#S times

), w =

((
uσ

|uσ|σ

)
σ∈Σ∞

K

, (up)p∈S

)
.
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Then wvΨS(I) = uΨS(I). Moreover, we have

|wσ|σ =

∣∣∣∣ uσ|uσ|σ

∣∣∣∣
σ

=
|uσ|σ
|uσ|σ

= 1,

for all σ ∈ Σ∞
K . Therefore, we can conclude that vΨS(I) ∼ uΨS(I). We get that

f
(
(I, (|uσ|)σ∈Σ∞

K
)S
)
= [vΨS(I)] = [uΨS(I)].

This shows that f is surjective.

Next, we claim that ker(f) = PrinK,S . Take any divS(x) ∈ PrinK,S . We can write divS(x) = (x−1OK,S , u)S ,
where u = (|x|σ)σ∈Σ∞

K
∈
∏

σ∈Σ∞
K
R>0 (see Equation (70)). Note that ΨS(x

−1OK,S) = ΨS(x
−1)ΨS(OK,S).

Furthermore, define v ∈ K∗
S by

v := ΨS(x
−1)ũ =

((
|x|σ
x

)
σ∈Σ∞

K

, (x−1)p∈S

)
.

Then

|vσ|σ =

∣∣∣∣ |x|σx
∣∣∣∣
σ

=
|x|σ
|x|σ

= 1,

for all σ ∈ Σ∞
K . We have vΨS(OK,S) = vΨS(OK,S), with |vσ|σ = 1 for all σ ∈ Σ∞

K . In particular, this means
that vΨS(OK,S) ∼ ΨS(OK,S). With all these results, we obtain that

f
(
(x−1OK,S , u)S

)
= [ũΨS(x

−1OK,S)] = [ũΨS(x
−1)ΨS(OK,S)] = [vΨS(OK,S)] = [ΨS(OK,S)].

This shows that divS(x) ∈ ker(f). For the converse, take any (I, u)S ∈ ker(f), i.e. f ((I, u)S) = [ũΨS(I)]
equals [ΨS(OK,S)]. This means that there exists some v = (vσ)σ∈Σ∞

K
∈ KS such that |vσ|σ = 1 for all σ ∈ Σ∞

K ,
and vΨS(OK,S) = ũΨS(I). Since 1 ∈ OK,S , there exists some x ∈ I such that v = ũΨS(x). This implies that
v(ũ)−1 = ΨS(x), and so

vΨS(OK,S) = ũΨS(I) =⇒ vũ−1ΨS(OK,S) = ΨS(I) =⇒ ΨS(xOK,S) = ΨS(I) =⇒ xOK,S = I,

where in the last step we used that ΨS is injective. So

vΨS(OK,S) = ũΨS(I) = ũΨS(xOK,S) = ũΨS(x)ΨS(OK,S).

As ũ, vΨS(x) ∈ K∗
S , there exists some a ∈ O∗

K,S such that v = ΨS(ax)ũ. Since |vσ|σ = 1 for all σ ∈ Σ∞
K , we

also have |axuσ|σ = 1 (Here we use the convention of Remark 3.3.17). We obtain that |uσ|σ = |(ax)−1|σ. By
definition of (I, u)S , we have that uσ is real positive for all σ ∈ Σ∞

K . Therefore, we have uσ = |(ax)−1|σ for
all σ ∈ Σ∞

K . We see that

(I, u)S = (xOK,S , (|(ax)−1|σ)σ)S = (xaOK,S , (|(ax)−1|σ)σ)S = divS((xa)
−1),

where we used that a ∈ O∗
K,S , so aOK,S = OK,S . This implies that (I, u)S ∈ PrinK,S . Consequently, we

obtain that ker(f) = PrinK,S .

We conclude that f induces a group isomorphism

ĨdLatK,S
∼= DivK,S / ker(f) = DivK,S /PrinK,S = PicK,S .
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5.3 Topological Structure of the Arakelov S-Class Group

In this section, we endow PicK,S with a topological structure. This topology will be induced from the
topological structure on DivK,S . Therefore, we first investigate the topology on DivK,S . We will state some
general properties of these topological structures. Furthermore, we show how the topological structure on
PicK,S can be induced from a metric.

Recall that any Arakelov S-divisor D in DivK,S is given by a finite formal sum

D =
∑
p/∈S

npp+
∑

σ∈Σ∞
K

xσσ, np ∈ Z, xσ ∈ R.

Therefore, the Arakelov S-divisor D is determined by the coefficients

(np)p/∈S ∈
⊕
p/∈S

Z, (xσ)σ∈Σ∞
K

∈
∏

σ∈Σ∞
K

R.

Hence, we get

DivK,S
∼=
⊕
p/∈S

Z×
∏

σ∈Σ∞
K

R. (91)

Note that we take the direct sum for the finite places since we want all entries to be zero except for a
finite number of entries. Throughout this section, we often change between writing Arakelov S-divisors in
the multiplicative notation and their coefficients. We give

⊕
p/∈S Z the discrete topology, i.e. all subsets

of
⊕

p/∈S Z are open. Furthermore, we endow
∏

σ∈Σ∞
K
R with the Euclidean topology on Rr1+r2 . Now, we

can endow DivK,S with the product topology. If we take S = ∅, we also have a topology on DivK . This
topological structure for DivK was introduced on page 189 in [Neu99]. In Proposition 5.1.2, we saw that
DivK,S ⊆ DivK . The topology on DivK,S equals the subspace topology induced from the topology on DivK .
This is a direct consequence of the fact that we take the product topology on DivK and DivK,S , and the
discrete topology on

⊕
p/∈S Z.

Proposition 5.3.1. The product topology on DivK,S is locally compact and Hausdorff.

Proof. Since the discrete topology is Hausdorff, and any topology induced from a metric is Hausdorff (see
[Sut09, Proposition 11.5]), we know that the topological spaces

⊕
p/∈S Z,

∏
σ∈Σ∞

K
R are Hausdorff. Then the

topological space DivK,S is also Hausdorff, as the Hausdorff property is preserved under finite products
of topological spaces (see [Sin19, Theorem 4.4.4]). Similarly, the discrete topology is locally compact, so⊕

p/∈S Z is locally compact (it is not compact as the set is infinite). Also, as a consequence of the Heine-Borel
Theorem, we know that

∏
σ∈Σ∞

K
R is locally compact. Hence, we conclude that DivK,S is locally compact as

this property is preserved under finite products of topological spaces (see [Sin19, Theorem 5.4.6]).

The product topology is compatible with the group structure on DivK,S . This is a consequence of the
discrete topology on

⊕
p/∈S Z, and the Euclidean topology on

∏
σ∈Σ∞

K
R, which are compatible with addition.

Therefore, the group DivK,S becomes a topological group. Proposition 5.3.1 implies that DivK,S is a locally
compact group. We can endow PrinK,S ⊆ DivK,S with the subspace topology.

Proposition 5.3.2. The subspace PrinK,S of DivK,S is a discrete subgroup.

Proof. By Proposition 5.1.5, we know that PrinK,S forms a subgroup of DivK,S . We know that

PrinK,S ⊆ DivK,S ⊆ DivK .

Therefore, we may conclude that the topology on PrinK,S is the subspace topology induced from DivK . Since
we know that PrinK,S ⊆ PrinK , it suffices to show that PrinK is discrete (see Proposition 2.3.2 (ii.)). This is
shown in Proposition 1.9 of Chapter III in [Neu99].
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Recall that for a topological space X, the connected component of x ∈ X is given by the union of all the
connected sets containing x. This unique component will be denoted by C(x). One can show that connected
components of two different elements are either identical or disjoint. Therefore, the space X is a disjoint
union of its connected components. These results can be found in Proposition 3.2.2 of [Sin19]. In a discrete
space X, one has C(x) = {x} for all x ∈ X.

Proposition 5.3.3. Let D ∈ DivK,S , and denote its coefficients for p /∈ S by np ∈ Z. Then

C(D) = {(np)p/∈S} ×
∏

σ∈Σ∞
K

R.

Proof. This follows directly from the fact that
⊕

p/∈S Z has the discrete topology, and
∏

σ∈Σ∞
K
R the Euclidean

topology.

Now that we have explored the topological structure on DivK,S , we can move to the topological structure on
PicK,S . By definition, we have

PicK,S = DivK,S /PrinK,S .

Therefore, we endow PicK,S with the quotient topology induced from the topology on DivK,S .

Definition 5.3.4. The quotient topology on PicK,S induced from the product topology on DivK,S is called
the natural topology on PicK,S .

The natural topology on PicK,S is not random. If we take S = ∅, the natural topology on PicK coincides with
the topological structure of PicK as introduced on page 190 in [Neu99]. Now, let us look at some properties
of this topology on PicK,S .

Proposition 5.3.5. The natural topology turns PicK,S into a locally compact group.

Proof. By Proposition 5.3.2, we know that PrinK,S is a discrete subgroup of DivK,S . It follows from
Proposition 2.3.3 that it is closed in the locally compact group DivK,S . It follows from Proposition 2.2.2 that
PicK,S is a locally compact group.

We are going to examine the connected components of PicK,S . We took the Euclidean topology on
∏

σ∈Σ∞
K
R.

Specifically, it is induced by the metric

d(u, v) :=

√ ∑
σ∈Σ∞

K

(uσ − vσ)2,

for u, v ∈
∏

σ∈Σ∞
K
R. In Section 1.8, we have seen the inner product ⟨·, ·⟩R on KR. We can take the norm on

KR as ∥.∥R :=
√
⟨·, ·⟩R. This induces a metric given by dR(u, v) := ∥u− v∥R. Since

∏
σ∈Σ∞

K
R ⊆ KR, we can

restrict this metric to
∏

σ∈Σ∞
K
R. Specifically, we have

dR(u, v) :=

√ ∑
σ∈Σ∞

K

deg(σ)(uσ − vσ)2,

for u, v ∈
∏

σ∈Σ∞
K
R. Using Definition 1.2.4 of deg(σ) for some σ ∈ Σ∞

K , we have

d(u, v) ≤ dR(u, v) ≤ 2d(u, v),

for u, v ∈
∏

σ∈Σ∞
K
R. Thus, the metrics d and dR are Lipschitz equivalent (see [Sut09, Definition 6.33]). This

means that d and dR induce the same topology on
∏

σ∈Σ∞
K
R (see [Sut09, Proposition 6.34]). Hence, from

now and onward, we assume that the Euclidean topology on
∏

σ∈Σ∞
K
R is induced from the metric dR.
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Recall the group

TK,S =
∏

σ∈Σ∞
K

R/{log(â) : a ∈ O∗
K,S}

that we have seen in (69). Furthermore, in Theorem 5.1.16 we say that TK,S can be embedded into PicK,S .
This was given by the map ζS : TK,S → PicK,S defined by [(uσ)σ∈Σ∞

K
] 7→ [(OK , (e

−uσ)σ∈Σ∞
K
)S ]. We endow

TK,S with the quotient topology induced from the topology on
∏

σ∈Σ∞
K
R.

Lemma 5.3.6. The group homomorphism ζS : TK,S → PicK,S is continuous.

Proof. Let ϕ : DivK,S → PicK,S denote the canonical map. Take any open subset B ⊆ PicK,S . With respect
to the natural topology, this means that ϕ−1(B) is open in DivK,S . By the product topology on DivK,S ,
there exist open sets Zi ⊆

⊕
p/∈S Z and Ri ⊆

∏
σ∈Σ∞

K
R for all i ∈ I such that

ϕ−1(B) =
⋃
i∈I

Zi ×Ri,

where I is some index set. Now, since Ri is open, it is the union of some open balls in
∏

σ∈Σ∞
K
R. Therefore,

there exist open balls BdR(log(uj), εj) for some εj ∈ R>0 and uj ∈
∏

σ∈Σ∞
K
R>0 such that

ϕ−1(B) =
⋃
i∈I

Zi ×Ri =
⋃
i∈I

⋃
j∈J

Zi ×BdR(log(uj), εj)

 ,

where J is some index set. Since ϕ is surjective, we have

B = ϕ(ϕ−1(B))

= ϕ

⋃
i∈I

⋃
j∈J

Zi ×BdR(log(uj), εj)


=
⋃
i∈I

⋃
j∈J

ϕ(Zi ×BdR(log(uj), εj))

 .

Now to see how ϕ maps these sets, we have to notice that the sets Zi × BdR(log(uj), εj) defines a set of
Arakelov S-divisors through isomorphism (91). Writing these in multiplicative notation, we get

B =
⋃
i∈I

⋃
j∈J

ϕ(Zi ×BdR(log(uj), εj))


=
⋃
i∈I

⋃
j∈J

ϕ

(I, v)S : (− ordp(I))p/∈S ∈ Zi, v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj




=
⋃
i∈I

⋃
j∈J

[(I, v)S ] : (− ordp(I))p/∈S ∈ Zi, v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj


 .

By construction of ζS , we have

ζS(TK,S) =

[(OK,S , u)S ] : u ∈
∏

σ∈Σ∞
K

R>0

 .
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Let L contain all the elements x ∈ K∗ such that xOK,S is represented in Zi for some i ∈ I. Then either
B ∩ ζS(TK,S) = ∅ or

B ∩ ζS(TK,S) =
⋃
x∈L

⋃
j∈J

[(xOK,S , v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj




=
⋃
x∈L

⋃
j∈J

[(OK,S , x̂v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj


 .

The last equality comes from the fact that [(xOK,S , v)S ] = [(OK,S , x̂v)S ] since

(OK,S , x̂v)S − (xOK,S , v)S = (x−1OK,S , x̂)S = divS(x).

Since ζS is injective, we have ζ−1
S (B) = ζ−1

S (B ∩ ζS(TK,S)). We obtain that ζ−1
S (B) = ∅ or

ζ−1
S (B) =

⋃
x∈L

⋃
j∈J

{[x̂v] : v ∈ BdR(log(uj), εj)}

 .

Now, the group homomorphism ζS is continuous if the latter is open with respect to the quotient topology on
TK,S . Let f :

∏
σ∈Σ∞

K
R → TK,S , be the canonical map. Then

f−1(ζ−1
S (B)) =

⋃
x∈L

⋃
j∈J

{x̂v : v ∈ BdR(log(uj), εj)}

+ {log(â) : a ∈ O∗
K,S}

=
⋃
x∈L

⋃
j∈J

x̂BdR(log(uj), εj)

+ {log(â) : a ∈ O∗
K,S}.

This is a union of translates of multiples of open balls. Therefore, this is open in
∏

σ∈Σ∞
K
R.

The following result will be needed and is Theorem 3.1.5 of [Sin19].

Lemma 5.3.7. Let X,Y be topological spaces. If f : X → Y is a continuous map of topological spaces and
X is connected, then f(X) is connected with respect to the subspace topology.

Proposition 5.3.8. Let [D] ∈ PicK,S , then C([D]) = [D]+ζS(TK,S). Consequently, the connected components
of PicK,S are given by the cosets of ζS(TK,S) in PicK,S .

Proof. Since a Euclidean space is connected, we have that
∏

σ∈Σ∞
K
R is connected. Hence, using the continuous

surjective canonical map f :
∏

σ∈Σ∞
K
R → TK,S and Lemma 5.3.7, we have that TK,S is connected. By Lemma

5.3.6, we know that ζS : TK,S → PicK,S is continuous. Again using Lemma 5.3.7, we know that ζS(TK,S) is
connected with respect to the subspace topology on PicK,S . Let ϕ : DivK,S → PicK,S be the canonical map.
By construction of ζS , we know that

ζS(TK,S) =

[(OK,S , v)S ] : v ∈
∏

σ∈Σ∞
K

R>0

 .

Then

ϕ−1(ζS(TK,S)) = PrinK,S +

(OK,S , v)S : v ∈
∏

σ∈Σ∞
K

R>0

 =
⋃

x∈K∗

(xOK,S , v)S : v ∈
∏

σ∈Σ∞
K

R>0

 .
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Now, we use isomorphism 91 to write the last set in terms of coefficients. We obtain that

ϕ−1(ζS(TK,S)) =
⋃

x∈K∗

{(ordp(x))p/∈S} ×
∏

σ∈Σ∞
K

R

 .

This is open in DivK,S with respect to the product topology. Thus, with respect to the quotient topology,
the subgroup ζS(TK,S) must be open in PicK,S . By Proposition 9.1.7 in [Coh13], we see that ζS(TK,S) must
be closed as well.

Fix any [D] ∈ PicK,S . The map f : PicK,S → PicK,S defined by f([D′]) = [D] + [D′] is a homeomorphism by
Proposition 2.1.2. It follows by Lemma 5.3.7 that f(ζS(TK,S)) = [D] + ζS(TK,S) is also connected. Hence, we
have

[D] + ζS(TK,S) ⊆ C([D]).

Suppose that [D] + ζS(TK,S) ̸= C([D]). Then C([D]) is a connected subset of PicK,S strictly containing
[D] + ζS(TK,S). We endow C([D]) with the subspace topology induced from PicK,S . Since ζS(TK,S) is both
open and closed in PicK,S , then [D] + ζS(TK,S) is both open and closed in C([D]). As C([D]) contains
[D] + ζS(TK,S) strictly, we have B := C([D])\([D] + ζS(TK,S)) ̸= ∅. Moreover, the subset B is both open and
closed in C([D]), since it is the complement of [D] + ζS(TK,S). As a result of this, we see that C([D]) admits
the partition B, [D] + ζS(TK,S). So C([D]) must be disconnected. This is impossible by the definition of a
connected component. So we actually have the equality C([D]) = [D] + ζS(TK,S).

Remark 5.3.9. In Definition 4.2.5, we have defined the notion of ideal equivalent Arakelov divisors. One
could easily extend this notion to the rings of S-integers. Namely, two Arakelov S-divisors D = (I, u)S and
D = (J, u′)S are called ideal equivalent if [I] = [I ′] in ClK,S . We have the short exact sequence

0 TK,S PicK,S ClK,S 0
ζS χ

,

with χ : PicK,S → ClK,S defined by [D] 7→ [I(D)]. So, if two Arakelov S-divisors D,D′ are ideal equivalent,
their image under χ is the same. Then [D−D′] ∈ ker(χ) = im(ζS), and so [D] ∈ [D′]+ζS(TK,S). The converse
is also true, if [D] ∈ [D′] + ζS(TK,S) then D and D′ are ideal equivalent. Hence, two Arakelov S-divisors are
ideal equivalent if and only if they belong to the same coset of ζS(TK,S) in PicK,S . By Proposition 5.3.8,
this means that two Arakelov S-divisors are ideal equivalent if and only if they lie on the same connected
component of PicK,S . ♦

We can define a distance function on the connected components of PicK,S . It turns out that this distance
function induces a metric on the connected components of PicK,S .

Using the group isomorphism log : R>0 → R, the group TK,S is also given by

TK,S =
∏

σ∈Σ∞
K

R>0/{â : a ∈ O∗
K,S}.

We will use this representation for TK,S from now on. With this ’new’ way of viewing TK,S , the group
homomorphism ζS is given by [u] 7→ [(OK,S , u)S ]. Now, consider the function δK,S : TK,S → R defined by

δ1K,S([u]) := inf
a∈O∗

K,S

∥ log(âu)∥R, (92)

where ∥.∥R :=
√
⟨·, ·⟩R is the norm on the Minkowski space KR. Since the norm is bounded from below by

the value zero, we know that the greatest lower bound (or infimum) exists. This follows from the Axiom of
Completeness for the real line.

Proposition 5.3.10. The function δK,S : TK,S → R is well-defined.
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Proof. For [u] = [v] in TK,S , there exists some a ∈ O∗
K,S such that u = âv. Then

δ1K,S([u]) = inf
b∈O∗

K,S

∥ log(b̂u)∥R = inf
b∈O∗

K,S

∥ log(b̂âv)∥R = inf
c∈O∗

K,S

∥ log(ĉv)∥R = δ1K,S([v]),

where we had set c = ab.

Let [D], [D] ∈ PicK,S be two Arakelov S-divisors that lie on the same connected component of PicK,S . Since
they lie on the same connected component in PicK,S , we have [D −D′] ∈ ζS(TK,S). Hence, there exists some
[(OK,S , u)S ] ∈ ζS(TK,S) such that

[D −D′] = [(OK,S , u)S ].

By injectivity of the group homomorphism ζS , we have that [(OK,S , u)S ] corresponds to the class [u] in TK,S .
Therefore, the class [u] in TK,S is uniquely determined by [D −D′]. Therefore, the following definition is
well-defined.

Definition 5.3.11. The distance between two equivalence classes of Arakelov S-divisors [D], [D′] ∈ PicK,S

that lie on the same connected component is defined by

δK,S([D], [D′]) := δ1K,S([u]),

such that [D −D′] = [(OK,S , u)S ].

Note that the distance is only defined for equivalence classes of Arakelov S-divisors that lie on the same
connected component.

Remark 5.3.12. This distance function is not random. If one takes S = ∅, this distance was introduced
in Chapter 6 of [Sch08]. However, rather than using the infimum, it uses the minimum. It is not proven in
[Sch08] that this minimum is attained. To show this, one might be able to use the fact that O∗

K is a complete
lattice in the (r1 + r2 − 1)-dimensional space given by

H :=

x ∈
∏

σ∈Σ∞
K

R :
∑

σ∈Σ∞
K

xσ = 0

 .

One can find this result in Theorem 7.3 of Chapter I in [Neu99]. But this is only a suggestion. One needs to
study this to see whether this idea works. For general S, this thesis has not studied whether a minimum is
attained in construction (92). However, since the theory works fine with the infimum, there is no need to
check for a minimum. ♦

Proposition 5.3.13. The function δK,S restricts to a metric on every connected component of PicK,S .

Proof. Let T be a connected component of PicK,S . Let us check the three conditions of a metric.

The output of δK,S is determined by the norm ∥.∥R on KR. Therefore, the function δK,S is always non-negative.
Note that δ1K,S is only zero at [(1)σ∈Σ∞

K
)] ∈ TK,S . Hence, for [D], [D′] ∈ T , we have

δK,S([D], [D′]) = 0 ⇐⇒ δK,S([D], [D′]) = δ1K,S([(1)σ∈Σ∞
K
)])

⇐⇒ [D −D′] = [(OK,S , (1)σ∈Σ∞
K
)S ]

⇐⇒ [D] = [(OK,S , (1)σ∈Σ∞
K
)S ] + [D′]

⇐⇒ [D] = [D′].

Here we used that (OK,S , (1)σ∈Σ∞
K
)S defines the zero Arakelov S-divisor. We conclude that δK,S satisfies the

first condition of a metric.
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Let [D], [D′] ∈ T . Then there exists some [(OK,S , v)S ] ∈ ζS(TK,S) such that [D −D′] = [(OK,S , v)S ]. So

[D′ −D] = [−(OK,S , v)S ] = [(OK,S , v
−1)S ].

We obtain that

δK,S([D
′], [D]) = δ1K,S([v

−1]) = inf
a∈O∗

K,S

∥ log(âv−1)∥R = inf
a∈O∗

K,S

∥ − log(âv)∥R,

where in the last step, we can take out the −1 power since running over a ∈ O∗
K,S is the same as running

over a−1 ∈ O∗
K,S . Then

δK,S([D
′], [D]) = inf

a∈O∗
K,S

∥ log(âv)∥R = δ1K,S([v]) = δK,S([D], [D′]).

So the function δK,S is symmetric.

Let [D1], [D2], [D3] ∈ T . Then there exist [(OK,S , u)S ], [(OK,S , v)S ] ∈ ζS(TK,S) such that

[D1 −D2] = [(OK,S , u)S ],

[D2 −D3] = [(OK,S , v)S ].

Adding these two equations, we get
[D1 −D3] = [(OK,S , uv)S ].

We obtain that

δK,S([D1], [D3]) = δ1K,S([vw]) = inf
a∈O∗

K,S

∥ log(âvw)∥R = inf
b,c∈O∗

K,S

∥ log(b̂ĉvw)∥R,

where in the last step, we use that running over a ∈ O∗
K,S is the same as running over b, c ∈ O∗

K,S . So

δK,S([D1], [D3]) = inf
b,c∈O∗

K,S

∥ log(b̂v) + log(ĉw)∥R

≤ inf
b∈O∗

K,S

∥ log(b̂v)∥R + inf
c∈O∗

K,S

∥ log(ĉw)∥R

= δ1K,S([v]) + δ1K,S([w])

= δK,S([D1], [D2]) + δK,S([D2], [D3]).

In these calculations, we used the triangle inequality for the norm ∥.∥R. Hence, the function δK,S satisfies the
triangle inequality.

Since the function δK,S : T × T → R satisfies all conditions, we conclude that it is a metric on T .

Let T be a connected component of PicK,S . Then Proposition 5.3.13 tells us that we have a metric space
(T, δK,S). Therefore, it makes sense to talk about the open balls.

Lemma 5.3.14. Let T be a connected component of PicK,S . Then for any ε ∈ R>0 and any [(I, u)S ] ∈ T
one has

BδK,S ([(I, u)S ], ε) =

[(I, v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(uv−1)∥R < ε

 .
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Proof. Set

A :=

[(I, v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(uv−1)∥R < ε

 .

The open ball of radius ε ∈ R>0 with center [(I, u)S ] ∈ T is given by

BδK,S ([(I, u)S ], ε) = {[(J, v)S ] ∈ T : δK,S([(I, u)S ], [(J, v)S ]) < ε}.

Take any [(J, v)S ] ∈ B
δK,S
ε ([(I, u)S ]). By Remark 5.3.9, there exists an x ∈ K∗ such that J = xI. We get that

[(J, v)S ] = [(xI, v)S ] = [(I, w)S ],

for some w ∈
∏

σ∈Σ∞
K
R>0. It follows that [(I, w)S ] ∈ BδK,S ([(I, u)S ], ε), and so

ε > δK,S([(I, u)S ], [(I, w)S ]) = δ1K,S([uw
−1]).

We obtain that

BδK,S ([(I, u)S ], ε) =

[(I, v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and δ1K,S([uv
−1]) < ε

 .

Let [(I, v)S ] ∈ BδK,S ([(I, u)S ], ε). Then

ε > δ1K,S([uv
−1]) = inf

a∈O∗
K,S

∥ log(âuv−1)∥R.

By definition of the infimum, there exists an a0 ∈ O∗
K,S such that ∥ log(â0uv−1)∥R < ε. Therefore, we get

that [(I, (â0)
−1v)S ] ∈ A. Since a0 is a unit of OK,S , we have [(I, (â0)

−1v)S ] = [(I, v)S ]. Hence, we have
[(I, v)S ] ∈ A. Conversely, take any [(I, v)S ] ∈ A. Then

ε > ∥ log(uv−1)∥R ≥ inf
a∈O∗

K,S

∥ log(âuv−1)∥R = δ1K,S([uv
−1]).

Thus, we see that [(I, v)S ] ∈ BδK,S ([(I, u)S ], ε). By set inclusion from both sides, we get that

BδK,S ([(I, u)S ], ε) = A.

For any ε ∈ R>0, the open ball BδK,S ([D], ε) is contained in the connected component T of PicK,S such that
[D] ∈ T . But we can still use the group operation of PicK,S on the open ball. So we can add any other
element of PicK,S . We get the following result.

Lemma 5.3.15. For any ε ∈ R>0 and [D], [D′] ∈ PicK,S one has

[D′] +BδK,S ([D], ε) = BδK,S ([D +D′], ε).

Proof. Let T be a connected component of PicK,S and take [D1], [D2] ∈ T . Then for any [D3] ∈ PicK,S , we
have

δK,S([D1 +D3], [D3 +D2]) = δK,S([D1], [D2]). (93)

This follows from the fact that

[(D1 +D3)− (D3 +D2)] = [D1 −D2].

Now, take any
[D′] + [D′′] ∈ [D′] +BδK,S ([D], ε).
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Then δK,S([D], [D′′]) < ε. So by Equation (93), we get

δK,S([D +D′], [D′ +D′′]) = δK,S([D], [D′′]) < ε.

It follows that [D′] + [D′′] ∈ BδK,S ([D +D′], ε).

Conversely, take any [D′′] ∈ BδK,S ([D +D′], ε). Then δK,S([D +D′], [D′′]) < ε. Set D′′′ := D′′ −D′. Then
by Equation (93), we get

δK,S([D], [D′′′]) = δK,S([D +D′], [D′ +D′′′]) = δK,S([D +D′], [D′′]) < ε.

Thus, we get that [D′′′] ∈ BδK,S ([D], ε). Since, D′′′ := D′′ −D′, we get that

D′′ ∈ [D′] +BδK,S ([D], ε).

As in Proposition 5.3.8, we endow the connected components of PicK,S with the subspace topology induced
from the natural topology on PicK,S .

Theorem 5.3.16. The metric δK,S induces the subspace topology on the connected components of PicK,S .

Proof. Let T be a connected component of PicK,S . Take any open subset A ⊆ T with respect to the metric
δK,S on T . Since open balls form a basis of a metrizable topology, we know that A can be written as the
union of open balls. Hence, in order to show that A is open with respect to the subspace topology, it suffices
to show that an open ball is open with respect to the subspace topology. By the construction of the subspace
topology, it suffices to show that it is open in PicK,S with respect to the natural topology. So consider an
open ball B := BδK,S ([(I, v)S ], ε) for some ε ∈ R>0 and [(I, v)S ] ∈ T . Now, let ϕ : DivK,S → PicK,S be the
canonical map. Then B is open with respect to the natural topology if ϕ−1(B) is open in DivK,S . By Lemma
5.3.14, we have

B =

[(I, v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(uv−1)∥R < ε

 .

Then

ϕ−1(B) =

(I, v)S : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(uv−1)∥R < ε

+ PrinK,S

=

(I, v)S : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(uv−1)∥R < ε

+
⋃

x∈K∗

{(x−1OK,S , x̂)S},

where in the last step we Equation 70. Now, adding the two sets comes down to adding (I, v)S with
(x−1OK,S , x̂)S . We obtain that

ϕ−1(B) =
⋃

x∈K∗

(x−1I, x̂v)S : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(uv−1)∥R < ε

 .

Now, writing this in terms of the isomorphism (91), we have

ϕ−1(B) =
⋃

x∈K∗

{(ordp(x)− ordp(I))p/∈S} ×
(
− log(x̂) + BdR(− log(u), ε)

)
.

We know that {(ordp(x)− ordp(I))p/∈S} is open in the discrete topological space
⊕

p/∈S Z. Furthermore, we

know that BdR(− log(u), ε) is open in
∏

σ∈Σ∞
K
R. It follows from Corollary 2.1.4 that − log(x̂)+BdR(− log(u), ε)
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is open in
∏

σ∈Σ∞
K
R. It follows by the product topology that ϕ−1(B) is open in DivK,S . As a result of this,

we see that B is open in PicK,S with respect to the natural topology.

Conversely, suppose that A ⊆ T is open with respect to the subspace topology on T . Then by the subspace
topology, there exists some open subset B ⊆ PicK,S such that A = B ∩ T . With the same argument as in the
proof of Lemma 5.3.6, there exist open subsets Zi ⊆

⊕
p/∈S Z, εj ∈ R>0, and uj ∈

∏
σ∈Σ∞

K
R>0 such that

B =
⋃
i∈I

⋃
j∈J

[(I, v)S ] : (− ordp(I))p/∈S ∈ Zi, v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj


 ,

for some index sets I, J . Since T is a connected component of PicK,S , we know by Proposition 5.3.8 that
T = [D] + ζS(TK,S) for some [D] ∈ PicK,S . Thus, write D = (I, u), then

T = [D] +

[(OK,S , u)S ] : u ∈
∏

σ∈Σ∞
K

R>0

 =

[(I, u)S ] : u ∈
∏

σ∈Σ∞
K

R>0

 .

Let L contain all the elements x ∈ K∗ such that xI is represented in Zi for some i ∈ I. Then either B∩T = ∅
or

B ∩ T =
⋃
x∈L

⋃
j∈J

[(xI, v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj


 .

This follows from the fact that [(xI, v)S ] = [(I, x̂v)S ], so [(xI, v)S ] ∈ T . So we also have

B ∩ T =
⋃
x∈L

⋃
j∈J

[(I, x̂v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj




=
⋃
x∈L

⋃
j∈J

[(OK,S , x̂)S ] +

[(I, v)S ] : v ∈
∏

σ∈Σ∞
K

R>0 and ∥ log(ujv)∥R < εj


 ,

where in the last step one splits [(I, x̂v)S ] into the sum [(OK,S , x̂)S ] + [(I, v)S ]. By Lemma 5.3.14, this latter
equals

B ∩ T =
⋃
x∈L

⋃
j∈J

[(OK,S , x̂)S ] +BδK,S ([(I, u−1
j )S ], εj)

 .

By Lemma 5.3.15, we get that

B ∩ T =
⋃
x∈L

⋃
j∈J

BδK,S ([(I, x̂u−1
j )S ], εj)

 .

It follows that A = B ∩ T is either empty or given by the union of open balls. It follows that A is open with
respect to the metric.

So let us summarize what we have seen in this section. We endowed PicK,S with the natural topology. The
connected components, with respect to this topology, are given by the cosets of ζS(TK,S) in PicK,S . Every
connected component admits a metric, given by δK,S . This metric induces the subspace topology on the
connected components. The question remains whether we can recover the natural topology on PicK,S from
δK,S . This would mean that the natural topology is metrizable. But the function δK,S is only defined for
equivalence classes of Arakelov S-divisors that lie on the same connected component. Hence, we cannot
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extend δK,S to a metric on PicK,S . However, there is still a way to recover the natural topology on PicK,S

from δK,S .

Let X be a topological space and {Ci}i∈I a partition of X, for some index set I. We refer to the topology on
X as the natural topology. Suppose now that any Ci is a topological space as well (so we do not endow it
necessarily with the subspace topology). Then we can create a new topology on X that is induced from the
partition. We say A ⊆ X is open if A ∩Ci is open in Ci for all i ∈ I. It is not hard to verify that this gives a
topology on X. We refer to this as the partition topology on X. So we now have two topologies on X; the
natural topology and the partition topology. Are there cases in which they are equal? What if we would
endow Ci with the subspace topology induced from the natural topology? In that case, is it true that the
partition topology on X coincides with the natural topology on X?

Proposition 5.3.17. Endow any Ci with the subspace topology induced from the natural topology on X.
Then the partition topology on X coincides with the natural topology on X.

Proof. Suppose that A is open in X with respect to the partition topology. Then A ∩Ci is open in Ci for all
i ∈ I. By the subspace topology on Ci, this means that there exists some open subset Bi in X, with respect
to the natural topology, such that Bi ∩ Ci = A ∩ Ci for all i ∈ I. Then using that {Ci}i∈I forms a partition
of X, we have

A ∩X = A ∩

(⊔
i∈I

Ci

)
=
⊔
i∈I

(A ∩ Ci) =
⊔
i∈I

(Bi ∩ Ci) =

(⋃
i∈I

Bi

)
∩

(⊔
i∈I

Ci

)
=

(⋃
i∈I

Bi

)
∩X =

(⋃
i∈I

Bi

)
.

Since A = A∩X, we now know that A equals the union of open subsets with respect to the natural topology.
Hence, the subset A is open in X with respect to the natural topology.

Conversely, suppose that A is open in X with respect to the natural topology. Then A ∩ Ci is open in Ci for
all i ∈ I, by the subspace topology. This says exactly that A is also open in X with respect to the partition
topology.

The result of this proposition might feel trivial. But we wanted to specify this explicitly because we know
that PicK,S is the disjoint union of its connected components, which are also the cosets of ζS(TK,S) in PicK,S .
Let R be a set of representatives for PicK,S /ζS(TK,S). Then

PicK,S =
⊔

[D]∈R

([D] + ζS(TK,S)) .

By Theorem 5.3.16, the topology on the connected components is induced by δK,S . Hence, also the partition
topology on PicK,S is in some way induced by δK,S . We endowed the connected components with the subspace
topology induced from the natural topology on PicK,S . It follows from Proposition 5.3.17 that the partition
topology equals the natural topology on PicK,S . It allows us to conclude that the natural topology on PicK,S

is in some sense induced from δK,S . This is stated in Chapter 6 of [Sch08] for S = ∅. So while the distance is
only defined on the connected components (therefore δK,S is only a metric on the connected components) the
natural topology on PicK,S is still in a certain sense metrizable.

5.4 Reduced Arakelov S-Divisors

In Definition 4.2.3, we defined reduced Arakelov divisors. We saw that they play a major role in the
infrastructure. Recall that an Arakelov divisor D ∈ DivK is called reduced if it is of the form D = π(I) for
some I ∈ IdK such that 1 ∈ I is minimal. We can use the extension πS of the group homomorphism π seen
in Definition 5.1.11. It remains to generalize the notion of a minimal element in a fractional ideal of OK,S .
We want to obtain two things in the generalization. If we take S = ∅, we should recover the original setting.
Furthermore, only finitely many fractional ideals of OK,S may have 1 as a minimal element. This ensures
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that the number of reduced Arakelov S-divisors is finite. In this section, we propose two definitions that both
fulfill these wishes.

Trying to describe Definition 4.2.1 in words, we get that a minimal element of a fractional ideal of OK is
minimal with respect to every infinite place. This can be seen as being minimal in KR =

∏
σ∈Σ∞

K
Kσ. With

the S-integers, we have seen that it is useful to consider KS instead of KR. So, if we want to be minimal in
KS , we need to consider the finite places in S as well. Therefore, we get the following definitions.

Definition 5.4.1. Let x, y ∈ K∗, we write x ≼S y if |x|σ < |y|σ for all σ ∈ Σ∞
K and |x|p ≤ |y|p for all p ∈ S.

Note that ≼S is not a partial order as x ≼S y and y ≼S x does not imply that x = y.

Definition 5.4.2. Let I be a fractional ideal of OK,S . An element x ∈ I is called strongly S-minimal in I if
it is non-zero and if the only element y ∈ I for which y ≼S x is y = 0.

When we take S = ∅, we simply recover Definition 4.2.1. In this case, we still use the terminology of minimal
elements rather than strongly ∅-minimal elements. Furthermore, we use the notation ≼ rather than ≼∅
from Definition 5.4.1. In the general case, let us look into the existence of strongly S-minimal elements in a
fractional ideal.

Lemma 5.4.3. Let Γ be a lattice in KS and C ⊆ KS a compact subset. Then Γ ∩ C is a finite set.

Proof. Since Γ is a lattice, it is a discrete subgroup and therefore closed in KS (see Proposition 2.3.3). It
follows by the subspace topology that Γ ∩ C is closed in C. We obtain that Γ ∩ C is also compact in C (see
[Sin19, Theorem 5.1.7]). Since Γ ∩ C ⊆ Γ, it follows from Proposition 2.3.2 (ii.) that Γ ∩ C is discrete. We
see that Γ ∩ C is discrete and compact. It follows from Proposition 2.3.2 (iii.) that Γ ∩ C is a finite set.

Proposition 5.4.4. Let I ∈ IdK,S be non-zero, then I contains at least one strongly S-minimal element.

Proof. Take any arbitrary non-zero x0 ∈ I. If x0 is strongly S-minimal in I, then we are done. Otherwise,
there exists a non-zero x1 ∈ I such that x1 ≼S x0. In its turn, either x1 is strongly S-minimal in I, or there
exists a non-zero x2 ∈ I such that x2 ≼S x1. Continuing this process, we either terminate to an S-minimal
element of I, or we get an infinite sequence (xi)i≥0 of distinct non-zero elements of I such that xi+1 ≼S xi,
for all i ∈ Z≥0. We will show that the latter case reaches a contradiction. Hence, the existence of a strongly
S-minimal element in I is guaranteed. By the monotone convergence theorem in R, we have that the sequence
(|xi|ν)i≥0 convergences for all ν ∈ S∞. Set

αν := lim
i→∞

|xi|ν ,

for all ν ∈ S∞. This means that for any ν ∈ S∞ and for all ε ∈ R>0 there exist infinitely many i such that
|xi|ν ∈ [αν , αν + ε]. Let ε ∈ R>0 and s := #S∞. Then this means that there exist infinitely many i such that

αν ≤ |xi|ν ≤ αν +
ε

s
,

for all ν ∈ S∞. Set α :=
∑

ν∈S∞ αν , then for infinitely many i

α ≤
∑

ν∈S∞
|xi|ν ≤ α+ ε.

Using the metric dS on KS (see Equation (25)), we obtain that

α ≤ dS(ΨS(xi), 0) ≤ α+ ε.

Thus, there are infinitely many i such that ΨS(xi) ∈ {v ∈ KS : α ≤ dS(v, 0) ≤ α+ ε} =: A. Note that

A =
(
KS\BdS (0, α)

)
∩BdS [0, α+ ε],
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using the open and closed ball definition from the beginning of Section 3.3.1. Since A is an intersection of
closed sets, we know that it is closed in KS . Moreover, the set A is bounded by 2(α + ε). It follows by
Theorem 3.3.12 that A is compact in KS . By Theorem 3.4.6, we know that ΨS(I) forms a lattice in KS .
Since xi ∈ I, we get that ΨS(I) ∩A is an infinite set. This contradicts Lemma 5.4.3.

Example 5.4.5. Let K = Q, and so OK = Z. We have, up to equivalence, one Archimedean absolute value
given by the absolute value |.|∞ on Q. The prime ideals of Z are given by pZ for some prime number p ∈ Z.
Since any fractional ideal of Z factors into the non-zero prime ideals of Z, we know that the fractional ideals
of Z are given by a

bZ for a, b ∈ Z. In a fractional ideal, given by a
bZ, the minimal elements are given by{a

b
,−a

b

}
.

Namely, any other element in this fractional ideal is an integer multiple of one of these, hence bigger in
absolute value. Now, let S be the set only containing the prime ideal 2Z. By Proposition 3.1.4, the ring of
S-integers is given by Z

[
1
2

]
. Furthermore, in Proposition 3.2.1, we saw that the prime ideals of Z

[
1
2

]
are

given by pZ
[
1
2

]
for any prime number p ≠ 2. Consequently, the distinct fractional ideals of Z

[
1
2

]
are given

by a
bZ
[
1
2

]
for a, b ∈ Z such that a, b ≡ 1 mod 2.

Let us determine the strongly S-minimal elements of any fractional ideal of Z
[
1
2

]
. So consider the fractional

ideal I := a
bZ
[
1
2

]
for a, b ∈ Z such that a, b ≡ 1 mod 2. We claim that the strongly S-minimal elements are

given by {
±2k

a

b
: k ∈ Z

}
. (94)

To show the claim, let x := ±2k a
b for some k ∈ Z. Suppose there exists some non-zero y ∈ I such that

|y|2 ≤ |x|2, i.e. ord2(y) ≥ ord2(x) = k. Since y ∈ I, there exists some z ∈ Z
[
1
2

]
such that y = a

b z. Moreover,
we have ord2(z) = ord2(y) since a, b ≡ 1 mod 2. Set this integer equal to l ∈ Z. Then there exists some
m ∈ Z such that m ≡ 1 mod 2 and z = 2lm. We get that y = a

b 2
lm, with l ≥ k. Then

|y|∞ =
∣∣∣a
b
2lm

∣∣∣
∞

≥
∣∣∣a
b
2l
∣∣∣
∞

≥
∣∣∣a
b
2k
∣∣∣
∞

= |x|∞.

This means that there cannot exist a non-zero element y ∈ I such that y ≼S x. It follows that x ∈ I is
strongly S-minimal. Thus, all the elements of set (94) are strongly S-minimal. Any non-zero element of I
that is not included in this set is of the form a

b 2
km for some k,m ∈ Z such that m ≡ 1 mod 2 and m ̸= ±1.

Then this cannot be strongly S-minimal since a
b 2

k ≼S
a
b 2

km with a
b 2

k ∈ I. Hence, we showed that the set
(94) contains exactly all strongly S-minimal elements of I.

Observe, if we take a, b ≡ 1 mod 2, then a
b is minimal in a

bZ and strongly S-minimal in a
bZ
[
1
2

]
. ■

Now, the last observation of the example can be generalized. Recall Definition 3.2.4 of the fractional ideal
IS ∈ IdK for some I ∈ IdK,S .

Proposition 5.4.6. Let I ∈ IdK,S . If x ∈ IS is minimal, then it is strongly S-minimal in I.

Proof. In this proof, we will repeatedly use Definition 1.1.7 and Proposition 1.1.8. Suppose that x ∈ IS is
minimal. Then x is also contained in I = ISOK,S . Assume that there exists some y ∈ I such that y ≼S x.
Since y ∈ I we have yOK,S ⊆ I, i.e. I|yOK,S . This means that ordpOK,S

(I) ≤ ordpOK,S
(y) for all p /∈ S. By

the definition of IS , we have ordp(IS) = ordpOK,S
(I) for all p /∈ S. In Proposition 3.2.2, we have seen that

ordpOK,S
(y) = ordp(y) for all p /∈ S. We get that

ordp(IS) ≤ ordp(y), p /∈ S. (95)

Since x ∈ IS , we have xOK ⊆ IS , i.e. IS |xOK . This means that ordp(IS) ≤ ordp(x) for all p ∈ P0
K .

Furthermore, since y ≼S x, we have |y|p ≤ |x|p. Hence, we obtain that

ordp(y) ≥ ordp(x) ≥ ordp(IS) p ∈ S. (96)
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Combining (95) and (96), we see that ordp(IS) ≤ ordp(y) for all p ∈ P0
K . We conclude that IS |yOK , and so

yOK ⊆ IS . Since 1 ∈ OK , we get y ∈ IS . So we get y ∈ IS such that y ≼S x. But then also y ≼ x. Thus, by
the minimality of x ∈ IS , we must have y = 0. This exactly shows that x ∈ I is strongly S-minimal.

The converse of this proposition is not true as we can see from Example 5.4.5. Namely, take I = a
bZ
[
1
2

]
for

a, b ≡ 1 mod 2. Then IS = a
bZ. We have that 2a

b ∈ a
bZ
[
1
2

]
is strongly S-minimal but it is not minimal in a

bZ.
However, notice that the only fractional ideal of Z

[
1
2

]
containing 1 as strongly S-minimal element is Z

[
1
2

]
itself. Namely, the strongly S-minimal elements of I are given by ±2k a

b . Such an element equals 1 if and
only if k = 0 and a = b, using that a, b ≡ 1 mod 2. Moreover, the fractional ideal Z contains 1 as a minimal
element. Consequently, in this example, we see that 1 is strongly S-minimal in I if and only if it is minimal
is IS . This can also be generalized.

Lemma 5.4.7. Let I ∈ IdK,S . Then 1 ∈ I is strongly S-minimal if and only if 1 ∈ IS is minimal.

Proof. The if-statement is given by Proposition 5.4.6. For the converse, suppose that 1 ∈ I is strongly
S-minimal. First, we must show that 1 ∈ IS . We know by Equation (1) that

I = (I−1)−1 = {x ∈ K : xI−1 ⊆ OK,S}.

Since 1 ∈ I, we have I−1 ⊆ OK,S . Therefore, we know that I−1 is an integral ideal. Consequently, for all
p /∈ S there exists np ∈ Z≥0 such that I−1 =

∏
p/∈S(pOK,S)

np . Then

I =
∏
p/∈S

(pOK,S)
−np =⇒ IS =

∏
p/∈S

p−np .

We have 1 ∈ pk for all k ∈ Z≤0 and p ∈ P0
K . Since −np ≤ 0, we obtain that 1 ∈

∏
p/∈S p−np = IS . Now, we

can show that 1 ∈ IS is minimal. Assume that there exists some x ∈ IS such that x ≼ 1. Since x ∈ IS , we
have by Lemma 3.2.5 that |x|p ≤ 1 for all p ∈ S. Together with the fact that x ≼ 1, we obtain that x ≼S 1.
Since x ∈ IS , it is also contained in I = ISOK,S . By the strongly S-minimality of 1 ∈ I, we must have x = 0.
This exactly shows that 1 ∈ IS is minimal.

Now, we can generalize the notion of reduced Arakelov divisors.

Definition 5.4.8. An Arakelov S-divisor D ∈ DivK,S is called strongly reduced if it is of the form D = πS(I)
for some I ∈ IdK,S such that 1 ∈ I is strongly S-minimal. The set of strongly reduced Arakelov S-divisors is
denoted by RedsK,S .

If we take S = ∅, we recover Definition 4.2.3. In this case, we call an Arakelov divisor reduced instead of
strongly reduced. Moreover, we still denote the set of reduced Arakelov divisors by RedK .

Example 5.4.9. Note that the zero Arakelov S-divisor is given by (OK,S , (1)σ∈Σ∞
K
) = πS(OK,S). So the

zero Arakelov S-divisor is strongly reduced if 1 ∈ OK,S is strongly S-minimal. If I = OK,S , then IS = OK .
So by Proposition 5.4.6, it is enough to show that 1 ∈ OK is minimal. This is exactly what we showed in
Example 4.2.4. Hence, we know that 1 ∈ OK,S is strongly S-minimal, and πS(OK,S) is strongly reduced. ■

Theorem 5.4.10. The set of strongly reduced Arakelov S-divisors is finite.

Proof. Recall the bijection between fractional ideals of OK,S with the fractional ideals of OK coprime to S
from (23). Together with Lemma 5.4.7, we have a bijection between

{πS(I) : I ∈ IdK,S and 1 ∈ I is strongly S-minimal}

and
{π(I) : I ∈ IdcoK and 1 ∈ I is minimal}.
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So we get

#RedsK,S = #{πS(I) : I ∈ IdK,S and 1 ∈ I is strongly S-minimal}
= #{π(I) : I ∈ IdK coprime to S, and 1 ∈ I is minimal}
≤ #{π(I) : I ∈ IdK and 1 ∈ I is minimal}
= #RedK .

We see that RedK,S must be a finite set since RedK is finite (see [Sch08, Proposition 7.2]).

Now, we propose a second extension of minimal elements and reduced Arakelov divisors. In Definition 5.4.1,
we allowed equality at the finite places. But what if we remove those?

Definition 5.4.11. Let x, y ∈ K, we write x ≺S y if |x|ν < |y|ν for all ν ∈ S∞.

Note that ≺S is not a partial order as x ≺S y and y ≺S x does not imply that x = y.

Definition 5.4.12. Let I be a fractional ideal of OK,S . An element x ∈ I is called weakly S-minimal in I if
it is non-zero and if the only element y ∈ I for which y ≺S x is y = 0.

When we take S = ∅, we simply recover Definition 4.2.1. In this case, we still use the terminology of minimal
elements rather than weakly ∅-minimal elements. Now, let us look into the relation between weakly and
strongly S-minimal elements.

Proposition 5.4.13. Let I ∈ IdK,S . If x ∈ I is strongly S-minimal, then it is weakly S-minimal.

Proof. Assume that x ∈ I is strongly S-minimal. Suppose that there exists some non-zero y ∈ I such that
y ≺S x. Then it follows by definition that y ≼S x. Thus, by the strongly S-minimality of x, it follows that
y = 0. Hence, the element x is weakly S-minimal.

The result implies for any I ∈ IdK,S , we have

{strongly S-minimal elements of I} ⊆ { weakly S-minimal elements of I}.

The other set inclusion is not necessarily true.

Example 5.4.14. Let K = Q, and use the same convention as in Example 5.4.5. Except, for this time,
we take S = {5Z}. By Proposition 3.1.4, the ring of S-integers is given by Z

[
1
5

]
. Consider this ring as a

fractional ideal of itself. We will show that 2 ∈ Z
[
1
5

]
is weakly S-minimal but not strongly S-minimal. The

latter is easy to see since ord5(1) = ord5(2) = 0, and so 1 ≼S 2. Now, suppose that there exists some non-zero
x ∈ Z

[
1
5

]
such that |x|5 < |2|5. Equivalently, we have ord5(x) > ord5(2) = 0. So we have x ∈ Z

[
1
5

]
and

ord5(x) > 0. Consequently, we must have x = 5ka for some k ∈ Z>0 and a ∈ Z. But then it is impossible to
have |x|σ < |2|σ. Thus, there cannot exists a non-zero x ∈ Z

[
1
5

]
such that x ≼S 2. We conclude that the

element 2 in Z
[
1
5

]
is weakly S-minimal but not strongly S-minimal. ■

Corollary 5.4.15. Let I ∈ IdK,S be non-zero.

i.) Then I contains at least one weakly S-minimal element.

ii.) If x ∈ IS is minimal, then it is weakly S-minimal in I.

Proof. Statement (i.) is a direct consequence of Proposition 5.4.4 and 5.4.13. Statement (ii.) is a direct
consequence of Proposition 5.4.6 and 5.4.13.

Lemma 5.4.7 fails to hold for weakly S-minimal elements. To repeat the proof we would need that for any
I ∈ IdK,S and x ∈ I, one has x ∈ IS if and only if |x|p < 1 for all p ∈ S. But this is not the case as we saw in
Lemma 3.2.5.

Now we can generalize the notion of reduced Arakelov divisors once again.
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Definition 5.4.16. An Arakelov S-divisor D ∈ DivK,S is called weakly reduced if it is of the form D = πS(I)
for some I ∈ IdK,S such that 1 ∈ I is weakly S-minimal. The set of weakly reduced Arakelov S-divisors is
denoted by RedwK,S .

If we take S = ∅, we recover Definition 4.2.3. In this case, we call an Arakelov divisor reduced instead of
weakly reduced. Moreover, we still denote the set of reduced Arakelov divisors by RedK . A similar argument
as in Example 5.4.9 shows that the zero Arakelov S-divisor is weakly reduced.

We would like to show that RedwK,S is finite, just like RedsK,S . However, the proof of Theorem 5.4.10 uses
Lemma 5.4.7. We just saw that this lemma does not hold for weakly S-minimal elements. Hence, we would
have to reason differently. But we can use our analogue of Minkowski’s Convex Body Theorem that we have
seen in Theorem 3.3.23.

Theorem 5.4.17. The set of weakly reduced Arakelov S-divisors is finite.

Proof. Throughout this proof, we will use that a compact subset is Borel measurable (see Proposition 1.6.7).
Thus, we can take the measure of a compact subset.

Take any t ∈ [0, 12 ] such that ordp(t) = 0 for all p ∈ S. This can always be found. Namely, since S is finite, you
can pick any prime number p ∈ Z such that pOK does not have any p ∈ S in its factorization. Then t = p−1

does the job. Let D = πS(I) be a weakly reduced Arakelov S-divisor. Set u := (NOK,S
(I)−1/n)σ∈Σ∞

K
∈ KR,

then D = (I, u)S . Recall the notation
ũ := (u, 1, . . . , 1︸ ︷︷ ︸

#S times

).

We have ũ ∈ K∗
S . We know by Theorem 3.4.6 that ΨS(I) is a lattice in KS . Then by Lemma 3.4.5, we

have seen that ũΨS(I) is a lattice in KS . Therefore, we can consider its covolume. Recall that the DVR
Op = {x ∈ Kp : |x|p ≤ 1} is compact in Kp for all p ∈ S (see [Neu99, Proposition 5.1, Chapter II]). Since
its maximal ideal mp is closed in Op, it is also compact. In Section 3.3.1, we gave Op a finite measure with
respect to µp. By Proposition 1.6.4, it follows that mp has non-zero and finite measure with respect to µp.
So we can set

α :=
ε

2(r1+r2)

(
1

π

)r2

(∏
p∈S ∥t−1∥p

)
covol(ũΨS(I))∏

p∈S µp(mp)
,∈ R>0

for some ε ∈ R>1 close to 1. Set Aσ := {x ∈ Kσ : |x|σ ≤ α1/n} for any σ ∈ Σ∞
K . This set is closed and

bounded in Kσ. By Theorem 1.4.8, we know that Kσ is isomorphic to R or C. It follows by the Heine-Borel
theorem that Aσ is compact in Kσ for all σ ∈ Σ∞

K . For a real field embedding σ ∈ Σ∞
K , we have that µσ is

the Lebesgue measure on B(R). Then
µσ(Aσ) = 2α1/n.

For a complex field embedding σ ∈ Σ∞
K , we have that µσ is twice the Lebesgue measure on B(R2). Then

µσ(Aσ) = 2α2/nπ.

Consider the set

A :=
∏

σ∈Σ∞
K

Aσ ×
∏
p∈S

mp = {u ∈ KS : |uσ|σ ≤ α1/n for all σ ∈ Σ∞
k , |up|p < 1 for all p ∈ S}.

Then A is compact in KS , since it is a product of compact sets. Recall that µS =
⊗

ν∈S∞ µν . So its measure
with respect to µS is given by

µS(A) =
∏

σ∈Σ∞
k

µσ(Aσ)
∏
p∈S

µp(mp) = (2α1/n)r1(2α2/nπ)r2
∏
p∈S

µp(mp) = 2r1+r2πr2α
∏
p∈S

µp(mp).
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From the definition of α, we get

µS(A) = ε

∏
p∈S

∥t−1∥p

 covol(ũΨS(I)).

Since ε ∈ R>1, we have that

µS(A) >

∏
p∈S

∥t−1∥p

 covol(ũΨS(I)).

For any u ∈ A, we have −u ∈ A by the property that |x|ν = | − x|ν for all ν ∈ VK . Hence, the set A is
symmetric as defined in Definition 3.3.21. Furthermore, for any u, v ∈ A, we have that ΨS(t)u+ΨS(t)v ∈ A.
Namely, for any σ ∈ Σ∞

K , we have

|tuσ + tvσ|σ ≤ t(|uσ|σ + |vσ|σ) ≤
|uσ|σ + |vσ|σ

2
< α1/n,

using that t ∈ [0, 12 ]. For any p ∈ S, we have

|tup + tvp|p = |t|p|up + vp|p = |up + vp|p ≤ max{|up|p, |vp|p} < 1,

using that ordp(t) = 0 for all p ∈ S. Thus, the set A is ΨS(t)-convex as defined in Definition 3.3.22. Hence,
we can apply Theorem 3.3.23. It states that there exists a non-zero v ∈ ũΨS(I)∩A. So write v = ũΨS(a) for
some non-zero a ∈ I. Then ũΨS(a) ∈ A, and so

|NOK,S
(I)−1/na|σ < α1/n, |a|p < 1,

using the construction of ũ. Suppose that NOK,S
(I−1) > α. Then |a|σ < 1 for all σ ∈ Σ∞

K . Consequently, we
obtain that a ≺S 1. This contradicts the fact that 1 ∈ I is weakly S-minimal. Therefore, we must have that
NOK,S

(I−1) ≤ α. Since I is a fractional ideal containing 1, we know that I−1 is an integral ideal of OK,S . By
Proposition 1.1.10 (ii.), there can only exist finitely many integral ideals with bounded norm. We conclude
that only finitely many weakly reduced Arakelov S-divisors exist.

Remark 5.4.18. A consequence of Proposition 5.4.13 is that RedsK,S ⊆ RedwK,S . Hence, Theorem 5.4.10 is
also a consequence of Theorem 5.4.17. Furthermore, in contrast to the proof of Theorem 5.4.10, the proof of
Theorem 5.4.17 is independent of the fact that RedK is finite. Theorem 5.4.17 is therefore also a proof for
the finiteness of RedK . One needs to take S = ∅. ♦

In conclusion, we have seen two extensions of minimal elements and reduced Arakelov divisors. In both cases,
we recovered the original setting by taking S = ∅. Moreover, the number of strongly/weakly reduced Arakelov
S-divisors is always finite.

Algorithm 4.2.7 describes a reduction algorithm for Arakelov divisors. Given an Arakelov divisor of K it
returns a reduced Arakelov divisor that is ideal equivalent. In Remark 5.3.9, we saw that this is the same as
returning a reduced Arakelov divisor that lies on the same connected component of PicK . This algorithm
translates easily to Arakelov S-divisors in DivK,S .

Lemma 5.4.19. Let I ∈ IdK,S . If x ∈ I is strongly (resp. weakly) S-minimal, then 1 is strongly (resp.
weakly) S-minimal in x−1I.

Proof. We have 1 ∈ x−1I, so it remains to check whether it is strongly (resp. weakly) S-minimal. Suppose
that there exists y ∈ x−1I such that y ≼S 1 (resp. y ≺S 1). Then y can be written as x−1z for some z ∈ I,
which implies that x−1z ≼S 1 (resp. x−1z ≺S 1). Using the multiplicative property of absolute values, we get
z ≼S x (resp. z ≺S x). By the strongly (resp. weakly) S-minimality of x ∈ I, this implies that z = 0, and so
y = 0. We see that 1 ∈ x−1I is strongly (resp. weakly) S-minimal.
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Algorithm 5.4.20. (Reduction Algorithm for Arakelov S-Divisors)
Input: Any Arakelov S-divisor D of K.
Output: A strongly (resp. weakly) reduced Arakelov S-divisor D′ such that D and D′ lie on the same
connected component of PicK,S .

i.) Find I ∈ IdK,S and u ∈
∏

σ∈Σ∞
K
R>0 such that D = (I, u)S .

ii.) If 1 ∈ I is strongly (resp. weakly) S-minimal, then return D′ = πS(I). Else find a strongly (resp.
weakly) S-minimal element x ∈ I.

iii.) Return D′ = πS(x
−1I).

The correctness of the algorithm is an immediate consequence of Lemma 5.4.19. Note that x ∈ I in step
(ii.) is not unique. Namely, there might exist more than one strongly (resp. weakly) S-minimal element in I.
Therefore, the algorithm is not deterministic.

Remark 5.4.21. To finish this chapter, we would like to mention the paper titled ’Arakelovtheorie für
Zahlkörper’. This German paper is written by Eduard Hübschke in 1987 (see [Hüb87]). As the German title
suggests, this paper discusses Arakelov theory for number fields. It contains similar definitions and results as
seen in Section 4.1. Besides this, it treats Arakelov theory for S-integers. Almost all results of Section 5.1
can be found in this paper. However, all results in this thesis have been proved independently. It has to be
said that it deals Arakelov theory for S-integers in a more general matter. Namely, rather than considering
S-integers over the ring of integers OK , it looks into the rings of S-integers of any order of K. Furthermore,
it discusses Section 5.2.2 in a short manner. It shows how Theorem 5.2.18 only holds for the ring of integers
(maximal order) and not for any arbitrary order. All other sections discussed in this thesis are not contained
in this paper by Hübscke. ♦
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6 Fake Real Quadratic Orders

So far, we have built up Arakelov and Minkowski theory for the rings of S-integers of any number field. Now,
we want to apply this theory to a specific type of S-integers in an imaginary quadratic number field: fake
real quadratic orders. In particular, we want to give the Arakelov theoretical description of the infrastructure
for fake real quadratic orders. In this chapter, we will introduce fake real quadratic orders. We investigate its
structure and show some consequences of results that we have seen for the rings of S-integers. We end this
chapter by discussing the potential of an Arakelov theoretical description of the infrastructure. Throughout
this chapter, consider an imaginary quadratic number field K = Q(

√
d) for some fundamental discriminant

d ∈ Z<0. We use the convention about these types of number fields as described at the beginning of Section
1.3.

6.1 Structure

Let q ∈ Z be an odd prime number such that d is a square module q. Next, we want to investigate the integral

ideal qOK . Recall that OK = Z[ω], where ω = d+
√
d

2 . One can verify that ω is a root of the polynomial

f(t) = t2 − dt+
d2 − d

4
.

We know that d is a fundamental discriminant. So, by Definition 1.3.1, we know that d ̸= 1 is square-free and
d ≡ 1 mod 4, or d = 4D, where D ∈ Z is square-free and D ≡ 2, 3 mod 4. Hence, in all cases, we have that
4|d2 − d. Consequently, the polynomial f is contained in Z[t]. This lets us conclude that f is the minimal
polynomial of ω. Since d is a square modulo p, there exists some a ∈ Z such that a2 ≡ d mod q. So taking f
modulo q gives rise to

f = t2 − dt+
d2 − a2

4
=

(
t+

a− d

2

)(
t+

−a− d

2

)
.

If q = 2, we could not make this statement. That is why we restrict ourselves to odd primes. By the
Dedekind-Kummer Theorem (see [Sut24, Theorem 6.14]), we obtain that

qOK =

(
q, ω +

a− d

2

)(
q, ω +

−a− d

2

)
=

(
q,
a+

√
d

2

)(
q,
a−

√
d

2

)

is the unique factorization of qOK in the non-zero prime ideals of OK . Set

q :=

(
q,

√
d+ a

2

)
;

then we have shown that qOK = qq. Set S = {q} and S′ = {q}. We obtain the rings of S-integers OK,S and
OK,S′ of K. These rings are isomorphic by sending a ∈ OK,S to its complex conjugate a ∈ OK,S′ . Therefore,
up to isomorphism, it does not matter which prime ideal we take. Hence, the ring of S-integers obtained in
this way is completely determined by the prime number q ∈ Z.

Definition 6.1.1. Let K = Q(
√
d) for some fundamental discriminant d ∈ Z<0. Let q ∈ Z be an odd prime

such that d is a square module q. Take S to be the set only containing the unique, up to conjugation, non-zero
prime ideal q lying above q. Then the ring of S-integers OK,S , denoted by Od,q, is called a fake real quadratic
order of K.

We denote a fake real quadratic order by Od,q, because, up to isomorphism, it is completely determined by
the fundamental discriminant d ∈ Z<0 and an odd prime q ∈ Z such that d is a square module q.

We state some results regarding these fake real quadratic orders. Firstly, throughout this section let n ∈ Z≥0

denote the order of q in ClK . Throughout this thesis, the integer n denoted the degree of the number field K.
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But since K is fixed to be an imaginary quadratic field, there is no confusion. Using that NOK
is a group

homomorphism, Proposition 1.1.15 and 1.2.6 imply that

NOK
(q)NOK

(q) = NOK
(qq) = NOK

(qOK) = |NK|Q(q)| = q2 =⇒ NOK
(q) = NOK

(q) = q.

The set of fractional ideals, set of principal fractional ideals, and class group of Od,q will be denoted by
Idd,q,Pd,q,Cld,q, respectively. From Proposition 3.2.3 it follows that

Idd,q ∼= IdK /⟨q⟩, Cld,q ∼= ClK /⟨[q]⟩.

Therefore, denoting by hd,q the order of Cld,q, we hd,q = hK

n . A class number formula for fake real quadratic
orders is given in Theorem 1.9 of [Oh14].

There is something to say about the structure and units of Od,q. According to Proposition 3.1.4, we can write
Od,q = OK

[
a−1

]
, for some a ∈ OK\{0}. Explicitly, this element a satisfies ordq(a) > 0 and ordp(a) = 0 for

all p ̸= q. This means that a must be a generator of the principal integral ideal qn. Any such generator is
unique up to units of O∗

K . We have seen in Equation (5) that OK has only finitely many units. Let us denote
a generator by εq, and keep in mind that it is unique up to units of OK . We obtain that Od,q = OK

[
ε−1
q

]
.

Since εq ∈ qn ⊆ OK ⊆ Od,q, and ε
−1
q ∈ Od,q, we get that εq ∈ O∗

d,q. More generally, we have εkq ∈ O∗
d,q for all

k ∈ Z. On top of this, we know by Proposition 3.2.7 that

O∗
d,q = µK × ⟨ε⟩,

for some unit ε ∈ O∗
d,q. Note that in our case of an imaginary quadratic number field, we have µK = O∗

K .

If εq = εk for some integer k ̸= ±1, then the prime ideal q would have a smaller order than n. Hence, we
actually have εq = ε±1. We get that

O∗
d,q = O∗

K × ⟨εq⟩.

So a generator of the unit group O∗
K,S is equivalent to a generator of qn.

Note that we only have one infinite place of K. This corresponds to a pair of conjugate complex field
embeddings. Therefore, the only Archimedean absolute value on K is the absolute value |.|∞ on C. Since
O∗

K = µK , we have by Proposition 1.5.4 that |a|∞ = 1 for all a ∈ O∗
K . As stated before, the element εq is

unique up to units of O∗
K . So the value |εq|∞ is independent of the choice of generator of qn. Hence, the

following definition is well-defined.

Definition 6.1.2. The value log |εq|∞ is called the regulator of Od,q and is denoted by Rd,q.

The regulator of a fake real quadratic order can be seen as an analogue of the regulator of a real quadratic
number field. Namely, in that case, the regulator is defined by the logarithm of the absolute value of the
fundamental unit (see Section 1.3). In Section 4.3, we designed Algorithm 4.3.43 that could compute the
regulator of a real quadratic number field using the Arakelov infrastructure. So we wish to extend this to the
regulator of a fake real quadratic order. We will discuss the possibilities in the next section. We keep all the
notation and terminology introduced in the present section.

Remark 6.1.3. Wang has designed an infrastructure for fake real quadratic orders using the ideas of Section
1.3, rather than the ideas of the Arakelov theoretical description (see [Wan17, Section 3.4]). Firstly, she gives
an analogue of the principle cycle as seen in Definition 1.3.10. Thereafter, she describes a distance function
that can be used, along the principle cycle, to compute n ∈ Z≥0 (the order of q in ClK), rather than log |εq|∞.
However, Wang states that the designed Baby-Step Giant-Step infrastructure algorithm does not lead to any
faster way to determine n (or εq), than just computing the order of q and a generator of qn directly. ♦
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6.2 Arakelov Theoretical Description of the Infrastructure: A Discussion

The first step is to develop Arakelov theory for fake real quadratic orders. But this has already been done in
Chapter 5 for the rings of S-integers. So we can use those constructions. Arakelov S-divisors will be called
Arakelov q-divisors. The group of Arakelov q-divisors and the subgroup of principal Arakelov q-divisors is
denoted by Divd,q,Prind,q, respectively. An Arakelov q-divisor D in multiplicative notation will be given
by D = (I, u)q for some I ∈ Idd,q and u ∈ R>0. The Arakelov S-class group is called the Arakelov q-class
group and is denoted by Picd,q. Concerning Section 5.4, the strongly (resp. weakly) S-minimal elements of a
fractional ideal will be called strongly (resp. weakly) q-minimal. The set of strongly reduced (resp. weakly
reduced) Arakelov q-divisors is denoted by Redsd,q (resp. Redwd,q). Lastly, the group homomorphism πS is
denoted by πq.

Now that we have Arakelov theory for fake real quadratic orders, we can directly dive into the analogue
of Section 4.3. In this section, we will discuss the possibilities of this extension. But we also explain the
obstacles.

We have a reduction algorithm for Arakelov q-divisors as described in Algorithm 5.4.20. This algorithm
is similar to Algorithm 4.2.7. The first step in Section 4.3.1 was to develop a better reduction algorithm.
From this, we got Algorithm 4.3.8. Therefore, the first task would be to find a similar algorithm for fake real
quadratic orders. The algorithm heavily relies on the representation of fractional ideals as seen in Proposition
4.3.2. We used the fact that any fractional ideal of the ring of integers in a real quadratic number field is a
free Z-module of rank 2. We do not have such a statement for fractional ideals of Od,q. In particular, a fake
real quadratic order Od,q is not even a free Z-module. However, we will now prove that any fractional ideal
of Od,q is a free Z

[
ε−1
q

]
-module of rank 2.

Take any I ∈ Idd,q. We denote by Iq the fractional ideal of OK corresponding to I as described in Definition
3.2.4.

Lemma 6.2.1. For each I ∈ Idd,q, one has I = Iq
[
ε−1
q

]
. Consequently, any x ∈ I can be written as aεkq for

some k ∈ Z<0 and a ∈ Iq.

Proof. We know that I = IqOd,q. So any element x ∈ I can be written as x =
∑k

i=0 aibi with ai ∈ Iq and
bi ∈ Od,q for all 0 ≤ i ≤ k, and some k ∈ Z≥0. In its turn, since Od,q = OK

[
ε−1
q

]
, the bi’s can be written as

bi =

l∑
j=0

bij

εjq

for some bij ∈ OK for all 0 ≤ j ≤ l, and some l ∈ Z≥0. Combining these expressions, we obtain

x =

k∑
i=0

aibi =

k∑
i=0

ai

 l∑
j=0

bij

εjq

 .

Since ai ∈ Iq and bij ∈ OK , we know that aibij ∈ Iq for all i, j. Consequently, we can write

x =

m∑
i=0

ci
εiq
,

for some ci ∈ Iq for all 0 ≤ i ≤ m, and some m ∈ Z≥0. Then

x =
1

εmq

m∑
i=0

ciε
m−i
q .
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Since ci ∈ Iq and εkq ∈ OK for all k ∈ Z≥0, we know that ciε
m−i
q ∈ Iq for all 0 ≤ i ≤ m. Moreover, the

element c :=
∑m

i=0 ciε
m−i
q is contained in Iq. Consequently, we see that x = cε−m

q , and so x ∈ Iq
[
ε−1
q

]
. So

we have I ⊆ Iq
[
ε−1
q

]
. Conversely, since Iq ⊆ I and ε−1

q ∈ Od,q, we also have Iq
[
ε−1
q

]
⊆ IOd,q ⊆ I. So we see

that I = Iq
[
ε−1
q

]
.

Lemma 6.2.2. Let R be a domain and M an R-module. Then R[t]⊗R M ∼=M [t].

Proof. The isomorphism is given by extending the map f(t)⊗m 7→ mf(t) linearly over R.

Proposition 6.2.3. Let I ∈ Idd,q. Then I is a free Z
[
ε−1
q

]
-module of rank 2.

Proof. We have seen that the fractional ideal Iq of OK is a free Z-module of rank 2. The ring Z
[
ε−1
q

]
can

be viewed as a Z-module. It follows from Proposition 1.8.1 that Z
[
ε−1
q

]
⊗Z Iq is a free Z

[
ε−1
q

]
-module of

rank 2. Lemma 6.2.2 implies that Z
[
ε−1
q

]
⊗Z Iq ∼= Iq

[
ε−1
q

]
. By Lemma 6.2.1, we know that Iq

[
ε−1
q

]
= I. We

conclude that I is a free Z
[
ε−1
q

]
-module of rank 2.

From this result we conclude that for any I ∈ Idd,q there exist x, y ∈ I such that

I = xZ
[
ε−1
q

]
+ yZ

[
ε−1
q

]
.

Recall the definition of a primitive element from Definition 1.1.2.

Lemma 6.2.4. Let I ∈ Idd,q.

i.) An element x ∈ I is primitive if and only if it is part of a Z
[
ε−1
q

]
-basis.

ii.) The fractional ideal I contains a primitive element.

iii.) If x ∈ I is primitive, then 1 is primitive in x−1I.

Proof. To show Statement (i.), let x ∈ I be part of a Z
[
ε−1
q

]
-basis of I. Say this Z

[
ε−1
q

]
-basis is given by

the elements x, y ∈ I. Suppose that there exists some m ∈ Z>1 such that x ∈ mI. Then x
m ∈ I. Since

I = xZ
[
ε−1
q

]
+ yZ

[
ε−1
q

]
, there exist f, g ∈ Z

[
ε−1
q

]
such that x

m = fx + gy. We know that x, y form a

basis of I, so we can compare coefficients, i.e. f = 1
m . As m is an integer, the element f must be rational.

Consequently, we get that f ∈ Z
[
ε−1
q

]
∩Q. Since εq is not an integer, and is contained in OK , it must be

irrational. We conclude that Z
[
ε−1
q

]
∩Q = Z. So we have f,m ∈ Z such that f = 1

m . Therefore, we must
have m = ±1, reaching a contradiction with the choice of m. Thus, the element x is primitive in I.

Conversely, let x ∈ I be primitive. Since I is a free Z
[
ε−1
q

]
-module of rank 2, there exist y, z ∈ I such that

I = yZ
[
ε−1
q

]
+ zZ

[
ε−1
q

]
. Hence, there exist f, g ∈ Z

[
ε−1
q

]
such that x = fy + gz. With a similar argument

as in the proof of Lemma 6.2.1 (replacing OK by Z), we find that there exist a, b ∈ Z and k, l ∈ Z<0 such that
f = aεkq and g = bεlq. If gcd(a, b) > 1, then there exist c ∈ Z>1 and d, e ∈ Z such that x = c(dεkqy + eεlqz).
Then x ∈ cI, contradicting the assumption that x is primitive. We conclude that gcd(a, b) = 1. By Bezout’s
Identity, this means that there exist i, j ∈ Z such that ai + bj = 1. Consequently, one can verify that x
and −jε−l

q y + iε−k
q z are linearly independent and generate I. Consequently, they form a Z

[
ε−1
q

]
-basis for I.

Thus, the element x ∈ I is part of a Z
[
ε−1
q

]
-basis.

Statement (ii.) follows from Statement (i.) since a Z
[
ε−1
q

]
-basis can always be found for I.

To show Statement (iii.), let x ∈ I be primitive. Then by Statement (i.), we have that x is part of a
Z
[
ε−1
q

]
-basis. Let this Z

[
ε−1
q

]
-basis be given by x, y ∈ I. Then

I = xZ
[
ε−1
q

]
+ yZ

[
ε−1
q

]
=⇒ x−1I = x−1

(
xZ
[
ε−1
q

]
+ yZ

[
ε−1
q

])
= Z

[
ε−1
q

]
+ x−1yZ

[
ε−1
q

]
.

We obtain that 1 is part of a Z
[
ε−1
q

]
-basis of x−1I. So by Statement (i.), we have that 1 ∈ x−1I is

primitive.
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Note that this lemma is an extension of Lemma 4.3.1. Only Statement (iv.) of Lemma 4.3.1 is excluded, but
we will return back to this. After Lemma 4.3.1, we saw the representation of fractional ideals in Proposition
4.3.2. Using this representation, we uniquely determined element the x(I,1), if 1 was primitive in a fractional
ideal. This element was crucial in Algorithm 4.3.8. The analogue of this algorithm for fake real quadratic
orders is conjectured as follows.

Conjecture 6.2.5. Let I ∈ Idd,q such that 1 ∈ I is primitive and D ∈ Divd,q. Then there exists a unique
choice x(I) ∈ I such that 1, x(I) form a Z

[
ε−1
q

]
-basis of I. Moreover, this choice makes the following steps

return a strongly (resp. weakly) reduced Arakelov q-divisor D′, such that D and D′ lie on the same connected
component of Picd,q.

i.) Find I ∈ Idd,q and u ∈ R>0 such that D = (I, u)q.

ii.) Find a primitive element α ∈ I.

iii.) If α = 1, set I ′ := I. Else, set I ′ := α−1I.

iv.) If 1 ∈ I ′ is strongly (resp. weakly) q-minimal, then return D′ = πq(I
′). Else, set I0 := I ′.

v.) Set i = 0.

vi.) Set i = i+ 1 and compute Ii = x−1
(Ii−1)

Ii−1.

vii.) If 1 ∈ Ii is strongly (resp. weakly) q-minimal, then return D′ = πq(Ii). Else, return to step (vi.).

Moreover, the steps terminate in a finite number of steps.

We have studied this conjecture as part of this thesis but failed to verify it. The first step is to study the
representations for fractional ideals of Od,q as Z

[
ε−1
q

]
-module. Because then one could make choices for x(I).

One of the ideas was to relate it to the representation from Proposition 4.3.2. Namely, we have the following
result.

Lemma 6.2.6. Let I ∈ IdK,S and x ∈ Iq. Then the following statements are equivalent.

i.) The element x is primitive in Iq.

ii.) The element x is part of a Z-basis of Iq.

iii.) The element x is part of a Z
[
ε−1
q

]
-basis of I.

iv.) The element x is primitive in I.

Proof. Statement (i.) implies Statement (ii.). This follows from Lemma 4.3.1 (i.).

Suppose that x is part of a Z-basis of Iq. Let this Z-basis be given by x, y ∈ Iq. Take any z ∈ I. By
Lemma 6.2.1, there exist a ∈ Iq and m ∈ Z<0 such that z = aεmq . Since a ∈ Iq, there exist k, l ∈ Z such

that a = kx+ ly. Then z = aεmq = (kx+ ly)εmq = (kεmq )x+ (lεmq )y. Since kεmq , lε
m
q ∈ Z

[
ε−1
q

]
, we have that

x, y generate the Z
[
ε−1
q

]
-module I. Since I has rank 2 as a Z

[
ε−1
q

]
-module, the element x, y must form a

Z
[
ε−1
q

]
-basis of I. This shows that Statement (ii.) implies Statement (iii.).

Statement (iii.) implies Statement (iv.). This follows from Lemma 6.2.4 (i.).

Let x be primitive in I. Assume there exists m ∈ Z>1 such that x ∈ mIq. We know Iq ⊆ I, so mIq ⊆ mI.
Therefore, we have x ∈ mI. This contradicts the fact that x is primitive in I. Hence, the element x is also
primitive in Iq. This shows that Statement (iv.) implies Statement (i.).
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This result gives us a way to find a Z
[
ε−1
q

]
-basis for any fractional ideal of Od,q. To see this, take any

I ∈ Idd,q. Proposition 4.3.2 tells us that

Iq = α

(
Z+

(
b+

√
d

2a

)
Z

)
,

where α ∈ K∗, a, b ∈ Z with c = b2−d
4a ∈ Z are such that gcd(a, b, c) = 1, and NK|Q(α)/a ∈ Z>0 which equals

NOK
(I). By Lemma 6.2.6, it follows that

I = α

(
Z
[
ε−1
q

]
+

(
b+

√
d

2a

)
Z
[
ε−1
q

])
.

Now, we attempted to set α = 1 and make unique choices for a, b to get a unique choice for x(I). With these
choices, we have tried to verify Conjecture 6.2.5. But no choices have proven this conjecture.

We leave this problem and look into the next steps of the Arakelov theoretical description of the infrastructure.
In Section 4.3.2, we defined the infrastructure operator and obtained the Arakelov cycles. Let us see what we
can do here. Let Red1d,q ⊆ Divd,q denote all Arakelov q-divisors of the form πq(I), where I ∈ Idd,q such that
1 ∈ I is primitive. Then the analogue of the infrastructure operator from Definition 4.3.12 would be given

as follows. Consider the operator ρq : Red1d,q → Red1d,q defined by πq(I) 7→ πq

(
x−1
(I)I

)
, where x(I) is the

element from Conjecture 6.2.5. One of the key points of Section 4.3.2 is that we could apply the infrastructure
operator to the set of reduced Arakelov divisors. Namely, in Lemma 4.3.1 (iv.), we saw that a minimal
element is also primitive. This is not the case in our setting for fake real quadratic orders. Let us explain
this.

Let I ∈ Idd,q. Suppose that x ∈ I is strongly q-minimal. Assume that there exists m ∈ Z>1 such that x ∈ mI.
Then x

m ∈ I is non-zero, and we have that
∣∣ x
m

∣∣
∞ < |x|∞. So if we have that∣∣∣ x
m

∣∣∣
q
≤ |x|q, (97)

we would get a contradiction with the fact that x is strongly q-minimal. Hence, we could conclude that x
must be primitive. But inequality (97) fails if |m|q < 1. Equivalently, if ordq(m) > 0. This condition is true
for all integers that have q in its factorization. Consequently, there are certain integers m for which inequality
(97) fails. Since we have to take m ∈ Z>1 arbitrarily, we cannot control this. It would not even be true if x
were 1. The same problem applies if we assume that x ∈ I is weakly q-minimal.

Hence, neither Redsd,q ⊆ Red1d,q nor Redwd,q ⊆ Red1d,q can be verified. Therefore, we cannot apply ρq to the
sets Redsd,q,Red

w
d,q. Consequently, we cannot translate Proposition 4.3.13 to the fake real quadratic order

setting. However, this proposition allowed us to show that the infrastructure operator is a bijection on the
set of reduced Arakelov divisors (see Proposition 4.3.15). Moreover, we could examine Theorem 4.3.18, which
led to the definition of Arakelov cycles (see Definition 4.3.19). There have been no solutions to overcome
this problem. It also heavily relies on the previous problem of finding x(I). Maybe one can come up with an
operator that has the same properties as the infrastructure operator from Definition 4.3.12, but does not
depend on x(I).

Looking at Section 4.3.3 and 4.3.4, there is not much to say for fake real quadratic orders if the above
problems do not get solved. The only thing we can say for now is that we have a short exact sequence given
by

0 Td,q Picd,q Cld,q 0 ,
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where
Td,q := R/{log(â) : a ∈ O∗

d,q}.

This is taken from the last row of the commutative diagram of Theorem 5.1.16. Since O∗
d,q = O∗

K × ⟨εq⟩, we
obtain that

Td,q = R/{log |εkq | : k ∈ Z} ∼= R/ log |εq|Z = R/Rd,qZ,

using Definition 6.1.2. There is a possibility that Td,q could be used to define the distance between Arakelov
q-divisors that lie on the same connected components of Picd,q. Similar to the distance defined in Section
4.3.3.

In conclusion, there are several problems to overcome before an Arakelov theoretical description of the
infrastructure for fake real quadratic orders can be given. The most important step would be to solve
Conjecture 6.2.5. However, there is hope that with the ingredients described in this thesis, future progress
can be made.
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