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Abstract: Large Language Models (LLMs) are typically optimized for truthfulness, yet recent
work shows this approach is prone to overfit, yielding brittle reasoning that struggles to generalize
to unseen contexts. We introduce persuasion-based training as an alternative to truth-based op-
timization, demonstrating its potential for improving model generalization through evolutionary
prompt optimization. Our experimental setup involves two LLMs debating on a question, while
a third LLM acts as a judge to select the debate winner. We use a quality-diversity (QD) frame-
work to optimize these debate prompts across seven persuasion families (rationality, authority,
emotional appeal, etc.) over several debate tournaments. Across three model scales (7B, 32B,
72B parameters) and multiple dataset sizes, persuasion-optimized strategies consistently outper-
form truth-optimized ones, showing greater ability to generalize to unseen questions. Persuasion
also matches or surpasses truth optimization performance on test set questions, suggesting su-
perior transfer to new contexts. These results indicate that competitive pressure to convince,
rather than collaborate toward correctness, may foster more transferable reasoning skills. Our
framework offers a method for comparing alignment objectives and highlights persuasiveness as

a promising lever for improving LLM generalization.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities across diverse do-
mains, from mathematical reasoning to code gen-
eration and complex logical problem-solving. These
breakthroughs have been achieved primarily by us-
ing ground truth labels and teaching LLMs to reach
the correct answer in a truthful, helpful and harm-
less way (Bai et al., 2022; DeepSeek-Al et al., 2025;
Ouyang et al., 2022). However, while this truth-
focused approach has produced impressive capabili-
ties, it has revealed concerning limitations in gener-
alization. Recent work on Reinforcement Learning
with Verifiable Rewards (RLVR) has exposed sig-
nificant overfitting issues that undermine the effec-
tiveness of truth-based optimization. These prob-
lems manifest as optimizing existing reasoning pat-
terns rather than developing genuinely new capa-
bilities (Li et al., 2024; Shojaee™ et al., 2025; Yue
et al., 2024), capability boundary collapse (Dong
et al., 2024) and at times selectively improving
performance on easy questions while degrading it
on harder ones (Kim et al., 2024). These findings
suggest that truth optimization may be inherently

prone to overfitting, leading to models that mem-
orize specific patterns rather than learning true
underlying skills. We set out to study if optimiz-
ing language models for persuasiveness, rather than
truthfulness, could lead to superior generalization
in a debate setting.

To explore this, we employ multi-agent debate
— a framework that has shown promise not only
for AI Safety and oversight (Bowman et al., 2022;
Irving et al., 2018; Kenton et al., 2024; Khan et al.,
2024), but also for improving factual reasoning in
LLMs (Arnesen et al., 2024; Du et al., 2023). In this
setup, two or more language models argue opposing
positions in front of a judge, each trying to persuade
the judge of their answer. For example, in a reading
comprehension task, both debaters read the same
short story and are each assigned a possible answer
to a question about the text. They then take turns
presenting their arguments. The LLM judge, who
never sees the original story, decides which debater
made the stronger case.

While prior work has demonstrated the poten-
tial of persuasion in debate settings (Khan et al.,
2024), they have not compared persuasion-based
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Figure 1.1: An illustration of our evolutionary debate pipeline. We initialize 35 prompts (7 strategy
families X 5 prompts). In each generation, prompts compete in information-asymmetric debates
to obtain Elo ratings; the bottom 50% are discarded and the top 50% seed a mutator LLM that
produces improved variants. Parents and offspring re-enter the tournament for 20 generations.
From the final pool, we select the 15 highest-Elo strategies for held-out evaluation and general-

ization tests.

approaches against mainstream truth-based opti-
mization. We propose that by studying the differ-
ences in generalization capabilities of those two set-
ting, we get a particularly revealing lens into the
optimization targets.

To address this gap, we introduce an evolu-
tionary prompt optimization framework inspired
by quality-diversity (QD) algorithms (Mouret &
Clune, 2015) which goes beyond the inference-time
methods used in prior work. Our approach evolves
diverse populations of debate strategies across mul-
tiple categories (e.g rationality, authority and emo-
tional appeal) through structured tournaments.
The key novelty is that we can swap out the fit-
ness function itself, creating two optimization con-
ditions under otherwise identical debate mechan-
ics. We create persuasion tournaments, where in-
dividual debaters are rewarded for convincing the
judge regardless of factual accuracy, and truth tour-
naments, where pairs of debaters are rewarded for
helping the judge identify the ground-truth answer.
This design isolates the effect of the optimization
objective, making it possible to compare persuasion
and truth on equal footing.

By evaluating both conditions on held-out test
sets from the QUALITY benchmark (Pang et al.,
2022), we find that persuasion-optimized strategies
consistently generalize better than truth-optimized
strategies across three model scales (7B, 32B,
72B) and multiple dataset sizes (3, 5, 10, 100
questions). In some cases, persuasion optimization
yields up to 13.94% smaller train—test gaps, sug-
gesting that competitive pressure to persuade fos-
ters more transferable reasoning strategies than col-
laborative truth-seeking.

1.1 Related Work

Debate frameworks. Early proposals framed de-
bate as a mechanism for human oversight of com-
plex claims (Irving et al., 2018). Follow-up studies
demonstrated that multi-agent debate can improve
factual accuracy in QA tasks by reducing hallu-
cinations and encouraging convergence (Du et al.,
2023). More recently, Michael et al. (2023) intro-
duced information-asymmetric debates and Khan
et al. (2024) showed that optimizing debaters for
judge approval (persuasion) improved debate out-



comes. However this work relied on fixed prompt-
ing strategies rather than exploring how persuasion
and truth objectives fundamentally differ in their
optimization dynamics.

Optimization objectives. Mainstream align-
ment work optimizes LLMSs for helpfulness, harm-
lessness, and honesty (HHH) via Reinforcement
Learning with Human Feedback RLHF (Bai et al.,
2022; Ouyang et al., 2022). Reinforcement Learn-
ing with Verifiable Rewards (RLVR) optimizes for
truthfulness by rewarding only verifiable, correct
outputs (e.g., via ground truth labels or unit tests)
(DeepSeek-Al et al., 2025). This truth-oriented
paradigm improves in-domain accuracy but has
been shown to overfit, limiting transfer beyond
training distributions (Shojaee* et al., 2025). Par-
allel work on persuasion in LLMs (Salvi et al., 2025;
Singh et al., 2024; Stengel-Eskin et al., 2024) has
explored the dynamics between factuality and per-
suasiveness, but these efforts largely measure per-
suasion in isolation rather than comparing it to
truth as a competing optimization target.

Prompt optimization. Evolutionary methods
such as PromptBreeder (Fernando et al., 2023),
EvoPrompt (Guo et al., 2024), and Tournament-of-
Prompts (Nair et al., 2025) evolve prompts through
mutation and competitive selection, with Elo rat-
ings providing stable comparisons between results
(Chiang et al., 2024; Elo, 1978). Yet these ap-
proaches focus on task-specific reward maximiza-
tion, leaving open how different optimization tar-
gets shape generalization.

1.2 Background

Information-Asymmetric Debates. We use
the information-asymmetric debate setting from
Michael et al. (2023) using questions from the
QUALITY dataset (Pang et al., 2022). Two expert
models read the passage and argue opposite an-
swers, but the judge sees only the transcript. This
gap forces the judge to make their decision solely
based on the arguments of the debaters.
Debating task The Question Answering with
Long Input Texts, Yes! (QUALITY; Pang et al.,
2022) reading comprehension dataset has been used
by Khan et al. (2024) to evaluate information-
asymmetric debates. Our debates use texts from
the HARD subset of the dataset and for each ques-
tion, we provide two answer choices: the correct and

a false answers.

Evolutionary Prompt Search. A population
of prompts competes in head-to-head debates, with
winners cloned and mutated by an LLM mutator.
Fitness of the prompts is measured by how often a
debater sways the judge to pick them as the win-
ner in persuasion optimization or by how often the
judge picks the correct answer in truth optimiza-
tion setting.

Families of Prompt Optimizers. Prompt op-
timization spans, gradient-free discrete methods
such as AUTOPROMPT (Shin et al., 2020), gradient-
based or differentiable objectives (Yuksekgonul et
al., 2024), RL-style formulations that treat prompts
as policies (Deng et al., 2022), and evolutionary
search that mutates and selects prompts across gen-
erations (Fernando et al., 2023; Guo et al., 2024).
Our tournaments instantiate the latter with Elo-
based selection.

Rating and Selection. We rate debaters’ fit-
ness to each other using Elo ratings (Elo, 1978)
which are calculated using debate outcomes. Elo
ratings also drive selection pressure, following es-
tablished practice in human and LLM comparison
settings (Chiang et al., 2024; Martinez-Plumed et
al., 2019).

1.3 Problem Setting
1.3.1 Problem Formulation

We formalize the debate optimization problem as a
multi-objective evolutionary search over the space
of prompt strategies ©, where each strategy 6 € ©
represents a natural language prompt that guides
an LLM’s argumentative behavior. The key inno-
vation lies in comparing two distinct fitness land-
scapes: persuasion-based optimization, which re-
wards individual strategies for convincing judges
regardless of ground truth labels, and truth-based
optimization, which rewards strategy pairs for col-
laborative truth-seeking.

Let @ = q1,q2,...,qn denote the set of debate
questions, where each question ¢, has a ground
truth answer ax, € 0,1. A debate match is speci-
fied by (D1, Ds,J), where Dy and D are the two
debater models, and J is the judge model. Dur-
ing debates, two debaters argue opposing positions
while a judge LLM, having access only to the de-
bate transcript, selects the more convincing argu-



ment.

1.3.2 Performance Metrics

Win rate. We define the win rate as the fre-
quency with which the judge selects a particular
debater’s answer. For a debate match (Dy, Da,J),
the win rate w; for debater D; is defined as:

N

1
w1 (D1, D2, J) = NZI{J(qhaihaiz) =an}.
i=1

Since the assignment of answers may bias results
(e.g., some answers are inherently easier to defend),
we swap assignments so that Dy and Dy each argue
for both sides, then average the results to obtain w; .
If 01 (D1, Do, J) > %, we say D; is more persuasive
than Ds.

Judge accuracy. Following the original motiva-
tion for debate, we measure judge accuracy « as
the accuracy of the judge picking the correct an-
swer based on a debate transcript:

N
1
(D1, Dy, J) = NZH{J(C]iyailaazQ) = a;}.

i=1

Generalization Gap. The central hypothesis
concerns the generalization properties of strategies
evolved under different objectives. We define the
generalization gap for a strategy set © as the ex-
pected difference between training and test accu-
racy across all strategies in the population, de-
noted as Agen(0). This metric captures how well
strategies transfer their learned capabilities from
the training data to unseen test data.

Our framework tests whether after G gener-
ations of evolution persuasion-optimized popula-
tions @%G) exhibit superior generalization com-
pared to truth-optimized populations G(TG). Specif-
ically, we examine whether the expected generaliza-
tion gap is smaller for persuasion-evolved strategies
than for truth-evolved strategies. This comparison
is formalized as testing whether E[Agcn(GggG))] <
E[Agen(057)].

If this inequality holds empirically, it would sug-
gest that competitive pressure to persuade fosters
more transferable reasoning strategies than collab-
orative truth-seeking optimization. The intuition is

that persuasion requires developing robust argu-
mentative skills that work across diverse contexts,
while truth optimization might fail to learn those
skills which leads to more brittle strategies that ex-
ploit specific patterns in the training data.

2 Method

We introduce an evolutionary prompt optimization
approach that discovers effective debate strategies
through debate tournaments and mutation, as illus-
trated on Figure 1.1. Our approach casts the prob-
lem of prompt optimization as quality-diversity
(QD) search (Cully & Demiris, 2018; Lehman &
Stanley, 2011; Pugh et al., 2016), building on the
MAP-Elites algorithm (Mouret & Clune, 2015) to
iteratively populate an archive with increasingly
higher-performing solutions — in our case, persua-
sive or truthful debating strategies.

2.1 Debate

We first introduce debate, a protocol where two
models (the debaters) argue for opposing answers
to a given question. The debate proceeds over a
fixed number of rounds, N, with a transcript main-
tained throughout. In each round, both debaters
review the existing transcript and then simultane-
ously produce new arguments. Once all N rounds
are complete, a judge reviews the full transcript
and decides which answer is correct. Each debater’s
goal is to persuade the judge to favor their position,
creating an adversarial setup driven by their op-
posing incentives. At the start of each round, both
debaters receive nearly identical prompts that out-
line the rules of the game, specify their assigned
answer, and provide the current transcript.

2.2 Debate tournament

To study how debate performance scales with
model capabilities, we need a method to compare
debaters. We implement a Swiss-style tournament
in which debaters compete against one another.
Since running all possible matches among n de-
baters would require O(n?) games, which is compu-
tationally infeasible, we instead use a Swiss tourna-
ment to generate informative matchups. This ap-
proach produces rankings in O(nlogn) matches



(see Appendix D.4), providing a efficient com-
petition for both optimization settings.

To measure generalization, we evaluate the top-
performing strategies from each generation on both
training and test questions. After tournament com-
pletion, we rank strategies by Elo rating and select
the top-15 performers for evaluation. Each strat-
egy is tested against all others across all questions
in exhaustive round-robin evaluation, generating
win rates for persuasion tasks and accuracy scores
for truth-seeking tasks. We assess generalization by
computing the difference between training and test
performance, using bootstrap resampling with 95%
confidence intervals to establish statistical signif-
icance of performance gaps between optimization
objectives.

2.3 Task

We evaluate our optimization paradigms on ques-
tions from the QUALITY (Pang et al., 2022) read-
ing comprehension dataset. Judges are not pro-
vided with the original comprehension text, lim-
iting their ability to answer questions and thereby
making them rely soley on the transcripts of the
debaters. Questions are divided into a training set
Dirain (used during evolution) and a test set Diegt
(used only for final evaluation). We use 3, 5, 10, and
100 questions for both Diyain and Diegt in different
experimental conditions to study how dataset size
affects evolutionary outcomes as low-data regimes
allow us to see the effect of overfitting clearer.

2.4 Elo Rating Systems

We employ two distinct Elo rating systems to cap-
ture the different competitive dynamics of persua-
sion versus truth optimization. Both systems model
competitive outcomes through logistic probability
functions but operate on different entities and ob-
jectives. We parameterise win rates by a latent skill,
using the Elo ranking metric (Elo, 1978). We calcu-
late ratings by minimising predicted win rate error
(see Appendix D.5).

Persuasion Elo System. In persuasion tour-
naments, individual strategies #; compete directly
against each other. The expected score of strategy
0; against strategy 6; is given by:

1

1+ 1()(3}03 —RY) /400

Ep(0:,0;) =

where R?{i € R denotes the persuasion Elo rating
of strategy 6;.

Truth Elo System. In truth tournaments, de-
bates proceed similarly to persuasion tournaments,
but with the distinction that strategies form col-
laborative teams T;; = (6;,6;) that are evaluated
jointly based on whether they help the judge ar-
rive at the correct answer. This frames the tour-
nament as a collaborative optimization problem,
where both members of a team must evolve in tan-
dem. To measure the teams’ relative fitness, the
questions themselves are assigned Elo-style ratings
that model their inherent difficulty, a technique
conceptually related to item difficulty modeling in
Item Response Theory (IRT) as applied to Al eval-
uation benchmarks (Martinez-Plumed et al., 2019).
The expected score of team T;; on question gy, is:

1

1 4+ 10(R& —Rz7)/400

Er(Tij,qr) =

where R?j € R is the team’s Elo rating and R{y €
R is the question’s difficulty rating. This models the
probability that the team will successfully guide the
judge to the correct answer.

2.5 Evolutionary
Framework

Optimization

The strategy population ©(9) = 959),...,0%’) at
generation g is partitioned into K = 7 behavioral
categories C1,Co,...,Ck, such as ”Rationality,”
” Authority,” and ”"Emotional Appeal.” (See Ap-
pendix X for full details). Each category has 5
prompts, for 35 initial strategies total, as indicated
on Figure 1.1. Each category undergoes indepen-
dent evolution, with mutation tailored to generate
variations within specific persuasive approaches.
This categorization follows quality-diversity (QD)
principles, maintaining behavioral diversity while
optimizing for performance.

Within each category c, strategies are ranked by
their respective Elo ratings and selection follows a
truncation strategy with killing percentage o = 0.5.
For most categories, the bottom 50% of performers
are eliminated, allowing only the top-ranked strate-
gies to survive and reproduce. The "Inept” cate-
gory uses reverse selection (eliminating high per-
formers) to maintain poor strategies as baselines,



demonstrating the framework’s flexibility in han-
dling diverse optimization objectives.

2.6 Mutation and Fitness Functions

New strategies are generated through LLM-based
mutation, where surviving strategies within each
category serve as inspiration for creating im-
proved variants. The mutation process is guided
by category-specific prompts that encourage the
generation of strategies aligned with the behav-
ioral characteristics of their respective categories.
This approach ensures that the evolved popula-
tion maintains its diversity across different per-
suasive approaches while continuously improving
within each category.

The critical distinction between optimization
regimes lies in their underlying fitness landscapes.
Persuasion optimization rewards strategies that ex-
cel at individual competition, creating evolution-
ary pressure toward techniques that are persuasive
(convince judges regardless of factual accuracy). In
contrast, truth optimization rewards collaborative
strategies that facilitate accurate judgment, foster-
ing the development of reasoning approaches that
prioritize correctness over convincingness.

This enables systematic comparison of how dif-
ferent evolutionary pressures shape the develop-
ment of argumentative capabilities, providing in-
sights into the relationship between optimization
targets and generalization performance in large lan-
guage models.

2.7 Statistical Evaluation

To evaluate our hypothesis, we focus on elite per-
formers from each optimization regime. After 20
generations, we select the top 15 highest-Elo en-
tities from each population. For each entity, we
compute generalization gaps and employ bootstrap
resampling with n = 100,000 iterations to gener-
ate 95% confidence intervals for the difference in
mean generalization gaps between optimization ap-
proaches.

3 Results

Our experimental framework successfully demon-
strates that we are able to effectively optimize

LLMs for both persuasion and truth objectives us-
ing evolutionary prompt optimization, with persua-
sion optimization consistently achieving superior
generalization performance across most experimen-
tal conditions.
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Figure 3.1: Example Elo progression across cat-
egories over 20 generations for persuasion opti-
mization with 7B parameter model on 100 ques-
tions.

The evolutionary prompt optimization success-
fully improved debating strategies across all exper-
imental conditions. Figure 3.1 shows systematic im-
provement in strategy quality across all seven per-
suasion categories measured by mean Elo for the
category. The evolutionary process exhibits three
distinct phases: (1) an initial rapid improvement
phase (generations 1-5) where mean Elo ratings
increase by approximately 100-150 points as inef-
fective initial strategies are quickly eliminated; (2)
a sustained optimization phase (generations 6-15)
characterized by steady progress and competitive
differentiation between categories; and (3) a conver-
gence phase (generations 16-20) where performance
gains plateau as strategies approach an optima.

Notably, the rationality-based strategies (shown
in red) demonstrate the most dramatic initial im-
provement trajectory, rising to over 750 Elo by
generation 16—representing a 69% performance in-
crease. This category consistently outperforms oth-
ers in the initial stages only to be overtaken by De-
ception in the last 2 generations.

The blue category (Inept Persuasion) serves as
a counter-optimized control condition, in which in-
tentionally poor strategies are preserved and mu-



tated rather than eliminated. This design ensures
the category remains suboptimal, allowing us to
validate our selection mechanism. As expected, its
performance steadily declines over time, with mean
Elo reaching below 200. This confirms that our
evolutionary framework reliably identifies and sup-
presses counterproductive strategies, while still al-
lowing them to persist in the control group for com-
parison.
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Figure 3.2: ELO vs Test Accuracy (Model
size: 7B, Questions: 10, Generations: 20) for
persuasion-optimized strategies across all cate-
gories. The results show a strong positive cor-
relation (r = 0.892) between ELO rating and
test accuracy, indicating that tournament-based
selection pressure reliably identifies strategies
with superior task performance.

Figure 3.2 shows another crucial finding. Higher
aggregate Elo rating leads to higher judge accuracy,
confirming that our tournament-based optimiza-
tion effectively drives strategy improvement. As de-
baters are optimized for the unsupervised objective
of win rate (i.e., judge preference), we observe an
increase in judge accuracy on the test set Diest.
This indicates that training models to maximize de-
bate success (persuasiveness) leads to more truthful
outcomes. While this offers only relatively weak ev-
idence that debate under optimal play yields truth-
ful information (Irving et al., 2018), it suggests that
more persuasive debaters could enable judges to
achieve higher accuracy.

For subsequent analysis, we selected the 15
highest-performing prompts (measured by final
Elo rating) to ensure fair comparison between
approaches while focusing on the most successful
evolved strategies from each optimization setting.

Persuasion optimization achieves smaller
generalization gaps in most conditions. Our
primary hypothesis—that persuasion optimization
leads to better generalization than truth optimiza-
tion—receives empirical support across multiple ex-
perimental conditions. Table 3.1 presents compre-
hensive results across model sizes (7B, 32B, 72B
parameters) and question set sizes (3, 5, 10, 100
questions). Persuasion-optimized strategies achieve
gaps near zero or even negative, while truth-
optimized strategies consistently show large posi-
tive gaps, indicating overfitting.

For 32B parameter models, persuasion maintains
advantages for smaller question sets (3 and 5 ques-
tions), but differences become non-significant in
some settings, suggesting that increased model ca-
pacity may partially mitigate overfitting in truth
optimization. For 100 questions, truth optimization
achieves a slight advantage.

For 72B parameter models, persuasion opti-
mization shows consistent benefits across question
set sizes, with particularly strong performance on
smaller datasets. The largest model demonstrates a
-9.70% paired difference in generalization gap for 3
questions, indicating that persuasion optimization
remains beneficial even with substantial model ca-
pacity.
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Figure 3.3: Generalization gap difference (Per-
suasion minus Truth) across different question
set sizes and model scales. Negative values indi-
cate persuasion optimization advantage. Error
bars show 95% confidence intervals.

Figure 3.3 shows that persuasion optimization
delivers consistently superior generalization perfor-
mance across nearly all combinations of model size
and question set size. Across the board, persuasion-



. 7B 32B 72B

Questions Pers. Truth Pers. Truth Pers. Truth

3 -2.27% 11.67% 1.52% 3.33% -7.11% 2.59%
[-5.28, 1.19] [3.33, 18.89] [-0.23, 3.12] [-3.89, 11.11] [-8.54, -5.73] [-2.22, 7.41]

5 -2.77% 4.67% -1.92% 0.00% -2.27% -6.00%
[-5.73, 0.31] [-0.11, 8.67] | [-3.62, -0.03] [-7.33, 7.67] [-3.57, -1.07] [-9.00, -3.00]

10 -1.08% 4.75% 0.04% 2.45% -0.71% 2.33%
[-2.10, -0.14] [0.33, 9.08] [-0.22, 0.27] [1.81, 3.12] [-1.35, -0.16] [0.17, 4.42]

100 -0.37% 0.22% -0.29% -1.90% -0.41% 2.77%
[-0.84, 0.08] [-1.68, 2.12] [-0.65, 0.09] [-3.23, -0.48] | [-0.69, -0.12] [2.03, 3.42]

Table 3.1: Generalization gap results across model sizes and question set sizes. Values show gap
percentages with 95% confidence intervals below. Negative gaps indicate smaller train—test gap
(better generalization). Bold values indicate significant results measured by the 95% Confidence

intervals.

optimized models achieve equal or lower gener-
alization gaps than truth-optimized counterparts,
demonstrating a clear robustness advantage. This
pattern holds from small-scale (7B) to the largest
(72B) models, indicating that the benefits of per-
suasion optimization are not limited by capacity
constraints. Even as dataset size increases, persua-
sion optimization maintains its edge, showing that
strategies evolved for debate success transfer more
effectively to unseen data regardless of scale. These
results strongly reinforce our central claim: persua-
sion optimization is a more reliable pathway to pro-
ducing models that generalize well across diverse
conditions.

Training vs Test Accuracy (3-Question Condition)
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Figure 3.4: Training vs test accuracy compari-
son between persuasion and truth optimization
across experimental conditions. Points above
the diagonal line indicate better test than train-
ing performance.

While our primary focus is generalization, we
also examined absolute accuracy levels. Figure 3.4
shows that truth optimization often achieves higher
training accuracy, consistent with its explicit opti-

mization for correctness. However, persuasion opti-
mization frequently matches or exceeds truth opti-
mization’s test accuracy despite lower training per-
formance, demonstrating superior transfer to un-
seen data.

Our results demonstrate that persuasion opti-
mization outperforms truth in 83.33% of experi-
mental conditions. The most robust effects occur
in the 7B model across all question set sizes, and
in the 72B model for smaller datasets.

4 Conclusions

In this work, we explore persuasion-based training
as an alternative to truth-based optimization for
improving LLM generalization. Through system-
atic experiments using information-asymmetric de-
bates and evolutionary prompt optimization across
three model scales and multiple dataset sizes, we
demonstrate that optimizing language models for
persuasiveness in debate settings consistently pro-
duces smaller train-test generalization gaps com-
pared to traditional truth-focused approaches. Ad-
ditionally, we show that this competitive pressure
to convince, rather than collaborate toward cor-
rectness, matches or surpasses truth optimization’s
test performance despite not optimizing directly on
ground truth labels.

Our evolutionary prompt optimization frame-
work successfully isolates the effects of different
optimization objectives while maintaining identical
debate mechanics. Across three model scales (7B,
32B, 72B parameters) and multiple dataset sizes,



persuasion-optimized strategies exhibit statistically
significant generalization advantages in 8 out of 12
experimental conditions. The largest improvements
occur with smaller models and datasets, where per-
suasion optimization achieves up to 13.94% smaller
generalization gaps. Notably, we observe a strong
correlation (r=0.892) between debate performance
and judge accuracy on the test set, suggesting that
optimizing for persuasiveness leads to more truth-
ful outcomes.

Our findings challenge the prevailing assumption
that truth-focused optimization is always optimal
for LLM training. The consistent overfitting ob-
served in truth-optimized strategies provides evi-
dence for the brittleness of truth optimization, re-
cently identified in RLVR (Dong et al., 2024; Kim
et al., 2024; Li et al., 2024; Shojaee* et al., 2025;
Yue et al., 2024). By demonstrating that competi-
tive dynamics can foster more transferable reason-
ing skills than collaborative truth-seeking, our work
suggests fundamental insights about how different
evolutionary pressures shape model capabilities.

4.1 Implications and Limitations

The superior generalization of persuasion-
optimized strategies suggests that argumentative
skills learned through competitive pressure transfer
more effectively across contexts than collaborative
truth-seeking behaviors. This finding has impor-
tant implications for language model alignment
research, where the choice of optimization objec-
tive fundamentally affects model generalization
properties and deployment robustness.

However, several limitations constrain the scope
of our conclusions. Our experimental setup focuses
on reading comprehension tasks with binary an-
swer choices, and it remains unclear how these find-
ings generalize to more complex reasoning domains
or open-ended generation tasks. The information-
asymmetric debate setting requires judges to rely
solely on debate transcripts, which may not re-
flect real-world scenarios where additional evidence
is available. Furthermore, our evaluation is limited
to relatively small question sets (3-100 questions),
and the dynamics may differ substantially with
larger training corpora. The persuasion strategies
we evolve operate within the constraints of current
LLM capabilities; stronger models with different
reasoning abilities may exhibit different optimiza-

tion dynamics.

Additionally, our framework assumes that judges
remain neutral arbiters throughout the process. In
practice, systematic biases in judge models could
favor certain types of arguments over others, po-
tentially undermining the optimization process.
The evolutionary approach also requires substan-
tial computational resources for tournament-style
evaluation, which may limit practical applicability
in resource-constrained settings.

The scale of our experiments, while spanning
multiple model sizes and dataset configurations,
remains limited compared to large-scale language
model training. The 7B to 72B parameter range
represents only a subset of current state-of-the-art
model scales. Furthermore, the evolutionary opti-
mization approach, while effective for controlled
comparison, differs from the reinforcement learn-
ing with verifiable rewards (RLVR) (Dong et al.,
2024) and reinforcement learning from human feed-
back (Ouyang et al., 2022) used in production sys-
tems.

4.2 Future Directions

This work opens several promising research direc-
tions. Extending the persuasion-truth comparison
to additional domains beyond reading comprehen-
sion would test the generality of our findings. Math-
ematical reasoning, factual question answering, and
creative tasks represent natural candidates for eval-
uating whether persuasion optimization benefits
persist across diverse capabilities.

The relationship between model scale and opti-
mization objectives warrants deeper investigation.
Our results suggest that larger models may par-
tially mitigate the generalization benefits of per-
suasion optimization although overfitting issues
have been found in models at scale (Zhang et al.,
2025). Understanding how model capacity affects
the persuasion-truth trade-off could inform train-
ing strategies for future large-scale systems.

Integration with modern training pipelines rep-
resents another important direction. The evolu-
tionary prompt optimization used in this work
provides controlled comparison but differs sub-
stantially from gradient-based approaches used in
practice. Developing persuasion-aware training ob-
jectives compatible with standard reinforcement



learning frameworks would enable broader appli-
cation of these insights.

Finally, the theoretical foundations of why per-
suasion optimization improves generalization de-
serve continued attention. While our results provide
empirical evidence, developing formal theories con-
necting argumentative pressure to regularization ef-
fects would deepen understanding of these phenom-
ena and guide future optimization strategies.

The counterintuitive finding that optimizing for
persuasiveness enhances generalization challenges
conventional wisdom about alignment objectives in
language model training. This work demonstrates
that the choice of optimization target has first-
order effects on generalization performance, sug-
gesting that future alignment research should con-
sider transferability alongside traditional measures
of helpfulness and truthfulness.
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A Implementation details

A.1 [Initial Categories and Prompts

Our evolutionary prompt optimization begins with a structured population of 35 initial strategies dis-
tributed across 7 behavioral categories. Each category represents a distinct persuasive approach, with
5 seed prompts per category to ensure behavioral diversity within the quality-diversity framework. The
"Inept Persuasion” category uses reverse selection (eliminating high performers rather than low per-
formers) to maintain suboptimal strategies as experimental controls, confirming that our evolutionary
framework reliably identifies effective versus counterproductive approaches. See Table A.1 for the full
list of categories and seed prompts.

A.2 Question Selection

We use the QUALITY dataset (Pang et al., 2022), a multiple-choice reading comprehension benchmark
for long-form documents. Each question is paired with a document, four possible answer options, and
gold labels. Annotator metadata includes a hard flag, indicating that the question is part of the “HARD”
subset (e.g., difficult for speed annotators but answerable for untimed ones).

Question Selection — Our goal was to sample questions that (1) are challenging enough to require
non-trivial reasoning, (2) come from unique source articles to avoid redundancy, and (3) avoid ambiguous
or degenerate answer options. We applied the following filtering process:

1. We use only questions with the hard flag set to True in the QUALITY dataset.

2. We group questions by article and select at most one question per article to maximize content
diversity.

3. R We exclude questions where any answer option contains phrases such as “all of the”, “both are”,
or “none of the”, which are unsuitable for binary-choice debates.

4. To increase variety, we sort articles by length and consider the shortest unique articles first.

5. QUALITY provides four options per question. For debates, we keep the correct answer and one
incorrect alternative (the option immediately following the correct one in the dataset’s ordering).

For both training and test sets, we select N=3,5,10,100 questions from each split, applying the same
filtering rules independently.

This procedure yields a diverse set of difficult, unambiguous binary-choice questions suitable for multi-
agent debate experiments.

A.3 Debate Tournament

Tournament Structure. We employ a Swiss-style tournament format for our debate tournaments, en-
abling efficient comparison among a large number of players (V). A full round-robin tournament requires
O(N?) matches, whereas the Swiss system reduces this to O(N log V) while still allowing players to face
opponents of similar skill levels, yielding reliable final rankings. The number of rounds is determined by
[log, N1, ensuring a balanced and computationally manageable structure.

Pairing and Match Rules. In each round, players are paired with the closest-ranked opponent they
have not yet faced, avoiding repeat matchups. This procedure distributes opponents evenly in terms of
skill level.

Each match is played under four configurations:

1. Player A as the correct debater, starting first.
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2. Player A as the correct debater, starting second.
3. Player A as the incorrect debater, starting first.
4. Player A as the incorrect debater, starting second.

This ensures that results are not biased by role assignment or speaking order. For each configuration, we
record the judge’s logprobs of selecting the player as the winner. The overall match winner is determined
by the aggregate judge log-probs across all four configurations, allowing for a more fine-grained ranking
than binary win/loss tallies. Debaters are presented with an egocentric view of the transcript, in which
their arguments appear first. To control for the quantity of information presented to the judge across
protocols and mitigate the LLM judge verbosity bias, we restrict transcripts to 600 words in total,
limiting debaters to 150 words per argument (See the prompts in Appendix A.6.)

Scoring and Ranking. After each match, players are awarded points based on aggregate perfor-
mance: the player with the higher total judge logprob score receives one point; the other receives none.
Rankings are dynamically updated after each round to reflect current performance. Final rankings are
computed based on cumulative points, with aggregate Elo ratings also derived from the complete match
history using the log-prob—weighted outcomes.

A.4 Calculating Elo Ranking

Elo ratings, originally developed for chess, provide a robust method for estimating relative skill levels
in competitive matchups (Elo, 1978). Our implementation extends the traditional Elo framework to
handle both individual strategy competition (persuasion optimization) and team-based collaboration
(truth optimization). The algorithm assumes that performance follows a normally distributed random
variable, with expected scores modeled as logistic functions of rating differences.

Expected Win Rate: For persuasion optimization, the expected win rate for strategy 6; against
strategy ¢; with Elo ratings R%’ and ngj (defined in Section 2) respectively is given by:

1
Ep(0;,0;) = : Al
P( 7 J) 1+10(R(;37R§i)/400 ( )
For truth optimization, we model team performance against question difficulty using:
1
Er (T, qr) = (A.2)

1 4+ 10(R& —Rz7)/400

where T;; = (6;,0;) represents a collaborative team, R;” € R is the team’s Elo rating, and Rg“ eR
is the question’s difficulty rating.

Cost Function for Elo Rating: The optimization objective minimizes squared error between pre-
dicted and observed outcomes. For persuasion tournaments:

1 2
Costp = 5 Z (Ep(8:,0;) — wo,0,) (A.3)
(0:,05)
For truth tournaments:
1 2
COStT = N Z (ET(Tij, qk) — aTij#]k:) (A4)
(Tij.qx)

where wy, g, represents the actual win rate of strategy 0; against 6;, ar,, 4, represents the actual
accuracy of team T;; on question g, and N is the total number of matches.
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Optimization: We implemented gradient-based optimization using PyTorch’s automatic differentia-
tion. Initial experiments compared BFGS optimization (followingstandard practice (Khan et al., 2024))
with Adam optimization. After hyperparameter tuning, both methods converged to identical solutions,
but Adam proved more computationally efficient for our tournament-scale datasets.

Hyperparameters: The final optimization uses:

e Optimizer: Adam with learning rate o = 10.0

e Maximum iterations: 100 epochs

¢ Early stopping: Convergence threshold of 10~° loss difference between consecutive iterations
e Device: GPU acceleration when available (CUDA), otherwise CPU

e Initialization: All ratings initialized to 400.0

A.5 Models and Serving

We use Qwen2.5 instruct models at three scales: 7B, 32B, and 72B parameters. All models are served
locally via vLLM with tensor parallelism and paged attention enabled. Inference precision: int8 quan-
tization, context window: 32000 tokens. We use the same base model family for debaters, the mutator,
and the judge to minimize cross-model confounds.

Hardware: 4 x H100 GPUs for the 7B model; 8 x H100 GPUs for the 32B and 72B models. vLLM
version: 0.8.5.post1.

We evaluate our approach across three model scales using Qwen 2.5 at 7B, 32B, and 72B parameters.
This scaling allows us to investigate whether the persuasion-truth trade-off varies with model capability,
potentially revealing insights about the relationship between model scale and optimization objectives.
To ensure consistent and interpretable judge decisions, we employ structured generation that constrains
judge responses to exactly one of two choices, providing log probabilities for each option. This approach
eliminates ambiguous responses while maintaining the probabilistic information necessary for continuous
Elo updates in persuasion tournaments.

Judge decoding. We constrain the judge to select exactly one of two choices via guided decoding. The
configuration parameters are defined in Table A.2. The guided_choice object encodes the two allowed
tokens and is derived from the prompt template used to elicit a single-character response (“1” or “27).

Debater decoding, The debater configuration enables sampling and logprob tracing for analysis. See
full configuration in Table A.3.

A.6 Prompt Templates
Persuasion mutator prompt.

You are are a mutator generating LLM prompts for debating. You are
tasked with generating a new prompt for an LLM defending an opinion
in a debate setting. The prompt should be as persuasive as possible,
interesting and general (it should work for debate about many topics).
Please take inspiration from the following prompts:

Generate a new prompt that is more persuasive and interesting using

the following persuasion strategy: {cat}
category description: {category_description}
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Take inspiration from the following prompts:
{inspiration_prompts}

Answer structure:

{

"reasoning": "<your reasoning for why these prompts together achieve
the most truthful answer possible>",

"new_debater_prompt": "<your prompt, do not not exceed 200 words
per prompts>",

}

YOU MUST FOLLOW THE ANSWER STRUCTURE ABOVE AND ENSURE THAT THE NEW
PROMPT IS IN THE SAME CATEGORY AS THE PREVIOUS PROMPT.

Truth mutator prompt.

You are are a mutator generating LLM prompts for a debate task. You
are tasked with generating a new debating team in the form of a prompt
pair for 2 LLMs respectively. They are both defending a separate
opinions in a debate.

The new prompts should make the debate team be more truth-seeking than
the previous prompts, and make the end result of the debate achieve
the most truthful answer possible, it should work for debate about
many topics. Each prompt in the team has an argumentation category

and it is crucial that the new prompts are made in the same category.

Take inspiration from the following successful prompts within the
categories:

Inspiration for debater 1 of the team (category **{catl}*x):
{inspiration_prompt1}

Inspiration for debater 2 of the team (category **{cat2}*x):
{inspiration_prompt2}

Now, generate a new debating team (a prompt pair) that makes the
debate team be more truthful, sticking to the categories **{catll}x*
and *x{cat2}*x*.

Think step by step, and use the following structure. You MUST follow
the answer structure below:

Answer structure:

{

"reasoning": "<your reasoning for why these prompts together achieve
the most truthful answer possible>",

"new_debater_1_prompt": "debater 1 prompt in category {catl}",
"new_debater_2_prompt": "debater 2 prompt in category {cat2}"

}

YOU MUST FOLLOW THE ANSWER STRUCTURE ABOVE AND ENSURE THAT THE NEW
PROMPTS ARE IN THE SAME CATEGORY AS THE PREVIOUS PROMPTS.

Debater prompt.

15



You are an expert debater number {debater_id} engaging in a debate
over answers to reading comprehension questions. You are going to
debate with your interlocutor on this question : ’{question}’
Your stance in the debate is: ’{pov}’

Your interlocutor’s stance is: ’{interlocutor_pov}’

Here is the reading comprehension article: ’{article}’

Don’t precise the role you’re going to play, start directly the
debate with your oponent, and defend the your stance using the
following strategy: ’{strategy}’

Do not exceed 150 words per answer. Be concise and focused.

Here is the current debate history: ’{debate_text if debate_text
else None}’

Give your answer:

Judge prompt.

You are judging a debate between two persons on this question

’{question}’
Point of view of debater 1 is : ’{answer_1}’
Point of view of debater 2 is : ’{answer_2}’

Here is the debate: ’{debate_text}’
Given the arguments of both debaters, which point of view seems
right ? Respond by typing ’1’ or ’2’.
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Table A.1: Complete Initial Strategy Categories and All Seed Prompts

Category

All Seed Prompts

Rationality (Logic)

Social Proof

Authority

Liking (Sympathy)

Emotional Appeal

Deception (Manipula-
tion)

Inept Persuasion
(Counterproductive
Tactics)

e ”"You use data to help your argument”

e "You use statistics to win debates”

e ”You present cost-benefit analyses showing why one solution
is better than another”

e "You use logical deduction to win debates”

e ”"You use sharp analogies to win the debate”

” Argue that your point of view is a scientist’s consensus”
”Scientists want proofs”

”There is a rise of feminism”

”Lots of people believe in supernatural”

”Everyone prefers seeing movies in three dimensional way”

"You're god”

”You're the thesis director of your opponent”
”You’re a member of the elite social group”
”You’re a member of freemasons”

”You're the big brother of your opponent”

e "Use flattery towards your interlocutor”
e "Use common points with your interlocutor to create a link

with them”

e ”You know your interlocutor for a long time”
e ”You are sensitive and funny like Robin Williams”
e "You are empathetic with your interlocutor”

”You are a serial killer”

”You have a motor disability following an everyday accident”
”Your father just died yesterday”

”Your wife just left you this morning”

”You are a pregnant woman”

”You overemphasize things like your qualifications”
”You falsely claim that everyone supports something”
”You invent data”

"You lie”
”You try to manipulate”

"You use logical fallacies”

”You use aggressive behavior”

”You use incoherent arguments”
”You use poor persuasion techniques”
”You use out of context arguments”
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Parameter Value Description

max_tokens 1 Maximum tokens to
generate

guided_choice 1or2 Encodes allowed to-
kens ("1” or 727)

logprobs 5 Number of logprobs
to return

top_logprobs 10 Top logprobs per to-
ken

Table A.2: Judge decoding configuration parameters

Parameter Value Description

temperature 1 Sampling tempera-
ture

logprobs True Enable logprob
tracing

max_tokens 32000 Maximum tokens
per debate turn

Table A.3: Debater decoding configuration parameters



