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Preface

Since childhood, I have been interested in mathematics and computers in general. The
latter interest was my hobby and I would not want to turn it into my profession. But I
have seen a future in maths, so to study it, seemed the logical next step. I have chosen the
university of Groningen ("Rijksuniversiteit Groningen" or RuG for short) as it is one with
a local and friendly character. A fortunate side effect of my choice was that computational
science houses in the same building, so from time to time I was able to attend programming
courses to keep my interest in computational science "hot" so to speak.

In the end, my study and my hobby joined in the form of my specialisation: numeri-
cal mathematics. The beauty of maths combined with the elegance of high performance
computing. This I told my supervisor (F.W. Wubs) who would try to find a project in
which I could lay my programming skills combined with my gained knowledge in high
performance computing. My supervisor attended a presentation of Jason Frank and Kees
Vuik [1] about deflation. Afterwards, he spoke with Vuik about it with respect to using
deflation on current research on parallelisation of MRILU at the RuG. It was possible to
use deflation according to Vuik. Wubs then knew he had a nice project for me.

The goal for us was to implement the method described in that article, to verify the re-
sults, to understand the results to some degree and to implement another (similar) method
to suit current research done at the RuG. In short, chapter 2 is Frank and Vuik redone for
symmetric problems and chapter 3 is about deflation for non-symmetric problems.

This report is the result of two years work. I never worked for this long on a project
and I couldn't have done this without the support of friends and relatives.

In no particular order I hereby want to thank them

• Wibrich Kooistra. My girlfriend has always stood by my side and has always encour-
aged me to 'just do it' and 'finish it'.

• Ineke Kruizinga. For chats and cryptographic puzzles during 'lunch hours'.

• Fred Wubs. My supervisor who never gave up on me.

• Arie de Niet. My vice-supervisor who had a refreshing look on the matter.

• My father and mother. They phoned me every Wednesday to get an update on my
progress.

• My grandpa. On every family occasion he asked me when he would see the historical
RuG-building once more.

• Every forgotten person that should have been mentioned...

The work could have been done in less time, though, but other activities intervened.
My job as student assistant took at least a couple of months. Doing administrative tasks
for the local badminton club cost several weeks. I have to build a curriculum vitae, don't

1
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I? I followed a couple of courses which consumes lots of time. And of course the holidays;
they took a couple of months. All in all, two years is not so bad a score...!

With this report, my college years will probably end. Time for a few weeks of activities
not involving mathematics, i.e. activities that have not gotten enough attention last two
years ;-).

Groningen, October 2004 Bart Dopheide
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1 Introduction
Assume we want to solve x from the problem

Ax=b, (1)

where A is symmetric positive definite (SPD). These kinds of systems are encountered
when a finite volume/difference/element method is used to discretise an elliptic partial
differential equation (PDE). It is well known that the convergence rate of the conjugate
gradient method is bounded as a function of the condition number of the system matrix
to which it is applied.

When A is the discrete approximation of an elliptic PDE, the condition number can
become very large as the grid is refined, thus slowing down convergence. In this case it is
advisable to solve, instead, a preconditioned system K'Ax = K1b, where the symmetric
positive definite preconditioner K is chosen such that K'A has a more clustered spectrum
or a smaller condition number than that of A. Furthermore, a system with the matrix K
must be cheap to solve relative to the improvement it provides in convergence rate. A
final desirable property is that it should parallelise well, especially on distributed memory
computers.

Probably the most effective preconditioning strategy in common use is to take K = LLT
to be an incomplete Cholesky (IC) factorisation of A. When there are a few isolated
extremal eigenvalues, another preconditioning strategy has proven successful; deflation.

This report is about deflation and based on work of Kees Vuik. We implement the
deflated CG method described in his article (see [1]). Furthermore, we put the method
to the test and try to understand the results to a degree (chapter 2). We also study
the parallèlisation of the method. Vuik covers mostly SPD problems, but we dive into
non-symmetric problems, too (chapter 3).
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2 Deflation for symmetric problems
In this chapter, we will introduce the notion of "projection". Projections play a key role
in the deflation technique. We discuss a few interesting properties of projections and the
potential of deflation before we start experimenting with the deflation technique. At the
end of this chapter, we discuss the parallelisation of the deflated preconditioned CG method
(DPCG).

2.1 Theory
The deflation technique tries to remove the smallest (or largest) eigenvalues from an iter-
ative linear system solver. By doing so, the condition number of the problem is reduced
which usually makes the solver use fewer iterations than before. Of course, the price we pay
for removing eigenvalues has to be paid in the end by making a correction to the solution
found.

Assume we want to solve Ax = b where A is SPD. Let us define the projection P by

P := I — AZ(ZTAZ)_1ZT, Z E (2)

where the columns of Z span the deflation subspace, i.e., the space to be projected out of
the residual, and I is the identity matrix of appropriate size. d can be seen as the number
of eigenvalues that are to be projected out of the residual. z has to match the number of

columns of A.
Later on, we will see that we should not try to eliminate too many eigenvalues as it is

counterproductive, so we should assume that d << z in practical cases.
We assume that Z has rank d. Then the inverse of ZTAZ exists and P has the following

properties (which are easily proven):

• p2 = P [Projecting a projection does nothing.] (3)

• P(I — P) = 0 [P is perpendicular to (I — PT).] (4)

• Z"P = 0 [P is perpendicular to Z.] (5)

• PA = APT [PA is symmetric.] (6)

• PAZ = 0 [Z is in the nullspace of PA.] (7)

Lemma 2.1. Let A be positive semidefinite and P a projection (P2 = P). If PA is
symmetric, it is positive semidefinite.

Proof By definition: 0 u'Au for all u. But then it also holds for u = PTv where v is
an arbitrary vector:

0 uTAu = (PTV)TA(PTV) = vT(PA)PTv = vT(AT(P2)T)v

= VT(ATPT)V = vT(PA)v

U
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Example. To see that the condition number of PA may be better than that of A,
consider the case in which Z is the invariant subspace of A corresponding to the smallest
d eigenvalues. PA has d zero-eigenvalues since, by (7) PAZ = 0. Furthermore, since PA
is symmetric, by the orthogonal diagonalisation theorem the remaining eigenspace, say Y,
can be chosen in the orthogonal complement of column space of {Z}, i.e. Z'1'Y = 0 and
thereby the convergence is determined by the condition number of Y'1'PAY:

keff(PA) = ,c(yTPAY) =
Ad+1 (A)

Since this holds for any A, especially it holds for a preconditioned system, say AA.
In summary, deflation of an invariant subspace cancels the corresponding eigenvalues,

leaving the rest of the spectrum untouched.

2.2 Algorithm DPCG

As d is relatively small, Asieflateci Z"AZ may be easily computed and factored and is
symmetric positive definite. Since x = (I — PT)x + PTx and because

(I — pT)x = ((AZ(ZTAZ)_1)ZT)Tx Z(ZTAZ)_1ZTAX = ZAZTb (8)

can immediately be computed, we only have to compute PTx. Since APTx = PAz = Pb,
we can solve the deflated system

PA = Pb (9)

for using the conjugate gradient method and premultiply this by pT Obviously, (9)
is singular and this raises a few questions. First, the solution may contain arbitrary
components in the null space of PA, i.e. in the column space of {Z}. This is not a problem
however, because the projected solution pT is unique. Second, what consequences does
the singularity of (9) imply for the conjugate gradient method? In theory, a positive
semidefinite system can be solved as long as the right-hand side is consistent (i.e., as long
as b = Ax for some x). This is certainly true for (9), where the same projection is applied
to both sides of the nonsingular system. Furthermore, because the null space never enters
the iteration, the corresponding zero-eigenvalues do not influence the convergence.

2.3 Another view on deflation
In order to develop theory on a given subject, it always comes in handy to have multiple
looks on the subject. That is why give another view on deflation.

In general, if a square matrix {V W] has full rank, any x can be decomposed into
x = V + W±. This also means that any given linear problem Ax = b can be written as

A(V5 + W±), or equivalently, A [V W] [] = b. If we can choose V and W such that
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VTAW = 0, then we can solve the following system easier:

VT 1V"AV VTAw1 1 1V"
WT A [V W] = LWTAV WTAW] J = b.

That is, we can first compute i from VTAVI VTb and then . In the symmetric case
(A = AT), the problem even gets decoupled because (WTAV)T = VTAW = 0. This is
precisely what happens in the deflation approach if we take V = Z then (I — PT) projects
any vector onto the space spanned by Z: (I — PT)x = Z(ZTAZ)_1Z'I'Ax. Then W and
are implicitly, not uniquely defined by W = PTx because x = (I — PT)x + W. It holds
that Z and W are perpendicular in an inner product based on A:

PAZ=0=.xTPAZ=0Vx=ZTAPTx=0Vx=ZTAW=OV.ZTAW=O,

which is favourable.

2.4 Choices for deflation
Deflation of an eigenspace cancels the corresponding eigenvalues without affecting the rest
of the spectrum. This has led some authors to try to deflate with "nearly invariant"
subspaces (possibly obtained during iteration), and led others to try to choose in advance
subspaces which represent the extremal modes. We will investigate both approaches.

We will call the first one subdomain deflation as suggested in [1]. The domain is split
up into non-overlapping subdomains. Vertically in p and horizontally in q subdomains.
For each subdomain, we create a deflation vector which is one on its subdomain and zero
on the others. We take the set of all these vectors for Z.

This choice of deflation subspace is related to domain decomposition. The projection
(I — pT)x (see (8)) can be seen as a subspace correction in which each domain is agglom-
erated into a single cell.

Note that the matrix Adeflateii Z"AZ, the projection of A onto the deflation subspace
Z, has sparsity pattern similar to that of A. We will see that the effective condition number
of PA (lCeff) improves as the number of subdomains is increased (for a fixed problem size).
However, this implies that the dimension of Aieatei also increases, making direct solution
expensive.

In the second approach we will use exactly computed eigenvectors to investigate the
maximal effects possible after which it is possible to try to choose simple(r) vectors that
resemble the eigenvectors for extremal modes.

2.4.1 Consequences of other choices than subdomain deflation

Since subdomain deflation is cheap, it is interesting to have some insight in what other
choices might cost. Although other choices might lead to better convergence (as they might
cancel the smallest or largest eigenvalues better), we only consider the computational cost
of PAz, where x is an arbitrary vector.
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We note that if Z becomes a full matrix, AZ and Z7'AZ also become full matrices
(independent of the problem A). In the main loop of DPCG, Z is used only in computing
PAz:

v = Ax
PAz = v - (AZ)(ZTAZ)ZTv

• AZ is constant and can be computed before the main loop; that makes it an order 1
computation.

• (ZTAZ)_l is also constant and can be computed (in factored form) before the main
loop which makes it an order 1 computation.

• ZTv can cost up to pq as much calculations (since all columns of Z are completely
filled instead of only ).

• The computation of the whole (AZ) (ZTAZ)1ZTv as parts of the previous temporary
results requires not considerably more work.

If d << z, then ZTv is only a small matrix-vector computation it will hardly have any effect
on the speed in terms of wall-clock time even if it takes pq as much computations.

2.5 Test set
In order to test the deflation technique, we have to create a test set. We choose to solve the
2D Laplace equation: + = 0. The Dirichlet boundaries are chosen such that the
solution corresponds to the temperature in a heated room. One side is kept at 25°C while
the other sides are kept to 15°C, see figure 1. The discretisation is a standard five-point
one.

2.5.1 Grid

We choose a square, equidistant grid of mq x np points, where p is the number of subdomains
in the vertical direction and q in the horizontal. See figure 2. Unknowns are numbered in a
lexical order (left to right, top to bottom). The resulting matrix A is of size mqnp x rnqnp.

2.5.2 Preconditioner

In A, a subdomain is connected to its neighbour(s). When we disconnect all these pq
subdomains, we obtain the preconditioner we use in the test set. Observe that the precon-
ditioner consists in fact of pq problems that can be solved independently which allows for
parallelisation. We will call this preconditioner

There is another choice that we will make which is based on the technique called
Gustafsson modification. All ties between subdomains are not simply dropped, but are
added to the main diagonal instead. We will call this preconditioner Gpr. Note that this
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Figure 1: The solution
heated room problem (32

to the stationary
by 32).

subdomain 1,1 subdomain 1,2

subdomain 2,1 subdomain 2,2

n{[ subdomain p,l subdomain p,2
j. .

Figure 2: The division of the grid in subdomains.

preconditioner is basically singular if both p and q are greater than 2: the interior sub-
domains have no ties to the boundary anymore making it Neumann subdomains. Adding
one to the last element of each singular subdomain cancels the singularities.

2.5.3 Numerical results

The DPCG-algorithm takes, among others things, a preconditioner which can be given in
factored form. We will use no preconditioner, a complete and an incomplete Cholesky
factorisation of our preconditioner Apr OF Gprec. For the, incomplete ones, we will use
luinc from MATLAB ® with droptol=O.1.

For the deflation space, we choose between subdomain and no deflation and deflation
based upon eigenvectors. Domains can be split up in two directions in various configura-
tions. Currently, DPCG solves Ax = r, directly, but we note that this might as well be
solved in an iterative manner, too. That technique is destined to be faster than the direct
approach.

np mq

n{

n{

subdomain

subdomain

m

1,q

2,q

m

subdomain p,q

m
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With the computers available to us, 128 by 128 was the largest problem we can in-
vestigate within reasonable time. Consequently, most tests are based on the heated room
problem of size 128 by 128. In all cases, we will use an all zero starting vector and require
a precision of 10—6 in the 2-norm of the residual.

2.5.3.1 CG without preconditioning nor deflation

First, for comparison, we run the test set on standard CG: no deflation and no precondi-
tioner. Since there is no preconditioner, the choices for p and q are irrelevant. See table
1. As expected, the number of iterations rises by a factor of 2 when the total number of
unknown is increased by 4.

rnq—np 1 2 4 8 16 32 •64 128 256 512

Iteration needed to reach precision 1 2 6 21 45 90 176 349 694 1378

Table 1: Total number of iterations with neither a preconditioner nor deflation (standard
CG).

2.5.3.2 CG with preconditioning but without deflation

To investigate the effect of preconditioning, we run the test set without deflation, but with
preconditioning. See table 2, 3, 4 and 5. Each table covers a different preconditioning
technique.

1 2 4 8 16 32 64 128

1

2

4

8

1 40 54 72

31 42 60 75

53 61 61 83
72 79 85 86

96 133 188 266
100 130 186 267
107 142 190 269

116 148 198 275

16

32
64
128

95 103 108 117

133 137 142 148

187 188 192 198

266 268 269 274

122 161 208 282
161 172 227 297
209 227 243 323
282 297 324 349

Table 2: Total number of iterations using a complete Cholesky factorisation Of Aprec. No
deflation applied.

If we choose p = 1 and q = 1, then both Apr and are equal to A. The precondi-
tioned system A1Ax = A'b is 'solved', which requires just one iteration.

The tables clearly show that using square subdomains is better than stretched ones.
Giving each subdomain a size of 1 x 1 reduces the preconditioner to a diagonal

matrix. This does not help much since A;r'CA is in essence the same as A; they only differ
by a factor of 4. This explains why the number of iterations for p = 128 and q = 128 in
tables 1, 2 and 4 are the same. The same holds for in tables 3 and 5.
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1 2 4 81 16 32 64 128

Table 3: Total number of iterations using a complete Cholesky factorisation Of Gprec. No

deflation applied.

1 2 4 8 16 32 64 128

Table 4: Total number of iterations using a incomplete Cholesky factorisation of No

deflation applied.

Table 5: Total number of iterations using a incomplete Cholesky factorisation of Gc. No
deflation applied.

The smaller the subdomains, the more information is lost, the slower the convergence
(in number of iterations).

The idea of preconditioning is to reduce the number of iterations with a bit of extra
calculations. This is observed for Aprec as the number of iterations is always fewer than
349 (the no-preconditioning case). But Gpr seems to have an unfavourable effect: while
spending extra calculations it also increases the number of iterations sometimes. Since

F
2

4

8

1 1 12 32

6 6 17 38

15 17 88 150

34 38 153 162

75 169 330 599
90 186 350 629

232 380 637 1000

232 318 491 783

16

32
64
128

79 91 244 235

170 186 386 324

333 350 667 503

614 636 1252 897

224 22 352 570
283 244 314 442

388 335 295 379

613 479 380 349

1

2

4

8

122 147 143 149

146 139 152 158

141 152 146 155

149 158 155 156

162 181 205 266
169 181 216 267
168 191 217 269
169 192 223 275

Th
32
64
128

161 169 167 170

180 182 189 192

205 216 219 224

266 268 269 274

177 198 231 282
198 214 249 297
232 249 263 323
282 297 324 349

\ji 2 4 8 16 32 64 128

1

2

4

8

122 200 203 197

210 231 247 254

209 241 258 258

205 244 256 260

202 195 226 599
260 264 264 630
275 284 272 1000

269 278 281 783

16

32
64
128

210 251 253 250

197 247 242 233

538 584 668 506

613 634 1252 897

255 266 297 570
233 248 296 442

391 338 296 379
613 479 380 349
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most subdomains are still almost singular (small eigenvalue), the condition number of
GecA is quite high resulting in extra iterations. Note that (subdomain) deflation will
cancel those small eigenvalues. Consequently, the effect noticed here should not be that
worrying.

2.5.3.3 CG without preconditioning but with deflation

To investigate the effect of deflation, we run the test set with subdomain deflation, but
without preconditioning. See table 6.

1 2 4 8 16 32 64 128

1

2

4

8

16

286 286 318 314

266 266 262 261
280 280 196 217

268 268 212 110

270 270 206 117

314 313 313 313

260 260 260 260
211 207 204 204

117 115 115 115

56 60 60 59

32

64

128

273 273 203 115

273 273 203 115

273 273 202 115

60 29 31 30

60 31 15 15

59 30 15 0

Table 6: Total number of iterations using no preconditioner at all. Subdomain deflation
applied.

p = q = 1 uses only 1 deflation vector, namely an all one vector. This one vector
reduces the number of iterations by 20% (compare with table 1).

Better yet, it seems we can solve a problem with 0 iterations! It is true, but the
computations have shifted to computing a direct inverse: Z becomes the identity matrix
which means that P reduces to an all zero matrix. CG has to solve OAx = Ob. Any vector
suffices. The bulk of the work is now done computing ZAaZTb which simplifies to
A'b.

The more subdomains we have, the more deflation seems to help, but more subdomains
actually mean that deflation shifts it work to computing ZAflaZTb. It is quite possible
that wall clock time is not at its best at minimum nor maximum number of subdomains;
there is a trade-off probably. Unfortunately, this trade-off is not visible in the number of
iterations. To investigate the trade-off-point would require a timed series, but it depends
on the number of processors used and optimisations made et cetera. Nevertheless, in
table 7, such a timed series is performed on 1 processor. For simplicity, we assume that
FAx = Pb can be solved completely in parallel and computing ZA Z'1'b is restricted
to one processor. In our situation (with pq hypothetical processors), the trade-off-point is
p=q=32.

2.5.3.4 CG with preconditioning and deflation

To see the full potential of subdomain deflation, we have to use preconditioning and sub-
domain deflation at the same time. See table 8, 9, 10 and 11.



2.5 Test set 11

p=q 1 2 4 8 16 32 64 128

number of iterations 286 266 196 110 56 29 15 0
time used for solving PAz = Pb 16.6 15.5 11.8 6.9 3.9 3.1 5.1 0
time used for solvingPAz=Pb 16.6

0.020

3.9

0.019

0.74

0.019

0.11

0.020

0.015

0.023

0.0030

0.040

0.0013

0.16

0

1.2

pq
time used for computing
ZA;.1flS.MZTb

total time 1 processor 16.6 15.5 11.8 6.9 3.9 3.1 5.2 L!J
total time pq processors 16.6 3.9 0.76 0.13 0.048 10.043 I 0.16 1.2

Table 7: Timed series. No preconditioning used. Subdomain deflation is applied. Cheapest
solution are marked.

1 2 4 8 16 32 64 128

1

2

4

8

1 37 53 60
36 41 52 56
50 55 42 55
55 63 55 34

79 110 154 219
71 96 131 185
62 79 105 146
42 51 65 86

16

32

64
128

72 78 63 41

96 103 79 51

134 141 106 65
191 196 146 86

25 30 37 48

30 17 21 27
37 21 12 15

47 26 15 0

Table 8: Total number of iterations using a complete Cholesky factorisation of
Subdomain deflation applied.

1 2 4 8116 32 64 128

1

2

4

8

1 1 33 51
25 28 41 57
37 39 37 45
53 56 45 35

81 140 225 329
88 148 235 324
58 88 134 173
40 53 72 91

16

32

64
128

84 88 58 40

145 147 87 53
232 235 133 72
323 325 172 90

26 32 40 48

32 19 23 27
40 23 13 15
48 27 15 0

Table 9: Total number of iterations using a complete Cholesky factorisation of Gprec.
Subdomain deflation applied.

The effects of both preconditioning and deflation are clearly visible. The optimal size
of a subdomain is the square one. For complete factorisation, the number of iterations
'starts' with 1 and 'ends' 0. Here, too, will the minimum wall clock time not be in one
of the endpoints. Towards the highly stretched subdomains the number of iterations rises
dramatically.

If we compare table 10 to tables 4 and 6 we see that deflation and preconditioning have
synergy; the combination is at least as good as the best of the parts and often even much
better. Unfortunately, this cannot be said of Gustafsson preconditioning and deflation.
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1 2 4 8 16 32 64 128

1

2

4

8

96 114 119 120
114 103 99 97
112 103 73 85
117 100 83 45

125 138 161 219
103 116 139 185
86 93 110 146
51 57 67 86

16

32
64
128

124 109 84 51

136 123 93 57
153 147 111 67
191 196 146 86

27 32 37 48
32 18 22 27
37 22 12 15

47• 26 15 0

Table 10: Total number of iterations using a incomplete Cholesky factorisation of Aprec.
Subdomain deflation applied.

1 2 4 8 16 32 64 128

1 96 158 168 i64 158 151 178 329
2 168 165 163 160 157 170 167 324
4 170 164 131 137 132 137 137 173
8 166 159 130 79 73 75 81 91

16 161 157 126 76 44 44 45 48
32
64
128

149 154 122 72
274 277 146 76
323 324 172 90

44 27 25 27
41 23 13 15
48 27 15 0

Table 11: Total number of iterations using a incomplete Cholesky factorisation of Gprec.
Subdomain deflation applied.

They are rivals in a sense as they both try to cancel low frequent components of the error
and the high-frequent ones are demped less.

2.6 Deflation based on eigenvectors
A deflation vector corresponding to an eigenvalue of the problem should cancel that eigen-
value. So, in theory, a set of deflation vectors corresponding to the smallest n eigenvalues
should cancel those n eigenvalues leaving a better conditioned system to be solved.

Since we don't actually solve the actual problem but the preconditioned one, we base
the eigenvectors on the preconditioned system.

For our Poisson test problem, the condition number (of the preconditioned system)
decreases slower when the largest eigenvalues are cancelled, so we use eigenvectors based
upon the smallest ones. In order to be able to compare results, we take just as many
deflation vectors as before, but note that we can just as easily use fewer of more.

The results in table 12 should be seen as the best results deflation can have.
It is clear that this deflation technique outperforma subdomain deflation in terms of

number of iterations (see table 8), but bear in mind that computing many eigenvectors
is a costly business. The gain isn't that much, except when the subdomains are (highly)
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Table 12: Total number of iterations using a complete Cholesky factorisation of

Eigenvector deflation applied.

stretched, which is not very interesting.
From these results we can conclude that subdomain deflation might be a cheap yet

powerful choice of deflation.
In practise, we approximate the eigenvalues (and thus eigenvectors) rather than use

exact ones as they are cheaper to compute. Note that trying to find structure in the
eigenvectors is also an option that will save time.

2.7 A parallel view on DPCG

The main ioop of DPCG consists of updating vectors, computing scalars, computing inner
products and some matrix-vector multiplications.

To parallelise the main loop involves standard techniques, but the computation of
PAp deserves extra attention. This computation can be split up in several components:

Action (Intermediate) result
• Compute M := AZ before the main loop
• Compute Aa,j = (ZTM)_l before the main

loop (or compute a factored form (LU) for back-
forward-solving)

• Compute w := Ap
• Compute tZ := ZTw

• Compute ë := Aeat
• Compute PAp = w - Me

Aja = (ZTAZ)_l

= ZTAp
= (ZTAZ)_1ZTAp

PAp = (I - AZ(ZTAZ)ZT)Ap
Assume, as before, that the grid consists of qp subdomains of size m x n and that we

have d deflation vectors. Furthermore, assume d << mqnp and we have qp processors'. We
then have the following dimensions of the variables:

'For simplicity, we speak of processors while we could also speak of processes depending on the paral-
lelisation method to be used.

1 2 4 8116 32 64 128

1 1 30 44 46 51 53 56 60
2 27 33 39 42 41 42 43 44
4 43 38 34 35 33 32 32 32

8 46 41 35 28 29 26 25 24

16 51 42 33 29
32 53 42 32 26
64 56 43 32 25
128 60 45 33 24

21 22 19

22 16

20
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Matrices involved Vectors involved
A E RrnPxnP (square matrix) w E W.'1"
z E Rmpxd (tall matrix) p e R"

M E (tall matrix) hi E R' (small vector).
A1deflated E Rdxd (small matrix) ë E R (small vector)

Since d << mqnp, ii and ë can be computed and stored on every processor. Similarly,
since d2 << (mqnp)2, we decide to let A'fla exist on every processor. The distribution
we propose is:

• A'flated stored (in factored form) on every processor.

• ii' stored on every processor.

• ë stored on every processor.

/

A:

ntimes

ntunes

m {_processor u,1

m {I_processor (1,2)

in processor (l,q)

in processor (1,1)

in
{_processor

(l,q)

processor (p,l)

in processor (p,2)

in {I_processor (p,q)

m processor (p.1)

in
{_processor

(p,q)

ntimes

otimes

p, w:

n { processor (1,1)

m {I_processor (1,2)

in { processor (1,q)

m {I_processor (1,1)

m {I_processor (1,q)

in { processor 1'1
m {_processor (p.2)

,n { processor (p,q)

m {I_processor (p.1)

,n { processor (p,q)

Z,M:

ntimea

ntimes

in processor (1,1)

m {I_processor (1,2)

m processor (1,q)

m processor (1,1)

m
{I_processor

(1,q)

in processor (p.1)

in processor (p,2)

m {I processor (p,q)]

in {I_processor (p.1)

m {I_processor (p,q)

Since A ist"h result of a discretisation of a PDE, it will be sparse with the most fill-in
appearing on the block-diagonal. Other fill-in will appear in the off block-diagonals. This
means that the bulk of the computation of w = Ap can be done locally and almost no
nearest neighbour communication (n.n.c.) is needed. In general, each boundary point of a
subdomain requires n.n.c., but large subdomains have relatively few boundary points; in
general only in the order of 2(m + n) neighbouring points have to be known. In contrast,
the order of work involved for one subdomain is proportional to the number of non-zeroes
(n.n.z.) of the subdomain which has order mn. It is obvious that for large subdomains
2(m + n) <<inn holds.

The vector p should be divided over the processors similarly to A: each point in sub-
domain S should be stored on processor S. The same goes for Z and M, too. The
computation of ii' = Z"w involves a gather-broadcast (g.b.) to compute. The vector ë
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can be computed locally. Finally, w — Me can be computed without communication. We
now give an estimate of the computational cost based on the discussed distribution over
qp processors:

Computation Order of work per subdomain
computations communication

w = Ap
ti=ZTw

=Ae'atecitui
PAp=w-Më

mn
dmn

&
dmn

n.n.c. of 0(2(m + n)) points
g.b.

gathering: 0(qpd) points
broadcast: 0(d) points

0
0

In the subdomain deflation (d = qp) case, there is less work to be done, because only a
fraction () of every deflation vector is filled:

Computation Order of work per subdomain
computations communication

w = Ap
ii=ZTw
—— A1 —e — 1deflatedW
PAp=w-Me

mn
mn

( \2qp1
mn

n.n.c.
g.b.

0

All in all, we need in the order of mn+ (qp)2 computations per iteration (for subdomain
deflation). If we denote the total size of A by N (N = mqnp) the order can be rewritten
to + (qp)2 and mn + ()2. This analysis shows that neither very small nor very large
subdomains won't do any good to the work per iteration.

Unfortunately, we don't know an estimate of the number of iterations in terms of
q, p, m, n. If we had such insights, we could multiply this estimate with the above found
one. This new order would show the total computational cost3 which is obviously an
important estimate.

The choice of preconditioner is also important. The preconditioner (or Gpr) is
converted to an (in)complete Cholesky factorisatiort L and is then used in the main loop to
update z: z = (LLT)_lr. This is only a process of back solving which can be done locally on
each processor if the subdomains of are decoupled. This reduces the communications
to zero for updating z. It also holds that if the preconditioner has decoupled subdomains,
the factorisation can be computed locally with no communication (each processor stores
its own part of the factorisation).
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3 Deflation for non-symmetric or indefinite problems
Up to now, only SPD problems could be solved using deflation, but with only moderate
modifications also non-symmetric problems can be tackled.

3.1 Projections
In the non-symmetric case, two projections are needed. Define the following projections:

P := I - AZ(YTAZ)!YT

Q := I - Z(YTAZ)1YTA,

where Z = [z1 . . . Zd], Y = [y . . . lid] and z1,. . . , z and yr,. . . , Yi are independent sets of
deflation vectors. Observe that this is a generalization of the symmetric case: pT = Q if
Z = Y and A symmetric. P and Q have the following properties:

• p2 = P, Q2 = Q [compare to (3)] (10)

• P(I — P) = 0, Q(I — Q) = 0 [compare to (4)] (11)

• QZ = 0, yTp = 0 [compare to (5)] (12)

• PA = AQ [compare to (6)] (13)

• PAZ = 0, YTAQ = 0 [compare to (7)] (14)

Since u = (I — Q)u + Qu and because

(I - Q)u = Z(YTAZ)YTAu = Z(YTAZ)YTf

can immediately be computed, we need only to compute Qu. Since AQu = PAu = Pf,
we can solve the deflated system

PAü=Pf

for ii using GMRES (or any other appropriate Krylov-subspace solver) and premultiply this
byQ.

3.1.1 Preconditioning

In this section, we show that providing GMP.ES with PA, L, U and Pb and using Q to find
the contributionQü, where ü is the solution obtained by GMRES, is the same as providing it
with P, A and Pb and using Q to find the contribution Uü, where A is the preconditioned
matrix A. P and Q are defined below.
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Suppose A LU then

P := L'PL
= I — L_1AU_1UZ(YTL(L1AU_l)UZ)YTL

= - AUZ(YTLAUZ)YTL, A := L'AU'
I - ATA1, := UZ,Y := LTY

and

Q := UQU'
= U(A'PA)U
= (UA-'L)(L-'PL)(L-1AU-')
= A-1PA.

This P and ( have the same properties as P and Q: 2 fl = , PA A, PA =
0, YTAQ = 0, so anything said about P and Q can also be said about P and Q.

3.2 Driven cavity test set
In order to test the performance of DGMRES we have to create a (non-symmetric) test
problem. Since the mathematics department of the University of Groningen is also involved

in computational fluid dynamics, it seems logical to solve a relatively easy flow problem:

a Stokes problem.

3.2.1 Continuous Stokes equations

We will compute the steady state of a flow of an incompressible viscous fluid in a square

cavity. The flow is driven by a constantly moving upper lid that drags the fluid along. We
will assume that the motion in terms of the Reynolds number is calm enough that the non-
linear (convection) terms of the Navier-Stokes equations may be dropped. All boundaries
are considered to have the "no-slip" condition. The equations we want to solve are:

Lu — = o [Horizontal momemtum equation] (15)

Lv — = 0 [Vertical momemtum equation] (16)

+ = 0. [Continuity equation] (17)

3.2.2 Discrete Stokes equations

The pressure p is defined in the centre of a control volume and the velocities at the edges.
The horizontal velocity u is defined in the centre of the right edge and the vertical velocity

v in the centre of the lower edge. This is called a staggered grid. See also [2].

Our discrete versions of the flow equations are:
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4u1,3 — (u,_1,3 + u1,3_1 + u1,3 + u2,÷1) + (p,,, = 0

— (v2_i,, + v_1 + + + pi — p23.i) = 0

(u2+i,,, — u1_1,,) + (v,,+i — v1,,_i) = 0.

(15')

(16')

(17')

The resulting coefficient matrix will be singular as only the pressure gradient is computed.
Later on, we will see that this has some consequences we will have to deal with. We will
include bogus points (see 4) as it turned out it was handier from a programmers point of
view.

Solutions typically look like figure 3.

2 4 8 8 10 12 14

Figure 3: Typical
cavity problem.

solution of a driven Figure 4:
up of 16
marked.

Driven cavity problem made
cells. Dummy variables are

3.2.3 Grid

Like in the Poisson test set, we choose a square, equidistant grid of mq x np points, where
p is the number of subdomains in the vertical direction and q in the horizontal. See figure
2. (Now, p is used twice, but the context will always be clear about which meaning should
be applied.)

3.2.4 Precondjtjoner

Similar to Poisson, we disconnect all subdomains. This gives us our preconditioner
A small problem arises with the subdomain that includes the lower-right side as this sub-
domain is essentially a smaller Stokes problem, thus having a singularity.
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An incomplete factorisation does not suffer from this as the factorisation will likely be
non-singular. Only when dealing with very small subdomains (in the order of 2 by 2), the
incomplete one is singular. We then replace any 0 with 1 on the diagonal of the upper
triangular matrix.

A complete factorisation will be singular and this negatively influences the convergence,
so we "fix" it by adding 0.1 to the diagonal of the coefficient matrix corresponding to the
discrete continuity equation of the lower right pressure point.

No Gustafsson modification based preconditioner will be used as the Poisson test set
indicated it is counter productive.

3.2.5 Deflation vectors

For the choice of the deflation vectors, the conditioning of the deflated matrix is important.
For symmetric positive definite matrices it is obvious to take Y = Z. This choice,

which is in fact a Calerkin approach, can still be used if the matrix becomes slightly
non-symmetric, for instance in a convection-diffusion problem. If the matrix is (almost)
indefinite however, then the deflated matrix may become very ill-conditioned or even sin-
gular.

For the Stokes matrix, we could make use of the finite element theory for the selection
of a proper Y and Z. The matrix itself can be thought of as a restriction of the continuous
operator to a finite space built by finite elements. It is known that for the Stokes equation
one has to satisfy the so-called inf-sup condition in order to avoid the above mentioned
ill-conditioning of the matrix. Now, the deflated matrix can be viewed as a restriction
of the continuous operator to a subspace of the original finite element space. Also for
this subspace one has to satisfy the inf-sup condition. This will restrict the choice of the
deflation vectors, since these vectors define how linear combinations of the original finite
element basis functions are made in order to arrive at the basis functions for the subspace.

3.2.5.1 Subdomain deflation

Although we have theory as mentioned above, we decide to use subdomain deflation once
more as it has proven in the heated room problem to have good qualities.

Subdomain deflation is not as straightforward as with Poisson though; the row sum
in the coefficient matrix for every discrete continuity equation is zero. Computing a row
sum is the same as multiplying the row with an all one vector, which occurs in subdomain
deflation. Hence that applying this deflation gives a singularity in YTAZ when Y = Z.
This can be overcome in many different ways. We did this in a rather crude way: set the
last element of the last subdomain to 3 and set the first element of the first subdomain to
2. This yields better results than modifying only the first or last. As this choice seemed
fair enough, no further research was done in optimising the choice for making YTAZ non-
singular.

Subdomain deflation for u and v is the same as with Poisson.
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3.2.6 Numerical results

A grid of 32 x 32 was doable within a fair amount of time, but 64 x 64 not. As a consequence,
all testing is performed on a grid of 32 x 32 cells.

We use a restart after 40 iterations, require a relative precision of 10—6 in the 2-norm
of the residual and an all zero starting vector. For incomplete LU factorisation, we use
droptol=0.1. Using a restart after 20 iterations caused stagnation or too slow convergence.

mq = np 1 2 4 8 16 32 64 128
Iteration needed (restart=5) 0 5 92 300 1387 8665 58500 393769
Iteration needed (restart=10) 0 5 54 158 726 4411 28766 195701
Iteration needed (restart=20) 0 5 21 114 395 2321 14755 97725
Iteration needed (restart=40) 0 5 21 80 248 111701 7456 49227
Iteration needed (restart=80) 0 5 21 54 163 685 3765 23981
Iteration needed (restart=160) 0 5 21 54 126 530 1956 11956
Iteration needed (restart=320) 0 5 21 54 126 297 1205 5695

Table 13: Total number of inner GMRES iterations with neither a preconditioner nor defla-
tion.

As we can see in table 13, the restart value has quite a large influence on the convergence
behaviour. For large problems, the number of iterations is reduced by a factor of two when
the restart value is increased by a factor of two.

1 2 4 8 16 32

1

2

4

998 631 637
668 371 277
639 330 171

630 624 628
267 262 263
142 137 136

8
16
32

592 318 147
574 313 148
558 312 148

66 62 62
63 35 32
62 31 0

Table 14: Total number of iterations us-
ing no preconditioner at all. Subdomain
deflation applied.

Table 14 shows the bare effects of subdomain deflation. As with Poisson, only 1 deflation
vector reduces the number of iterations by 10+%. If we take 16, we only need about 15%
of the original number of iterations while computing a direct inverse of 48 x 48 is peanuts.
The effects seen in table 6 are essentially the same as table 14.

Tables 15 and 16 are comparable to tables 2 and 8 respectively; square subdomains are
favoured over stretched ones, preconditioning is quite effective and preconditioning with
subdomain deflation is a killer combination. For example, using 16 subdomains (p = 4,

q = 4) in table 16 leaves a mere 27 iterations instead of the reference value of 1170. The
extra work is only an inverse of 16 x 16.
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1

2

4

8

1 15 23
19 25 33
25 31 43
57 72 95

5i 159 556
76 191 631

101 215 624
143 298 745

16

32
159 180 198
446 439 572

279 432 825
638 863 1117

Table 15: Total number of iterations using
a complete LU factorisation of No
deflation used.

1

2

4

8

102 120 145
114 129 158
134 152 179
174 190 227

196 307 739
217 332 751
234 340 779
274 420 924

16

32
267 274 317
717 742 824

428 615 1265
1000 1360 1117

Table 17: Total number of iterations using
an incomplete LU factorisation of Apr.
No deflation used.

r
2

4

1 17 24
19 23 29
25 29 27

48 117 268
46 73 144
27 43 72

8
16

32

51 41 29
114 77 43
264 146 76

20 23 35
23 14 18

36 18 0

Table 16: Total number of iterations us-
ing a complete LU factorisation of
Subdomain deflation applied.

= — -

1

2
4

8

137 100 98
92 66 61
97 66 44

111 76 49

109 153 363
70 94 162
42 48 88
27 26 38

16
32

145 96 59
320 187 99

28 16 18
43 19 0

Table 18: Total number of iterations using
an incomplete LU factorisation of Aprec.
Subdomain deflation applied.

The behaviour observed in tables 17 and 18 is practically identical to that of tables 4
and 10.

3.3 Conclusion
We have seen that the numerical results are remarkably similar to that of the DPCG-method.
We think it is fair to say that deflation can be used on non-symmetric, indefinite problems
although there are certain pitfalls that need to be considered or studied.

1 2 4 8 16 32 1 2 4 8 16 32

1 2 4 8 16 32 1 2 4 8 16 32
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4 Conclusion
We created two test sets to test the performance of deflation in two common used solvers:
CG and GMRES. We have created preconditioners that divided the problem in uncoupled
subdomains. This is useful for both subdomain deflation and high performance computing.

The numerical results show that preconditioning works well with large subdomains
while subdomain deflation is more suited for small subdomains. Combined, they make a
strong team. This team is "powerful" in the sense that it reduces the number of iterations
needed by a fair amount. A drawback is that the optimal configuration of the size of the
subdomains cannot be given a priori. This is related to the problem that fewer iterations
does not always mean less computing time.

We tried to further reduce the number of iterations by means of Gustafsson's modifi-
cation. It seems that Gustafsson's modification and deflation are rivals in a sense as they
both try to cancel the low-frequent components in the error; the number of iterations did
not go down, but went up instead. This can be understood from the fact that high-frequent
components are demped less if Gustafsson's modification is applied.

A few difficulties arose when working with singular problems and a singular precon-
ditioner; the deflation vectors had to be adapted and the preconditioner had to be made
non-singular. Also, we saw that the restart value DGMRES seems to be of great influence on
the convergence rate; too small a value resulted in stagnation.

The performed experiments show that deflation is promising.
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5 Recommendations for further study
It would be highly interesting to see what performance can be reached when (subdomain)
deflation is used in multiple processor / vector computers. We have done only theoretic
experiments, yet they indicate that subdomain deflation will only then show its full poten-
tial.

To be true, we have no theory why deflation works for the Stokes equation; we only
know that it works. It would be nice to have a theoretic foundation for deflation, which is
likely to be based on finite element theory.

We have no theory about what the optimal size of subdomains is a priori. To see
whether theory can be developed to estimate this size will be a challenge.

Only two test problems were tackled, but in quite some detail. It would be pleasing to
see whether deflation in general produces good results.
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,
 
s
p
.
y
.
(
m
.
q
)
)
)
;

T
h
e
 
O
u
s
t
a
f
s
.
o
n
 
m
o
d
i
f
i
e
d
 
p
r
e
c
o
n
d
i
t
i
o
n
e
r
:

f
u
n
c
t
i
o
n
 
(
0
_
p
r
e
c
i
 
=

po
i.s

on
2D

_g
us

ta
fs

so
n_

pr
ec

on
di

tio
ns

r(
m

,
a
,
 
q
,
 
p
)

P
O
I
S
S
O
N
2
D
.
G
U
S
T
A
F
S
S
O
N
P
R
E
O
O
N
D
I
T
I
O
N
E
R

A
 
p
r
e
c
o
n
d
i
t
i
o
n
e
r

fo
r 

th
e 

2D
V

s
P

oi
ss

on
 e

qu
at

io
n 

ba
se

d 
up

on
G

us
ta

fs
so

n
m
o
d
i
f
i
c
a
t
i
o
n

V
s

G
.
P
R
E
C

=
 P

O
IS

S
O

N
2D

.G
U

S
T

A
F

S
S

O
N

.P
R

E
C

O
N

D
IT

IO
N

E
R

(M
,
N

Q
,

P)
V

s
re

tu
rn

s
a

pr
ec

on
di

tio
ne

d 
ve

rs
io

n 
of

 th
e 

m
at

rix
 c

or
re

sp
on

di
ng

 to
V

s
th

e
M
c
N
P

2D
P

oi
ss

on
 e

qu
at

io
n 

in
 w

hi
ch

 s
ub

do
in

ai
ns

 o
f c

is
c

M
x
N

V
s

ar
e

m
a
d
e
.
 
P
O
I
S
S
O
N
2
D
.
O
U
S
T
A
F
S
S
O
N
.
P
R
E
C
O
N
D
I
T
I
O
N
E
R
(
M
,
 
N
,
 
1
,

1
)

g
i
v
e
s

V
s

t
h
e
 
s
a
m
e
 
r
e
s
u
l
t
 
a
s

P
O

IS
S

O
N

2D
(M

, N
).

V
s V
s

T
he

 r
es

ul
t w

ho
ul

d 
be

 s
in

gu
la

r
is

 Q
 >

 2
 a

nd
 P

 >
 2

, b
ut

 th
at

is
V

s
fix

ed
 b

y 
ad

di
ng

 o
ne

 e
ve

ry
 la

st
 e

le
m

en
t o

f e
ac

h 
si

ng
ul

ar
V

s
su

bd
om

ai
n.

V
s V
s

S
.. 

al
so

 P
O

IS
S

O
N

2D
 a

nd
P
O
I
S
S
O
N
2
D
-
S
I
M
P
L
E
.
P
R
E
C
O
N
D
I
T
I
O
N
E
R
.

V
s 

P
re

fo
rm

an
ce

 lo
ss

 ,
bu

t v
er

y 
ea

sy
 to

 u
nd

er
st

an
d 

an
d

I
m
p
l
e
m
e
n
t
 
;
—
)
.

A
 =

 p
oi

ss
on

2D
(m

 •
q,

n
•

A
_p

re
c 

=
 p

oi
se

on
2D

_s
im

pl
e_

pr
ec

on
cl

iti
on

er
(m

, n
, q

, p
);

0_
pr

ec
A

pr
ec

 +
 d

la
g(

su
m

(A
, 2

) 
—

 s
um

(A
_p

re
c,

2
)
)

V
s

M
ak

e 
no

n—
si

ng
ul

ar
.

fo
r

ro
w

=
 1

p 
—

 2
 V

s 
Lo

op
 o

ve
r 

p—
2 

in
te

rio
r 

su
bd

om
ai

ns
.

fo
r

c
o
l
 
=

1
:

q 
—

 2
V

s
Lo

op
ov

er
q—

2 
in

te
rio

r 
su

bd
om

ai
ns

.
be

gi
nS

ub
do

m
ai

n 
=

 1
 +

 c
ol

• 
m

 +
 m

 •
n

.
q

•
ro

w
;

en
dS

ub
do

m
ai

n 
=

 b
eg

in
S

ub
do

m
ai

n 
+

 (
m

 —
 1

) 
+

 m
 •

(n
 —

 1
)

•
e 

=
 e

nd
S

ub
do

m
ai

n;
G

_p
re

c(
e,

 e
) 

=
 G

_p
re

c(
e,

 e
) 

+
 1

en
d

•n
d

T
he

 r
ig

ht
 h

an
d 

si
de

 to
 m

ak
e 

it 
a 

he
at

ed
 r

oo
m

 p
ro

bl
em

:
fu

nc
tio

n
(
b
i
 
=

rb
s_

he
at

ed
_r

oo
m

(
m
,
n
)

9
I
1
S
.
H
E
A
'
1
'
E
D
.
R
O
O
M

R
ig

ht
 h

an
d 

si
de

 fo
r 

a 
2D

 h
ea

te
d 

ro
om

 p
ro

bl
em

.
%

B
 =

 R
H

S
.H

E
A

T
E

D
.R

O
O

M
(m

, n
) 

re
tu

rn
s 

th
e 

rig
ht

 h
an

d 
si

de
fo

r 
a 

2D
V

s
he

at
ed

r
o
o
m
 
p
r
o
b
l
e
m
 
o
f
 
l
i
c
e
 
M
x
N
.

V
s V
s

S
ee

 a
ls

o 
P

O
IS

S
O

N
2D

, P
O

IS
S

O
N

2D
..T

E
S

T
.S

U
IT

E
.

b
s
s
r
o
s
(
m
,
 
n
)
;

b
(
:
,

1)
 =

 b
(:

,
1)

 +
 1

5;
b(

:, 
en

d)
 =

 b
(:

, •
nd

) 
+

 1
5;

b(
1,

:)
 =

 b
(

1,
:)

 +
 1

5;
b(

.n
d,

:
)

=
 b

(.
nd

, :
) 

+
 2

5;
b 

=

T
he

s
u
b
d
o
m
a
i
n
 
d
e
f
l
a
t
i
o
n
 
v
e
c
t
o
r
s
:

fu
nc

tio
n 

(Z
) 

=
 p

oi
ss

on
2D

_s
ub

do
m

ai
n_

de
fla

tio
n_

ve
ct

or
s(

m
,n

,q
,p

)
9G

O
IS

S
O

N
2D

.S
U

B
D

O
M

A
IN

D
E

F
LA

T
IO

N
..V

E
C

T
0R

S
S

ub
do

m
ai

n 
de

fla
tio

n
ve

ct
or

s 
fo

r 
P

O
IS

S
O

N
2D

.
V

s
Z

S
T

O
K

E
S

2D
S

U
B

D
O

M
A

IN
.D

E
F

LA
T

IO
N

Y
E

C
F

O
P

.S
(M

, N
 ,Q

, P
)

cr
ea

te
s 

P
Q

V
s

de
fla

tio
n

v
e
c
t
o
r
.
 
;

on
e 

fo
r

e
a
c
h
 
s
u
b
d
o
m
a
i
n
.
 
T
h
e
 
v
e
c
t
o
r
s
 
a
r
e

V
s

D
ira

c—
de

lta
 li

ke
 ;

ea
ch

 v
ec

to
r

is
on

ly
 n

on
—

se
ro

 o
n 

its
V

s
s
u
b
d
o
m
a
i
n
.
 
T
h
e
 
v
e
c
t
o
r
s
 
a
r
e

co
ns

tr
uc

te
d 

fo
r 

Q
 h

or
is

on
al

V
s

su
bd

om
ai

ns
 a

nd
 P

 v
er

tic
al

 o
ne

s 
of

 c
is

c 
M

xN
.

V
s V
s

S
e
e
 
a
l
s
o
 
P
O
I
S
S
O
N
2
D
,

P
O

IS
S

O
N

2D
S

IM
P

LE
..P

R
E

O
O

N
D

IT
IO

N
E

R
V

s
P
O
I
S
S
O
N
2
D
.
G
U
S
T
A
F
S
S
O
N
.
P
R
E
C
O
N
D
I
'
F
I
O
N
E
R
,

R
H

S
..H

E
A

T
E

D
.R

O
O

M
.

Iir
st

S
ub

do
m

ai
nF

irs
tR

ow
 =

 s
pa

rs
.(

m
.q

, 1
);

fir
st

S
ub

do
m

ai
nF

irs
tR

ow
( 

1 
:m

) 
=

 1
;

fir
st

S
ub

do
m

ai
nO

fF
irs

tR
ow

O
fS

ub
do

m
ai

ns
k
r
o
n
(
o
n
e
s
(
n
,
 
1
)
,
 
f
i
r
s
t
S
u
b
d
o
m
a
i
n
F
i
r
s
t
R
o
w
)
;

Z
_
o
n
e
f
t
o
w
O
f
S
u
b
d
o
m
a
i
n
s
 
=

(J
;

fo
r

s
h
i
f
t
S
u
b
d
o
m
a
i
n
 
=

0
: m

:
m

.q
 —

 m
Z

on
eR

ow
O

fS
ub

do
m

ai
ns

=
 (

Z
..o

ne
R

ow
O

fS
ub

do
m

ai
ns

,
ci

rc
sh

ift
 (

fir
st

S
ub

do
m

ai
nO

fF
irs

tR
ow

of
S

ub
do

m
aj

ns
sh

ift
S

ub
do

m
ai

n 
)]

;
•n

d
Z

 =
 k

ro
n(

sp
.y

.(
p)

,
Z

..o
ne

R
ow

O
fS

ub
do

m
ai

ns
);

I-
.



W
e adapted the M

A
I1.A

5
C

C
 m

ethod (pcg.m
) to us. deflation. A

s that file is copyrighted and w
e don't w

ant to infringe copyright law
, w

e give the patch file to
generat. our dpcg.m

 from
 pcg

revision 1.18:
function

(
x
,
f
l
a
g
,
r
e
l
r
e
e
,
i
t
e
r
,
r
e
s
v
.
c
J
 
=

pcg(A
,b,tol,m

axit,M
1,M

2,xO
,var

I

W
O

O
P
r
e
c
o
n
d
i
t
i
o
n
e
d
 
C
o
n
j
u
g
a
t
e
 
G
r
a
d
i
e
n
t
s
 
M
e
t
h
o
d

I

%
X

P
O
G
(
A
,
B
)
 
a
t
t
e
m
p
t
s
 
t
o

solve th. system
 of linear equations A

.X
I

%
for

X
.

T
he N

—
by—

N
coefficient

m
atrix A

 m
ust be S

ym
m

etric and p0.
i

%
definite and the right hand side colum

n vector B
 m

ust have length
I

%
A

 m
ay be a function returning A

eX
.

I

function (xflag,res,it.r,re.vecj =
dpcg(A

,b,tol,rnaxit,M
1,M

2,xO
,Z

,varargin)
9P

00
D

eflated P
reconditioned C

onjugate G
radient. M

ethod
%

X
 =

 D
P

O
O

(A
,B

) attem
pts to solve the system

 of linear equations
%

 A
.X

 for X
. T

he N
—

by—
N

 coefficient m
atrix A

 m
ust be sym

m
etric

%
and po.itive definite and the right hand side colum

n vector B
%

m
u
s
t

have length N
.
A

m
ay be a function returning A

.X
.

I
%

D
P
O
0
(
A
,
B
,
T
O
L
)

specifies the tolerance of the m
ethod.

If 'rO
t, Is

I
V

s
3]

then D
P

O
O

 uses the default, 1 e—
6.

I
V

s
D

P
00(A

,B
,IO

L,M
A

X
IT

)
specifies

the m
axim

um
 num

ber of
I

V
s

i
t
e
r
a
t
i
o
n
s

.
If M

A
X

rI' is
(3

then D
P

O
O

 uses the default,
>

V
s

m
in(N

,20).
I

V
s

D
P

O
O

(A
,B

,T
0L,M

A
X

IT
,M

) and D
(A

,B
,T

0L,M
A

X
1T

,M
1,M

2) use
I

V
s

sym
m

etric positive definite preconditioner M
 or hrf1.M

2 and
I

V
s

effectively solve the system
 inv(M

).A
.X

 =
 inv(M

).B
 for X

.
If M

M
 I

V
s

is
(3

then a preconditioner is
not applied.

M
 m

ay be a
>

 V
s

function returning M
\X

.
I

V
s

D
P

O
O

(A
,B

,T
O

L,M
A

X
IT

,M
1,M

2,X
0) specifies the initial guess.

If
I

V
s

X
O

 is
[3

then D
P

O
O

 uses
t
h
e

default, an all
sero vector.

I
V

s
D

P
O

O
(A

,B
,T

O
L,M

A
X

!T
,M

1,M
2,X

0,Z
) specifies the deflation vectors.

I
V

s
If Z

i
s

3]
then D

P
O

O
 uses the default, no deflation at

all.
I

V
s

D
P

O
O

(A
F

U
N

,B
,T

O
L,M

A
X

rF
,M

1F
U

N
,M

2F
U

N
,X

0,Z
,P

i,P
2,...) passes

I
V

s
param

eters P
1 ,P

2,...
to functions :

A
F

U
N

(X
,P

1 ,P
2,...),

I
V

s
M
1
F
U
N
(
X
,
P
1
,
P
2
,
.
.
.
)
,
 
M
2
F
U
N
(
X
,
P
l
,
P
2
,
.
.
.
)
.

>
V
s

>
V

s
(X

,F
L.A

G
J

=
D

P
O

O
(A

,B
,T

O
L,M

A
X

rF
,M

1,M
2,X

0,Z
)

aleo
returns a

>
 V

s
convergence F

LA
G

:
>

 V
s

0 D
P

O
O

 converged to the desired tolerance 'F
O

L w
ithin M

A
X

fl'
>

 V
s

iterations
>

 V
s

1 D
 iterated M

A
X

F
 tim

es but did not converge.
3

V
s

3 D
P

O
O

 stagnated (tw
o consecutive iterate, w

ere the sam
e).

3
V

s
4 one of th. scalar quantities calculated during D

 becam
e

I
V

s
too em

aIl or too large to continue com
puting.

I
V

s
(X

,F
LA

O
,R

E
S

) =
 D

P
O

O
(A

,B
,T

O
L,M

A
X

rr,M
1,M

2,X
0,Z

) also returns the
I

V
s

absolute residual P
M

(B
—

A
.X

). If F
LA

G
 is

0, R
E

S
 <

=
 'F

O
L.

I
V

s
IX

,F
LA

G
,R

E
S

,IT
E

R
I

D
P

O
O

(A
,B

,T
O

L,M
A

X
IT

,M
1,M

2,X
0,Z

) also
I

V
s

returns the iteration num
ber at w

hich X
 w

as com
puted:

>
%

 0<
=

I'rE
R

<
=

M
A

X
IT

.
I

V
s

(X
,FL

A
G

,R
E

S,IT
E

R
,R

E
S\'E

C
J =

D
P

O
O

(A
,B

,T
O

L,M
A

X
IT

,M
1,M

2,X
0,Z

)
also

I
V

s
returns a vector of the residual norm

s at each iteration
>

 V
s

including the .eorth residual.
[x,flag,rr,iter,rv)

p
c
g
(
A
,
b
,
e
o
l
,
m
a
x
i
t
,
M
)
;

I
V

s
(x,flag,r,iter,rv] =

 dpcg(A
,h,tol,m

axit,M
);

a
s

inputs to P
00

as inputs to D
P

O
O

[xl,flagl,rrl,iterl,rvl] =
 pcg(O

afun,b,tol,m
axit,O

m
fun,(3,(J,2

I
V

s
(xl,flagl,rl,iterl,rvi] =

>
 V

s
dpcg(O

afun,b,tol,m
axit,O

m
fun,[],[3,21);

S
ee also 3100, B

IO
O

S
T

A
B

, ocs, G
M

R
E

S
, LS

Q
R

, M
IN

R
E

S
, , S

Y
M

M
LQ

, C
I

V
s

S
ee also B

IC
G

, B
IO

G
S

T
A

B
, O

G
S

, G
M

R
E

S
, D

Q
lR

3S
, LS

Q
R

, M
IN

R
E

S
, iR

,
>

 V
s

S
Y

M
M

LQ
, C

H
O

LIN
C

, 0.
>

 9P
00: A

dded.
>

 V
s

A
dapted by B

art D
opheide (dopheideO

fm
f. nl, 2004) to use

>
 V

s
deflation

t
e
c
h
n
i
q
u
e
.

>
 96.B

S
O

LU
'IE

: A
dded.

>
 V

s
A

dapted by B
art D

opheide (dopheideO
fm

f. nl, 2004) to use
>

 V
s

sw
itch

b
e
t
w
e
e
n

absolute and
r
e
l
a
t
i
v
e
 
t
o
l
e
r
a
n
c
e
 
.

T
his

s
w
i
t
c
h

can
>

 V
s

only be operated from
 _w

ithin_ this function and not
in

the
>

 V
s

function call .
(T

herefore ,
the help part for the function

>
 V

s
applies to absolute tolerance only.) T

his
is

because the author
>

 V
s

only needed absolute tolerance.
>>

 B
S

0L.U
T

E
: A

dded. A
 sw

itch
f
o
r
 
b
a
c
k
w
a
r
d
 
c
o
m
p
a
t
i
b
i
l
i
t
y
.

>
use_absolute =

 1;
V

s =
 0 im

plies use relative tolerance.
V

s C
heck for

all
sero right hand

s
i
d
e
 
v
e
c
t
o
r

=
>

 all
s
e
r
o
 
s
o
l
u
t
i
o
n

n
2
b

=
 norm

(b);
V

s N
orm

 of rhs vector, b
if (n2b =

=
 0)

V
s if

rhs vector
is

all
zeros

C
.)

>
V

s
P

00(A
,B

,T
O

L)
specifies

the tolerance of the m
ethod.

If 'F
O

L is
3]

V
s

then P
00 uses the default,

1 e—
6.

V
s

P
00(A

,B
,T

O
L,M

A
X

IT
)

specifies
the m

axim
um

 num
ber of iterations .

V
s

M
A

X
IT

 is
(3

then P
00 uses the default, m

in(N
,20).

V
s

P
00(A

,B
,T

0L,M
A

X
IT

,M
) and P

00(A
,B

.T
O

L,M
A

X
IT

,M
1,M

2) use sym
m

etric
V

s
positive definite preconditlonsr M

 or fl.M
2 and effectively

V
s

solve the system
 inv(M

).A
.X

 =
 inv(M

).B
 for X

.
If M

 is
3)

then
V

s
a preconditioner

is
not applied.

M
 m

ay be a function returning

V
s

P
cX

(A
,B

,T
0L,M

A
X

1T
,M

1,M
2,X

0) specifies
t
h
e
 
i
n
i
t
i
a
l
 
g
u
e
s
s
.

I
f
 
X
0

i

V
s

then P
00

u
s
e
s

the default,
a
n

all
sero vector.

V
s

P
C

0(A
F

IJN
,B

,T
O

L,M
A

X
IT

,M
1F

U
N

,M
2F

U
N

,X
0,P

1 ,P
2,...)

passes param
eters

V
s

to functions: A
F

U
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b
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=
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r
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.R
FS,IT

E
R

,R
E

SV
E

C
) =

P
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c
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r
e
l
r
e
s
)
;

P
:

C
o
s
m
e
t
i
c

change.
'pcg'

—
>

'dpcg'.
i
t
e
r
m
s
g
(
'
d
p
c
g
'
,
t
o
l
,
m
a
x
i
t
,
O
,
f
l
a
g
,
i
t
s
r
,
r
s
s
)
;

>>
 G

: A
dded. C

onvert the deflated solution to the real solution
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 C
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c
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E

A
'I'

E
D

.R
O

O
M

, D
PO

O
, P

0G
.

If
 (

na
rg

l <
 2

I
na

rg
in

=
=

3)
er

ro
r 

(
'N

ot
_e

no
ug

h
_i

np
ut

.a
rg

um
en

ts
 .'

);
en

d If
 (

na
rg

in
 =

=
2)

q 
=

1;
p 

—
1;

en
d If 
(n

ar
gl

n
<

 5
)

pr
ec

on
di

tio
ni

ng
-t

yp
e

=
 (

1;
•n

d
pr

ec
on

di
tio

ni
ng

_t
yp

e 
=

ex
tr

ac
t_

va
lu

es
(p

re
co

nd
iti

on
in

g_
ty

pe
,

(0
 0

],
 (

0
1

21
,

(0
1

2]
);

pr
ec

on
di

tio
ne

r_
ty

pe
 =

pr
ec

on
di

tio
ni

ng
_t

yp
e

(1
);

fa
ct

or
is

at
io

n_
ty

pe
 =

pr
ec

on
di

tio
ni

ng
_t

yp
e 

(2
);

cl
ea

r 
pr

ec
on

di
tio

ni
ng

-t
yp

e;
if

 (
na

rg
ln

 <
 6

I
ls

em
pt

y(
de

fl
at

io
n_

ty
pe

))
de

fl
at

io
n_

ty
pe

 =
0;

en
d

de
fl

at
io

n_
ty

pe
ex

tr
ac

t_
va

lu
es

(d
ef

la
tio

n_
ty

pe
 ,

(0
0]

, (
0

1
2]

,
(0

1]
);

it
(
de

fla
tio

n_
ty

pe
(1

)
2)

si
ge

nv
ec

to
rs

_t
yp

e 
=

de
fla

tio
n_

ty
pe

(2
);

en
d

de
fla

tio
n_

ty
pe

 =
 d

ef
la

tio
n_

ty
pe

(1
);

%
S

et
 c

on
st

an
ts

.
dr

op
to

l
=

0.
1;

to
l

=
 le

—
6;

m
ax

it
=

30
00

0;
xO

 =
%

ei
ge

nv
al

ue
s_

m
et

ho
d

=
0;

%
 U

se
 e

ig
 0

.
ei

ge
nv

al
ue

s_
m

et
ho

d
=

1;
V

s 
U

se
 e

ig
s 

0.

%
C

re
at

e 
te

st
 p

ro
bl

em
.

A
 =

po
is

so
n2

D
(m

•
q,

n
•

b
=

rh
s_

he
at

ed
_r

oo
m

(r
n

•
q,

n
•

p)
;

V
s 

C
re

at
e 

pr
ec

on
di

tio
ne

r.
sw

itc
h

(
pr

ec
on

di
tio

ne
r_

ty
pe

ca
se

 0
 V

s 
N

o 
pr

ec
on

di
tio

ni
ng

.
A

_p
re

c
(1

;
ca

se
1

V
s 

Si
m

pl
e 

pr
ec

on
di

tio
ne

r
A

_p
re

c 
=

po
is

so
n2

D
_s

im
pl

e_
pr

ec
on

di
tio

ne
r(

m
,

a,
 q

, p
);

ca
se

 2
 V

s 
O

us
ta

fs
so

n 
m

od
if

ic
at

io
n

A
_p

re
c 

=
po

is
so

n2
D

_g
us

ta
fs

so
n_

pr
ec

on
di

tio
ne

r(
rn

,
n,

 q
, p

);
en

d

V
s

C
re

at
e

fa
ct

or
is

at
io

n 
of

 p
re

co
nd

iti
on

er
.

sw
itc

h
(
fa

ct
or

is
at

io
n_

ty
pe

ca
se

 0
 %

N
o 

fa
ct

or
is

at
io

n.
L

 =
A

pr
ec

;
U

ca
se

1
V

s 
C

om
pl

et
e 

fa
ct

or
ls

at
io

n
U

 =
cb

ol
(A

pr
ec

);
I.

 =
U

';
ca

se
2 

V
s 

In
co

m
pl

et
e 

fa
ct

or
is

at
io

n.
U

 =
ch

ol
in

c
(A

_p
re

c,
 d

ro
pt

ol
);

 L
 =

U
';

en
d

V
s 

C
re

at
e 

de
fl

at
io

n 
ve

ct
or

s.
sw

itc
h

(
de

fla
tio

n_
ty

pe
)

ca
se

 0
 %

N
o 

de
fl

at
io

n.
Z

 =
ca

se
1

V
s 

Su
bd

on
ia

in
 d

ef
la

tio
n

Z
 =

po
is

so
n2

D
_s

ub
do

m
ai

n.
.d

ef
la

tio
n_

ve
ct

or
s(

m
,

n,
 q

, p
);

ca
se

 2
 V

s 
E

ig
en

ve
ct

or
 d

ef
la

tio
n

sw
itc

h
(
ei

ge
nv

ec
to

rs
_t

yp
e)

ca
se

 0
 V

s 
E

lg
en

ve
ct

or
s 

ba
se

d 
on

 s
m

al
le

st
 e

lg
en

va
lu

es
.

If
(
pr

ec
on

di
tio

ne
r_

ty
pe

=
=

0)
(e

ig
en

V
ec

 ,
ei

ge
nV

al
]

=
co

m
pu

te
_e

ig
en

va
lu

es
(A

,
(]

,
q

•
p,

'S
M

'
ei

ge
nv

al
ue

s_
m

et
ho

d)
;

el
s. (e

ig
en

V
ec

 ,
ei

ge
nV

al
J

=
co

m
pu

te
_e

ig
en

va
lu

es
(A

,
A

..p
re

c,
 q

•
p,

'S
M

'
ei

ge
nv

al
ue

s_
m

et
ho

d)
;

en
d

Z
 =

ei
ge

nV
ec

(:
,

•n
d 

+
 1

 —
q

•
p

:

ca
se

1
V

s 
E

ig
en

ve
ct

or
s 

ba
se

d 
on

 la
rg

es
t e

ig
en

va
lu

es
.

If
 (

pr
ec

on
di

tio
ne

r_
ty

pe
 =

=
0)

(e
ig

en
V

ec
 ,

ei
ge

nV
al

I
=

co
m

pu
te

_e
ig

en
va

lu
es

(A
,

((
,

q
•

p,
'L

W
ei

ge
nv

al
ue

s_
m

et
ho

d 
);

el
se (e

ig
en

V
ec

 ,
ei

ge
nV

al
1

=

th
e

V
s V
s

V
s

V
s

V
s

V
s

V
s

V
s

V
s

V
s

V
s

V
s

V
s

V
s V
s

V
s

I! 01



•
n
d

Z
 
=

eigenV
ec(:,

1
:

q
•

end
e
n
d

%
E

verything
is setup now

. L
et's com

pute!
{x,

flag, rep,
i
t
e
r
,
 
r
e
e
v
e
c
]
 
=

dpcg(A
,

b
,

t
o
l
,
 
m
a
x
i
t
,
 
L
,
 
U
,
 
x
O
,
 
Z
)
;

I
f

(flag -=
 0)

f
p
r
l
n
t
f
(

'N
o_conv.rge_reached_w

ithin_%
d_iteratiO

ns
.\n' ,

m
acit);

x
 
=

xO
;

e
n
d

T
o

generate the table. in this report, w
e used a

w
r
a
p
p
e
r

function that call, the test suite
m

any tim
es:

function [iterationsM
atrix J

=
pois.on2D

_test_com
bination

problem
_size ,preconditioner_type ,deflation_type)

'O
IS

S
O

N
2D

T
E

S
T

C
O

M
B

IN
A

T
IO

N
T

ry all com
binations of subdom

ains.

%
See also PO

ISSO
N

2D
T

E
ST

SU
IT

E
, PO

ISSO
N

2D
.

%
 M

ake
a

fancy header.
If

(nargout =
=

 0)
fprlntf( '\\—

pI\ nq_.\\
' );

f
o
r

p =
 2

.
-

(0
:

log2( problem
_size))

fprlntf( '\n—
—

—
+

');
for p =

 2
.

.
(0

:
log2(problem

_size )J
fprlntf('\n' );

•
n
d

for q =
 2

..
(0

log2(problem
_eize )J

m
problem

_size / q;
i
f

(nargout
=
=

0) fprlntf('%
3d1' ,

q);
e
n
d

f
o
r
 
p
 
=

2
.

(0
:

log2(problem
_eise )]

n
=

problem
_size

/
p;

(
x
,
 
f
l
a
g
,
 
r
e
s
 
,

iter
,resvec)

p
o
i
s
s
o
n
2
D
_
t
e
e
t
_
s
u
i
t
e
(
m
,
n
,
q
,
p
 
,

preconditioner_type
,

deflation_type);
iter_m

at(1
+
 
I
o
g
2
(
q
)
,

1
 
+
 
l
o
g
2
(
p
)
)
 
=

iter;
I
f
 
(
n
a
r
g
o
u
t
 
=
=

0) fprlntf('._%
4d',

i
t
e
r
)
;
 
e
n
d

•
n
d

I
f

(nargout
=
=

0) fprintf('\n');
•
n
d

e
n
d

I
f

(nargout
>
 
0
)

iterationsM
atrix =

 iter;
•
n
d

T
h
i
p

is the
i
n
p
u
t

needed to
g
e
n
e
r
a
t
e
 
m
o
s
t
 
t
a
b
l
e
s

in chapter
2
:

p
r
o
b
l
e
m
_
s
i
z
e

=
 16;

no_p =
 0; sim

p =
 1; gust =

 2;
no_f =

 0; com
p =

 1; incp =
 2;

no_d =
 0; subd =

 1; eigd
2;

sm
al =

 0; larg =
 1;

%
w
i
t
h
o
u
t
 
p
r
e
c
o
n
d
i
t
i
o
n
i
n
g
 
n
o
r
 
d
e
f
l
a
t
i
o
n
.

f
o
r

i
=

 2
.

(
0

:
log2(128)

(x,f,r,iter,rvj=
 poisson2D

_test_suite(i,i,1,l);
fprlntf('%

d_' ,
iter)

end
"
.
'
,

fprlntf('\n');

%
 
w
i
t
h
 
p
r
e
c
o
n
d
i
t
i
o
n
i
n
g
 
b
u
t
 
w
i
t
h
o
u
t
 
d
e
f
l
a
t
i
o
n
.

p
o
i
s
s
o
n
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
o
n
(

problem
_size ,

sim
p,

poiszon2D
_test_com

bination(
p
r
o
b
l
e
m
_
s
i
z
e
 
,

(gust,
poisson2D

_test_com
bination( problem

_size, (lim
p,

poisson2D
_test_com

bination(problem
_sise ,

(gust,

w
ithout preconditioning but w

ith deflation
poisson2D

_test_com
bination(

p
r
o
b
l
e
m
_
s
i
z
e
,
 
n
o
_
p
,
 
s
u
b
d
)
;

%
 
w
i
t
h
 
p
r
e
c
o
n
d
i
t
i
o
n
i
n
g
 
a
n
d
 
d
e
f
l
a
t
i
o
n
.

p
o
i
s
s
o
n
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
o
n
(
 
p
r
o
b
l
e
m
_
s
i
z
e

p
o
i
s
s
o
n
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
O
n
(
 
p
r
o
b
l
e
m
_
s
i
z
e

p
o
i
e
s
o
n
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
O
n
(
 
p
r
o
b
l
e
m
_
s
i
z
e

p
o
i
s
.
o
n
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
O
n
(

problem
_size

for
I

=
 2

.
(

0
:

log2(163$4)
(x,f,r,

i
t
e
r

,rv]
=

poisson2D
_test_suite(l ,1 .1,1);

fprlntf('%
d_' ,

iter)
end
f
p
r
l
n
t
f
(
'
\
n
'

);

%
D
e
f
l
a
t
i
o
n
 
b
a
s
e
d
 
u
p
o
n
 
e
l
g
e
n
v
e
c
t
o
r
s
.

p
o
i
e
s
o
n
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
o
n
(
 
p
r
o
b
l
e
m
_
s
i
z
e
 
,

(zim
p, com

p), (eigd ));

com
pute_eigenvaluee(A

, A
_prec, q

•
p,

'LM
'

eigenvalues_m
ethod

)
;

c
a
m
p
)
,
 
n
o
_
d
)
;

c
a
m
p

,
no_d);

i
n
c
p

,
no_d);

incp
,

no_d);

IT
E

R
A

T
IO

N
SM

A
T

R
IX

 =
P

O
IS

S
O

N
2D

..T
E

S
T

C
O

M
B

IN
A

T
IO

N
( PR

O
B

L
E

M
SIZ

E
,

PR
E

coN
D

m
O

N
E

R
.T

Y
PE

,D
E

FL
A

T
lO

N
T

Y
PE

) tests com
binations of a

square PR
O

B
L

E
M

SIZ
E

xPftO
B

L
E

M
SIZ

E
 PO

ISSO
N

2D
 problem

. T
his

is
w

rapper code for PO
ISSO

N
2D

_T
E

ST
..SU

IT
E

. See that function for
details

(slm
p, C

O
m

P
],

(gust, cam
p),

(sim
p. incpj,

(gust,
i
n
c
p
)
,

s
u
b
d
)
;

e
u
b
d
)
;

subd);
s
u
b
d
)
;

fprintf('...%
4d', p); end

fprlntf('
',

p);
•nd



A
.2

D
ri

ve
n 

ca
vi

ty
 p

ro
bl

em
T

he
 2

0 
Po

is
so

n 
co

ef
fi

ci
en

t m
at

ri
x:

fu
nc

tio
n

(A
] =

 s
to

ke
s2

D
(m

,n
)

l6
'1

'O
K

2D
S

to
ke

s 
M

at
rix

 fr
om

 th
e 

2D
 S

to
ke

s 
eq

ua
tio

n 
(s

pa
rs

e)
.

%
A

 =
 S

T
O

K
E

S
2D

(M
,N

) 
re

tu
rn

s 
th

e 
m

at
rix

 c
or

re
sp

on
di

ng
to

 th
e 

20
%

S
to

ke
s 

eq
ua

tio
n 

of
 s

iz
e 

M
xN

. N
ot

e 
th

at
 th

e 
rig

ht
 s

id
e 

as
 w

el
l

a.
 th

e 
lo

w
er

 s
id

e 
ar

e 
bo

gu
s 

po
in

ts
 to

 e
as

e 
up

 c
on

st
ru

ct
io

na
l

%
w

or
k 

fo
r 

pr
ec

on
di

tio
ne

d 
ve

rs
io

ns
 o

f t
hi

s 
m

at
rix

.

%
Se

e 
al

so
R

H
S

..D
R

1V
E

N
C

A
V

!T
Y

.

e
=

 o
ne

s(
m

ex
(m

,
ii)

,
1)

;
no

_d
ep

en
de

nc
e

=
 s

pa
rs

.(
m

.n
, m

.n
);

p
a
r
t

=
 a

pp
en

d_
m

at
rix

 (
I, 

po
is

so
nl

D
(m

—
 1

))
;

al
m

os
tS

pe
ye

M
 =

 a
pp

en
d_

m
at

rix
 (

0,
 s

p.
y.

(m
 —

 1
))

;
c_

ad
ap

te
d

=
(0

,
e(

1:
.n

d—
I)

];

d
e
p
e
n
d
e
n
c
e
_
u
o
n
u
 
=

kr
on

(.
p.

y.
(n

),
p
a
r
t
)
 
+

kr
on

(p
ol

ss
on

lD
(n

),
a
l
m
o
s
t
S
p
e
y
e
M
 
)
;

de
pe

nd
en

ce
_u

on
p 

=
 k

ro
n(

.p
.y

e(
n)

,
s
p
d
l
a
g
s
(
(
e
,
—
e
_
a
d
a
p
t
e
d
j
,

—
1:

0,
m

,m
))

;

de
pe

nd
en

ce
_v

_o
nv

 =
 a

pp
en

d_
m

at
rix

(
po

is
so

n2
D

(m
, n

 —
1)

.p
ey

e(
m

))
;

de
pe

nd
en

ce
_v

_o
n_

p 
=

 k
ro

n(
.p

di
ag

s(
fe

 —
c]

0:
1,

 n
, n

).
 s

pe
ye

(m
))

;
de

pe
nd

en
ce

_v
_o

n_
p(

en
d—

en
+

1:
.n

d,
.
n
d
—
m
+
1
:
.
n
d
)
 
=

0;

A
 =

 (
de

pe
nd

en
ce

_u
_o

n_
u

*
no

_d
ep

en
de

nc
e

,
de

pe
nd

en
ce

_u
_o

n_
p 

;
no

_d
ep

en
de

nc
e

,
de

pe
nd

en
ce

_v
_o

n_
v

,
de

pe
nd

en
ce

_v
_o

n_
p

de
pe

nd
en

ce
u-

on
-p

 ',
de

pe
nd

en
ce

_v
_o

n-
p 

',
no

_d
ep

en
de

nc
e

];

T
he

 s
im

pl
e 

pr
ec

on
di

tio
ne

r:
fu

nc
tio

n 
(A

pr
ec

] =
st

ok
es

2D
_s

im
pl

e_
pr

ec
O

nd
iti

on
er

(m
,n

 ,q
 ,p

,m
ak

e_
no

n_
si

ng
ul

ar
)

9S
T

O
K

E
S

2D
S

IM
P

LE
P

R
E

C
O

N
D

IT
IO

N
E

R
P

re
co

n 
d 

it 
io

ne
r 

fo
r 

S
T

O
K

E
S

2D
.

%
A

..P
R

E
C

=
%

ST
O

K
E

S2
D

SI
M

PL
E

2R
E

C
O

N
D

IT
IO

N
E

R
(M

,N
 ,Q

, P
,
M

A
K

E
N

O
N

S
IN

C
U

LA
R

)
%

re
tu

rn
. a

 p
re

co
nd

iti
on

er
 fo

r 
th

e 
20

 S
to

ke
s 

m
at

rix
 o

f
%

S
T

O
K

2D
.

T
he

pr
ec

on
di

tio
ne

r
i
s

di
vi

de
d 

ho
riz

on
ta

lly
 in

 Q
%

su
bd

om
ai

ns
 a

nd
 v

er
tic

al
ly

i
n
 
P
.
 
T
h
e
 
s
i
s
e
 
o
f
 
t
h
e
 
s
u
b
d
o
m
a
i
n
s
 
i
s

V
s

M
x
N
.

If 
M

A
1O

N
S

fl4
G

U
LA

R
 is

tr
ue

 (
0)

 th
en

 th
e 

pr
ec

on
di

tio
ne

r
V

s
is

 m
ad

e 
no

n—
si

ng
ul

ar
.

V
s V
s

A
..P

R
C

 =
 S

T
O

K
E

S
2D

S
IM

P
LE

2R
E

C
O

N
D

IT
IO

N
E

R
(M

,N
,Q

,P
)

i
s

a
n

V
s

ab
br

ev
ia

tio
n 

of
 S

T
O

K
E

S2
D

SI
M

PL
E

.P
R

E
C

O
N

D
IT

IO
N

E
R

(M
,N

,Q
,P

,0
).

V
s V
s

A
.
.
P
R
E
C

S
T

O
K

E
S

2D
S

IM
P

LE
2R

E
C

O
N

D
IT

IO
N

B
R

(M
,N

)
i s

an
V

s
ab

br
ev

ia
tio

n
of

S
T

O
K

E
S

2D
S

IM
P

LE
2R

E
C

O
N

D
IT

IO
N

E
R

(M
,N

, 1
,1

).
V

s V
s

S
ee

 a
ls

o 
S

T
O

K
E

S
2D

, R
IIS

D
R

1V
E

N
C

A
V

IT
Y

.

If 
(n

ar
gl

n
<
 
5
)

m
ak

e_
no

n_
si

ng
ul

ar
 =

 0
;

en
d

if 
(n

ar
gi

n 
<

 3
)

q
1;

p
1;

en
d

e
=

 o
ne

s(
m

ax
(m

,n
),

1
)
;

no
D

ep
en

de
nc

a 
=

 s
pa

rs
e(

m
.n

.q
.p

, m
.n

.q
.p

);
al

m
os

tS
pe

ye
M

Q
ap

pe
nd

_m
at

rix
 (

0,
 s

p.
y.

(m
.q

 —
1)

);

T
he

 r
ig

ht
 h

an
d 

si
de

 to
 m

ak
e 

it 
a 

he
at

ed
 r

oo
m

 p
ro

bl
em

:
fu

nc
tio

n 
(b

] =
 r

hs
_d

riv
en

_c
av

ity
 (

m
,n

)
9.

H
S

D
R

IV
E

N
_C

A
V

1T
Y

R
ig

ht
 h

an
d 

si
de

 fo
r 

a 
2D

 d
riv

in
g 

ca
vi

ty
V

s
pr

ob
le

m
.

%
B

 =
 R

H
S

_D
R

IV
E

N
.C

A
V

IT
Y

(M
,N

)
r
e
t
u
r
n
s
 
t
h
e
 
r
i
g
h
t
 
h
a
n
d
 
s
i
d
e

fo
r 

a
%

2D
 d

riv
in

g 
ca

vi
ty

 p
ro

bl
em

 o
f s

iz
e 

M
xN

.
V

s V
s

S
e
e

al
so

S
T
O
K
F
S
2
D
.

b 
=

 •
pa

rs
e(

3 
. m

.
n,

 1
);

b(
l:m

)
=

1;

V
s 

M
ak

e
u
p
p
e
r

bo
gu

s
po

in
ts

a
l
s
o
 
z
e
r
o
.

b
(
l
)

=
0;

T
he

 .u
b4

om
ai

n
d
e
f
l
a
t
i
o
n
 
v
e
c
t
o
r
s
:

fu
nc

tio
n

Z
=

st
ok

ee
2D

_s
ub

do
m

ai
n_

de
fla

tio
n_

ve
ct

or
s

(m
,n

,q
,p

)
T

O
K

2D
.S

U
B

D
O

M
A

IN
D

E
F

LA
T

IO
N

V
E

C
T

O
R

S
Su

bd
om

ai
n

de
fla

tio
n 

ve
ct

or
s

V
s

fo
r 

ST
O

K
E

S2
D

.
V

s V
s

Z
 =

 S
T

O
K

E
S

2D
S

U
B

D
O

M
A

IN
..D

E
F

LA
T

IO
N

V
E

C
T

O
R

S
(M

, N
 
,
Q
,

P
)

cr
ea

te
s

V
s

3.
P

Q
 d

ef
la

tio
n 

ve
ct

or
s 

.
T

hr
ee

 fo
r 

ea
ch

 s
ub

do
m

ai
n 

be
in

g 
on

e 
fo

r
V

s
u,

 o
ne

 fo
r 

v 
an

d
o
n
e
 
f
o
r

p.
 T

he
 v

ec
to

rs
 a

re
D
i
r
a
c
—
d
e
l
t
a

lik
e;

V
s

ea
ch

 v
ec

to
r

is
on

ly
 n

on
—

ze
ro

 o
n 

its
 s

ub
do

m
&

in
 fo

r
its

V
s

va
ria

bl
e.

 T
he

 v
ec

to
rs

 a
re

c
o
n
s
t
r
u
c
t
e
d

fo
r 

Q
 h

or
iz

on
ta

l

I

fir
st

Li
ne

D
ep

en
de

nc
e_

u_
on

_u
 =

 k
ro

n(
.p

.y
e(

q)
, p

oi
ss

on
lb

(m
))

;
fir

st
Li

ne
D

ep
en

de
nc

e_
u_

on
_p

 =
 k

ro
n(

sp
ey

e(
q)

,
sp

di
ag

s(
fe

—
e]

,—
1:

0,
m

,m
))

;
V

s 
M

ak
e 

a 
co

rr
ec

tio
n 

fo
r 

bo
gu

s 
u'

s 
on

 r
ig

ht
 s

id
e.

fir
st

Li
ne

D
ep

en
de

nc
e-

uo
n—

u 
(1

,1
) 

=
 1

;
ui

rs
tL

in
eD

ep
en

de
nc

e_
u_

on
_p

(i 
1)

0;
if 

(m
ax

(.
iz

e 
(f

irs
tL

in
eD

ep
en

de
nc

e_
u_

on
_u

 )
) 

>
 1

)
fir

st
Li

ne
D

ep
en

de
nc

e_
u_

on
_u

 (
1,

2)
 =

 0
;

fir
st

Li
ne

D
ep

en
de

nc
eu

on
-u

 (
2,

1)
 =

 0
;

en
d

ne
ig

hb
ou

rs
H

or
iz

on
ta

l
=

kr
on

(.
p.

y.
(n

.p
),

fi
re

tL
in

eD
ep

en
de

nc
e_

u_
on

_u
)
;

n
e
i
g
h
b
o
u
r
s
V
e
r
t
i
c
a
l

=
 k

ro
n(

ap
.y

e(
p)

,
k
r
o
n
(

po
is

so
nl

 0
(n

),
 a

im
os

tS
pe

ye
M

Q
))

;
de

pe
nd

en
ce

_u
_o

n_
u 

=
 n

ei
gh

bo
ur

sH
or

iz
on

ta
l +

 n
ei

gh
bo

ur
sV

er
tic

al
de

pe
nd

en
ce

_u
_o

n_
p 

=
 k

ro
n(

sp
ey

e(
n.

p)
,

f
i
r
s
t
L
i
n
e
D
e
p
e
n
d
e
n
c
e
_
u
_
o
n
_
p
)
;

de
pe

nd
en

ce
_v

_o
n_

v
=

po
i.s

on
2D

 _
si

m
pl

e_
pr

ec
on

di
tio

ne
r(

m
, n

,
q
,

d
e
p
e
n
d
e
n
c
e
_
v
_
o
n
_
p
 
=

kr
on

(s
p.

ye
(p

),
k
r
o
n
(
a
p
d
l
a
g
s
(
(
e
 
—
e
]
,
0
:
1
 
,
n
,
n
)
,
s
p
.
y
.
(
m
.
q
)
)
)
;

V
s
 
M
a
k
e

a
c
o
r
r
e
c
t
i
o
n
 
f
o
r

bo
gu

s 
v'

s 
at

t
h
e
 
b
o
t
t
o
m
.

d
e
p
e
n
d
e
n
c
e
_
v
_
o
n
_
v
 
=

de
pe

nd
en

ce
_v

_o
n_

v(
1:

m
.n

.q
.p

 —
 m

.q
,

1:
m

.
n
.
q
.
p
—
m
.

d
e
p
e
n
d
e
n
c
e
_
v
_
o
n
_
v
 
=

ap
pe

nd
_m

at
rix

(d
ep

en
de

nc
e_

v_
on

_v
, s

p.
y.

(m
.q

))
;

d
e
p
e
n
d
e
n
c
e
_
v
_
o
n
_
p
(
e
n
d
-
m
.
q
+
1
:
e
n
d
,
 
1
:
.
n
d
)
 
=

0;

A
_p

re
c=

(d
ep

en
de

nc
e_

u_
on

_u
* 

no
D

ep
en

de
nc

e
,
d
e
p
e
n
d
e
n
c
e
_
u
_
o
n
_
p

n
o
D
e
p
e
n
d
e
n
c
e

,
d
e
p
e
n
d
e
n
c
e
_
v
_
o
n
_
v
 
,
d
e
p
e
n
d
e
n
c
e
_
v
_
o
n
_
p

d
e
p
e
n
d
e
n
c
e
_
u
_
o
n
_
p
 
'
,

de
pe

nd
en

ce
_v

_o
n_

p
*
* 

no
D

ep
en

de
nc

e
3
;

if
(

m
ak

e_
no

n_
si

ng
ul

ar
)

ce
ll 

=
 (

m
.q

—
1)

.n
.p

+
 
1
;

p
o
i
n
t

=
ce

ll 
+

 2
.m

.q
.n

.p
;

A
_p

re
c(

po
in

t,
po

in
t)

A
_p

re
c(

po
in

t, 
po

in
t)

+
0.

1;
en

d



%
subdom

ains and P
 vertical ones of lice M

xN
. T

he vector.
for P

are slighty different a. to prevent singularities in the
%

deflated m
atrix Z

'.S
T

O
K

2D
(M

.Q
,N

.P
).Z

.
'I%

S
ee also

S
T
O
K
E
S
2
D
,

ST
K

2D
..PR

E
cO

N
D

IT
IO

N
E

R
, R

H
S..D

R
IV

E
N

..C
A

V
IT

Y
,

%
F

O
IS

S
0N

2D
.S

U
B

D
O

M
A

IN
..D

E
F

LA
T

I0N
V

E
C

rO
R

S
.

P
 =

poisson2D
_subdom

ain_deflation_vectors(m
, n,

q
,
 
p
)
;

V
P

;
UP(.nd,end)

=
 3;

%
 
P
r
e
v
e
n
t
 
s
i
n
g
u
l
a
r
i
t
y
.

P
(
1
,
1
)

2;
V

s
P
r
e
v
e
n
t
 
s
i
n
g
u
l
a
r
i
t
y
.

Z
=

 append..m
atrix(U

,
V
,
 
P
)
;

W
e adapted the M

A
T

LA
5 o m

ethod
(
m
r
e
e
.
m
)

to use
d
e
f
l
a
t
i
o
n
.
 
A
s

that file is copyrighted ..nd w
e don't

w
a
n
t

to infringe copyright law
, w

e give the patch file to generate our dgm
ree.m

from
 gm

rea revision 1.21:
function

(
x
,
f
l
a
g
,
r
e
l
r
e
s
,
i
t
e
r
,
r
e
s
v
e
c
l
 
=

gm
res(A

,b,restart,tol,m
axit,M

1
9M

R
 G

eneralised M
inim

um
 R

..idual M
ethod.

V
s

X
 =

 G
M

R
(A

,B
) attem

pts to solve the system
 of linear equations A

V
s

X
.

T
he N

—
by—

N
 coefficient m

atrix A
 m

ust be square and the right
V

s
colum

n vector B
 m

ust have length N
.

A
 m

ay be a function returnin
V

s
uses the unrestarted m

ethod w
ith M

IN
(N

,1O
) total iteration.

I
functIon Ix,flag,relres,iter,resvecl

dgm
res(A

,b, restart, tol , m
axit ,M

1,M
2,xO

,Z
,Y

, varargin)
I G

M
R

 D
eflated G

eneralised M
inim

um
 R

esidual M
ethod.

I
V

s
X

 =
 D

O
M

R
3S

(A
,B

) attem
pts to .olve the system

 of linear
I

V
s

equations A
.X

 =
 B

 for X
. T

he N
—

by—
N

 coefficient m
atrix A

 m
ust

I
V

s
be square and the right hand side colum

n vector B
 m

ust have
>

 V
s

length N
. A

 m
ay be a function returning A

.X
. T

his uses the
>

 V
s

unrestarted m
ethod w

ith M
IN

(N
,1O

) total iterations.
I

V
s

D
1R

3S
(A

,B
,R

3E
T

A
R

T
) restarts the m

ethod every R
I'A

R
T

I
V

s
i
t
e
r
a
t
i
o
n
s
.

I
f
 
R
F
A
R
T
 
i
s
 
N
o
r
 
[
J

then D
fB

elR
3S

 uses the
>
 
V
s

u
n
r
e
s
t
a
r
t
e
d
 
m
e
t
h
o
d
 
a
s
 
a
b
o
v
e
.

I
V

s
D
C
(
A
,
B
,
R
3
S
T
A
K
1
'
,
T
O
L
)
 
s
p
e
c
i
f
i
e
s
 
t
h
e
 
t
o
l
e
r
a
n
c
e
 
o
f
 
t
h
e
 
m
e
t
h
o
d

I
V

s
I
f
 
T
O
L
 
i
s

)
t
h
e
n
D
B
f
f
t
 
u
s
e
s

the
d
e
f
a
u
l
t
,

1
 
e
—
6
.

I
%

D
G

M
R

P
E

(A
,B

,R
S

'1'A
R

T
,T

O
L,M

A
X

1T
) specifies

t
h
e
 
m
a
x
i
m
u
m
 
n
u
m
b
e
r
 
o
f

I
V

s
o
u
t
e
r
 
i
t
e
r
a
t
i
o
n
s
 
.

N
ote:

t
h
e
 
t
o
t
a
l
 
n
u
m
b
e
r
 
o
f
 
i
t
e
r
a
t
i
o
n
s

i
s

I
V

s
R
E
S
T
A
R
T
.
M
A
X
I
T
.

I
f
 
M
A
X
I
T
 
i
s
 
J

then
D
G
M
R
E

uses the default,
I

V
s

M
lN

(N
/R

1'A
R

T
,1O

).
I
f
 
R
'
F
A
R
T
 
i
s
 
N
 
o
r

[
J

then
t
h
e
 
t
o
t
a
l
 
n
u
m
b
e
r

>
 
V
s

of
i
t
e
r
a
t
i
o
n
s

i
s
 
M
A
X
I
T
.

I
V

s
D

G
M

R
3Z

(A
,B

,R
S

T
A

R
T

,T
O

L,M
A

X
1T

,M
) and

I
V

s
D
I
R
d
R
P
B
(
A
,
B
,
R
F
A
R
T
,
T
O
L
,
M
A
X
I
T
,
M
1
,
M
2
)

use
p
r
e
c
o
n
d
i
t
i
o
n
e
r
 
M
 
o
r

V
s

hri1.M
2 and

e
f
f
e
c
t
i
v
e
l
y
 
s
o
l
v
e
 
t
h
e
 
s
y
s
t
e
m

inv(M
).A

.X
 =

 inv(M
).B

V
s

for
X
.

I
f
 
M
 
i
s

(J
then a preconditioner

is
not

a
p
p
l
i
e
d
.
 
M

>
 
V
s

m
a
y
 
b
e
 
a
 
f
u
n
c
t
i
o
n
 
r
e
t
u
r
n
i
n
g
 
h
f
\
X
.

I
V

s
D

IdR
E

S
(A

,B
,R

'S
T

A
R

T
,T

O
L,M

A
X

IT
,M

1,M
2,X

O
) specifies the

initial
I

V
s

guess .
If X

O
 is

()
then

D
d
R
E
B
 
u
s
e
s
 
t
h
e
 
d
e
f
a
u
l
t
 
,

an
all

sero
>

V
s

v
e
c
t
o
r
.

I
V

s
D

cB
(A

,B
,R

1'A
R

T
,T

O
L,M

A
X

fl',M
1,M

2,X
O

,Z
,V

)
specifies

t
h
e

I
V

s
d
e
f
l
a
t
i
o
n

vectors.
I
f
 
Y
 
i
s

(
J

then
D
Q
f
f
i
 
u
s
e
s

Y
 =

 Z
.

I
f
 
Z
 
i
s

>
 V

s
ti

then D
G

M
R

3E
 uses the default, no deflation at

all
>

%
>

V
s

D
G

M
R

(A
F

U
N

,B
 ,R

.F
E

T
A

R
T

,T
O

L,M
A

xrr,M
1F

uN
,M

2P
U

N
, X

O
 , Z

 ,Y
, P
1
,
 
P
2
,
.
.
.
)

>
 
V
s

p
a
s
s
e
s
 
p
a
r
a
m
e
t
e
r
s
 
t
o
 
f
u
n
c
t
i
o
n
s

A
F
U
N
(
X
,
P
1

,P
2,. .

>
V
s

M
1F

U
N

(X
,P

1,P
2,...),

M
2
F
U
N
(
X
,
P
1
,
P
2
,
.
.
.
)
.

I
V

s
(X

,F
LA

G
J =

 D
G

M
R

E
S

(A
,B

,R
E

S
T

A
R

T
,T

O
L,M

A
X

T
F

,M
1,M

2,X
O

,Z
,Y

)
also

return
I

V
s

a
c
o
n
v
e
r
g
e
n
c
e
 
F
L
A
G
:

I
V

s
0
D
G
M
R
3
S
 
c
o
n
v
e
r
g
e
d
 
t
o
 
t
h
e
 
d
e
s
i
r
e
d

tolerance T
O

L w
ithin M

A
X

I'F
I

V
s

iterations
>
 
V
s

1
D
G
M
R
 
i
t
e
r
a
t
e
d
 
M
A
X
I
T
 
t
i
m
e
s
 
b
u
t
 
d
i
d
 
n
o
t
 
c
o
n
v
e
r
g
e
.

%
3
 
D
G
?
v
 
s
t
a
g
n
a
t
e
d
 
(
t
w
o
 
c
o
n
s
e
c
u
t
i
v
e
 
i
t
e
r
a
t
e
s
 
w
e
r
e
 
t
h
e
 
s
a
m
e
)
.

I
V

s
(X

,F
LA

G
,R

E
LR

F
S

I =
 D

Q
IR

S
(A

,B
,R

T
A

R
T

,T
O

L,M
A

X
IT

,M
1,M

2,X
0,Z

,Y
) also

V
s

returns the relative residual M
(S

—
A

.X
)/t.M

(B
).

If F
LA

G
 is

>
V

s
0,

R
E

LR
 <

=
 T

O
L.

I
V

s
[X

,F
LA

G
,R

E
LR

E
S

,IT
E

R
]

=
D

G
M

R
3S

(A
,B

,R
E

S
'1'A

R
T

,T
O

L,M
A

X
IT

,M
1,M

2,X
O

Z
,Y

)
I

V
s

a
l
s
o
 
r
e
t
u
r
n
s
 
b
o
t
h
 
t
h
e
 
o
u
t
e
r
 
a
n
d
 
i
n
n
e
r
 
i
t
e
r
a
t
i
o
n
 
n
u
m
b
e
r
s
 
a
t

I
%

w
hichX

w
a
s
 
c
o
m
p
u
t
e
d
:
 
0
 
<
=
 
I
T
E
R
(
1
)
 
<
=

M
A

X
IT

 and 0 <
=

 IT
E

R
(2)<

xs R
E

I
V

s
LX

,
F
L
A
G
,
 
R
E
L
R
F
S

, IT
E

It
, R

E
E

V
E

C
I =

I
V

s
D

Q
4R

F
S

(A
,B

,R
3S

T
A

R
T

,T
O

L,M
A

X
1T

,M
1,M

2,X
0,Z

,Y
) also

r
e
t
u
r
n
s
 
a
 
v
e
c
t
o
r

I
V

s
of

t
h
e
 
r
e
s
i
d
u
a
l
 
n
o
r
m
s
 
a
t
 
e
a
c
h
 
i
n
n
e
r
 
i
t
e
r
a
t
i
o
n
m
 
i
n
c
l
u
d
i
n
g
 
t
h
e

>
 
V
s

seroth
n
o
r
m
.

x
=
g
m
r
e
s
(
A
,
b
,
1
O
,
t
o
l
,
m
a
x
i
t
,
M
1
,
(
]
,
[
)
)
;

1
%

x
d
g
m
r
e
s
(
A
,
b
,
1
O
,
t
o
l
,
m
a
x
i
t
,
M
1
,
{
I
,
(
I
)
;

a
s

inputs
t
o
 
G
M
R
3
S

I
V

s
a
s
 
i
n
p
u
t
s
 
t
o
 
D
G
?
f
f
l
3
S

x
1
g
m
r
e
s
(
O
a
f
u
n
,
b
,
1
O
,
t
o
l
,
m
a
x
i
t
,
O
m
f
u
n
,
J
,
)
,
2
1
)
;

V
s

x
l
=
d
g
m
r
o
s
(
O
a
f
u
n
,
b
,
1
0
,
t
o
l
,
m
a
x
i
t
,
O
m
f
u
n
,
{
J
,
(
)
,
2
1
)
;

S
e
e

also B
IC

G
, B

IC
G

S
T

A
B

, C
O

S
, LS

Q
R

, M
IN

R
E

S
, F

O
G

, dR
, S

Y
M

M
LQ

,
L
U
!

I
V

s
S
e
e
 
a
l
s
o
 
B
I
C
G
,
 
B
I
C
G
S
T
A
B
,
 
C
G
S
,

LS
Q

R
, M

IN
R

E
S

, P
O

G
, (lR

, S
Y

M
M

LQ
,

V
s

G
M

R
E

(A
,B

,R
F

A
R

T
) restarts the m

ethod every R
F

S
'F

A
R

T
 iterations

V
s

is N
 or

(1
then Q

ffi uses the unrestarted m
ethod as above.

V
s

O
M

B
E

S
(A

,B
,R

T
A

R
T

,'F
O

L). specifies
t
h
e

tolerance of the m
ethod.

If
V

s
then G

M
R

E
S

 uses the default,
1 e—

6.
V

s
G

M
R

F
S

(A
,B

,R
rA

R
T

,T
O

L,M
A

X
IT

)
specifies

the m
axim

um
 num

ber of oute
V

s
iterations. N

ote
the total num

ber of iterations
is R

'1'A
R

T
.M

A
X

IT
V

s
is

()
then G

M
R

3S
 uses the

d
e
f
a
u
l
t
,
 
M
I
N
(
N
/
R
F
S
T
A
R
T
,
1
0
)
.

I
f
 
R
T
A
R
T

V
s

then
the total num

ber of iterations
is M

A
X

I'F
.

V
s

G
M

R
E

E
(A

 , B
,R

T
A

JF,T
O

L
,M

A
X

1T
,M

) and
G

M
R

3S
(A

 , B
 ,R

3T
A

R
T

 .T
O

L, M
A

X
IT

, M
l

V
s

use preconditioner M
 or ?d1.M

2 and effectively solve the
V

s
system

 inv(M
).A

eX
 =

 inv(M
).B

 for X
.

If M
 is

[]
then a preconditi

V
s

not applied.
M

 m
ay be a function returning M

\X
.

V
s

G
Iffi3z(A

,B
,R

T
A

R
T

,T
O

L,M
A

X
IT

,M
1,M

2,X
0) specifies the first

initial
V

s
guess.

If X
O

 is
(J

then
G
M
R
3
Z

uses the default, an all zero vect

V
s

G
(A

FU
N

,B
,R

kB
T

A
R

T
,T

O
L

,M
A

X
1T

,M
1FU

N
,M

2FV
N

,X
0,P1,P2,...)

passes p
V

s
t
o
 
f
u
n
c
t
i
o
n
s
:
 
A
F
U
N
(
X
,
P
1
,
P
2
,
.
.
.
)
,
 
M
1
F
U
N
(
X
,
P
1
,
P
2
,
.
.
.
)
,
 
M
2
F
U
N
(
X
,
P
1
,
P

V
s

IX
,F

LA
G

)
=

G
M

R
E

S
(A

,B
,R

E
S

T
A

R
T

,T
O

L,M
A

X
IT

,M
1,M

2,X
0)

also
returns a c

V
s

F
LA

G
:

V
s

0 G
M

R
3S

 converged to the desired tolerance T
O

t w
ithin M

A
X

I'F
 iter

V
s

1 G
M

R
E

S
 iterated M

A
X

IT
 tim

es but did not converge.

V
s

3 O
M

B
E

E
 stagnated (tw

o consecutive iterates w
ere the sam

e).
V

s
(X

,FL
A

G
,R

E
L

R
E

SI
=

 G
M

R
F

S
(A

,B
,R

E
S

T
A

R
T

,T
O

L,M
A

X
IT

,M
1,M

2,X
0) also retu

V
s

the relative residual rM
(B

—
A

.X
)/?1iM

(B
).

If F
LA

G
 is

0, R
E

LR
E

S

V
s

(X
,FL

A
G

,R
E

L
R

E
S,IT

E
R

J —
G

M
B

3S
(A

,B
,R

F
S

T
A

R
T

,T
O

L,M
A

X
IT

,M
1,M

2,X
0) also

V
s

returns both the outer and inner iteration num
bers at w

hich X
 w

as
V

s
com

puted: 0 <
IT

E
R

(1) <
M

A
X

IT
 and 0 <

=
 IT

E
R

(2) <
R

E
S

T
A

R
T

.
V

s
[X

 ,F
LA

G
, R

E
LR

E
S

, IT
E

R
, R

E
S

V
E

C
I =

 G
M

R
E

S
(A

, B
 ,R

E
S

T
A

R
T

 ,T
O

L,M
A

X
IT

, M
l, M

2 , X
V

s
returns a vector of the residual norm

s at each inner iteration,
V

s
P

M
(B

-A
.X

0).
00

V
s

V
s

V
s

V
s



>
 
%

L
U
I
N
C
,
 
0
.

>
 %

tff
i A

dd
ed

.
>

 %
A

da
pt

ed
 b

y 
B

ar
t D

op
he

id
e 

(d
op

he
id

e0
fm

f. 
nI

20
04

) 
to

 u
se

>
 %

de
fla

tio
n 

te
ch

ni
qu

e.
%

 C
he

ck
 fo

r
al

l
ze

ro
 r

ig
ht

 h
an

d 
si

de
 v

ec
to

r
>

 a
ll

ze
ro

 s
ol

ut
io

n
n2

b
=

no
rm

(b
);

%
N
o
r
m
 
o
f
 
r
h
s

ve
ct

or
, b

If
(
n
2
b
 
=
=

0)
%
 
i
f

r
h
e
 
v
e
c
t
o
r

i
s

a
l
l

z
e
r
o
s

<
x
 
=

s.
ro

e(
n,

1)
;

%
 
t
h
e
n

s
o
l
u
t
i
o
n

i
s

a
l
l

z
e
r
o
s

<

f
l
a
g
 
=

0
;

a
v
a
l
i
d
 
s
o
l
u
t
i
o
n
 
h
a
s
 
b
e
e
n
 
o
b
t
a
i
 
<

r
e
l
r
e
s

=
 0

;
%

t
h
e
 
r
e
l
a
t
i
v
e
 
r
e
s
i
d
u
a
l

i
s

a
c
t
u
a
l
 
<

i
t
e
r

=
 [0

 0
);

no
 it

er
at

io
ns

 n
ee

d 
be

 p
er

fo
rm

ed
 <

re
sv

ec
 =

 0
;

%
 r

es
ve

c(
1)

=
no

rm
(b

—
A

.x
) 

=
 n

or
m

( 
<

If
(
n
a
r
g
o
u
t
 
<
 
2
)

i
t
e
r
m
e
g
 
(

'g
m

re
s 

'
, t

ol
,
m

ax
it
,
0
,
f
l
a
g

, i
te

r
N
a
N
)

s
o
d

r.
tu

rn
•n

d
<

If 
((

na
rg

in
 >

 8
) 

&
 is

eq
us

l(a
ty

pe
,'m

at
riX

' )
 &

 ..
.

%
9Q

fR
 A

dd
ed

. C
he

ck
 in

pu
t p

ar
am

et
er

 Z
 a

nd
 Y

.
>

 If
 (

(n
ar

gi
n 

>
=

 1
0)

 &
 la

sm
pt

y(
Y

))
>

If
( 

al
es

 (
Z

)
si

ze
 (

Y
))

>
•
r
r
o
r

( 
'Z

...
an

d_
Y

...
m

us
t_

ha
ve

_u
am

e_
di

m
en

si
of

l
.
'

);
>

an
d

>
If 

sI
zs

(Z
,1

) 
-=

 n
>

cc
 =

 e
pr

ln
tf(

[ '
 D

ef
la

tio
n 

_m
at

rix
_m

us
t_

be
_a

_m
&

tr
ix

w
ith

'
'_

%
d_

ro
w

s_
to

_m
at

ch
_t

he
_p

ro
bl

em
_s

iz
e 

.' 
),

 n
);

>
•r

ro
r(

es
);

>
el

se
If 

sI
zs

(Z
,2

) 
>

 n
>

cc
 =

 s
pr

ln
tf(

( 
'D

ef
la

tio
n 

_m
at

rix
_h

as
m

or
ec

ol
um

ns
th

an
.A

;'
>

'_
Z

_c
an

no
t_

ha
ve

_%
d_

in
de

pe
nd

en
t_

de
fla

tiO
fl_

ve
ct

or
a 

.' 
],

it 
+

 1
);

>
s
r
r
o
r
(
e
s
)
;

>
en

d
>

 s
ic

. %
 Y

 n
ot

 g
iv

en
 o

r 
Y

 e
m

pt
y.

>
'[1

;
>

I
f

(ls
em

pt
y(

Z
))

>
Y
 
=

Z
;

V
s
 
U
s
e

sy
m

m
et

ric
 d

ef
la

tio
n.

>
al

e.
 V

s 
N

ei
th

er
 Z

 n
or

 Y
 g

iv
en

.
>

%
N

o 
de

fla
tio

n 
w

an
te

d,
 s

o 
gm

re
s(

) 
w

ill
 d

o 
ju

st
 fi

ne
.

>
If

ex
is

tM
l M

l =
 [J

; •
nd

>
If

ex
ie

tM
2 

M
2 

=
 (

J;
 e

nd
>

[
x
,
t
l
a
g
,
r
e
l
r
e
s
,
i
t
e
r
,
r
e
s
v
e
C
3
 
=

gm
re

e(
A

,
b
,
 
r
e
s
t
a
r
t
,
 
t
o
l
,
 
m
a
x
i
t
,
 
M
l

>
re

tu
rn

>
•n

d
>

 •
nd

> >
 9

Q
.4

R
: C

ha
ng

ed
. T

o 
al

lo
w

 Y
 a

nd
 2

 a
s

e
x
t
r
a

ar
gu

m
en

ts
.

>
 If

 (
(n

ar
gi

n 
>

 1
0)

 &
 i.

eq
ua

l(a
ty

pe
,'m

at
rix

') 
&

>
A

dd
ed

. I
nt

ro
du

ci
ng

 n
ew

 v
ar

ia
bl

es
.

>
A
Z
A
.
Z
;

>
 A

..d
ef

la
te

d 
=

 Y
'

•
A

Z
;

> >
M

ov
ed

.
>

 V
s 

C
he

ck
 fo

r
al

l
ze

ro
 r

ig
ht

 h
an

d
>

 n
2b

 =
 n

or
ni

(b
 —

 A
Z

 •
 (

A
de

fla
te

d
>

 If
 (

n2
b

0)
>

a
 
=

z.
ro

s(
n,

1)
;

>
f
l
a
g
 
=

0
;

>
r
e
i
r
e
s
 
=

0;
>

i
t
e
r
 
=

[0
 0

1;
>

r
e
s
v
e
C
 
=

0
;

>
I
f
 
(
n
a
r
g
o
u
t
 
<
 
2
)

>
i
t
e
r
m
s
g
(

'g
m

re
e

,
to

l ,
m

ax
it

,
O
,
 
f
l
a
g
,
 
i
t
e
r

,N
.N

);
>

•
n
d

>
Q
v
i
R
:
 
A
d
d
e
d
.
 
C
o
n
v
e
r
t
 
t
h
e
 
d
e
f
l
a
t
i
o
n
 
s
o
l
u
t
i
o
n
 
t
o
 
t
h
e
 
r
e
a
l

>
V

sV
s

so
lu

tio
n.

I

s
i
d
s
 
v
e
c
t
o
r
 
=
>

al
l

z
e
r
o
 
s
o
l
u
t
i
o
n

\
(Y

'
•

b)
))

; V
s 

N
or

m
o
f
 
r
h
s
 
v
e
c
t
o
r
,
 
P

V
s

if
th

e 
ve

ct
or

is
al

l
ze

ro
s

V
s 

th
en

so
lu

tio
n

is
al

l
ze

ro
s

V
s 

a 
va

lid
 s

ol
ut

io
n 

ha
s 

be
en

 o
bt

ai
V

s 
th

e
r
e
l
a
t
i
v
e
 
r
e
.
l
d
u
a
l

i
s

a
c
t
u
a
l

V
s
 
n
o
 
i
t
e
r
a
t
i
o
n
s
 
n
e
e
d
 
b
e
 
p
e
r
f
o
r
m
e
d

V
s

r.
sv

ec
(l)

 =
 n

or
m

(b
—

A
.x

) 
=

 n
or

m
(



>
x =

 Z
 • (A

_daIated \ (Y
'

•
—

 A
 • x))) +

 x;
>>

r.turn
>

 •nd
>>

A
dded. W

e w
ant:

r =
 P

 •
b —

 P
 • A

 •
zO

.
>

 %
%

R
ew

rite:
r

P
 *

(b —
 A

 •
xO

)
>

(I —
 A

 • Z
 • (Y

T
•

A
 • Z

)—
l • V

T
)

•
r0nods

>
 %

%
=

 rO
_aodefl&

tion —
).

%
%

A
Z

 •
(A

_deflated \ (Y
T

 •
rO

_nodeflation))
>

 r =
 r

—
A
Z

•
( A

_deflated \
(Y

' •
r ))

>
iterm

sg( 'gm
res' ,tot

,
m
a
x
l
t

,(0
0
1
,
 
f
l
a
g
,

iter , relres );
I

%
%

X
M

R
: C

osm
etic change.

gm
res' —

>
 'dgm

reu
>

itarm
sg('d8m

res',tol,m
axit,(0 0I,flag,iter,relres);

>
9W

O
M

R
: A

dded. W
e w

ant u2 =
 P

 • A
 • V

(:,
f
l

>
u2

u2 —
 A

Z
 • (A

_deflated \ (Y
' •

>
norm

r =
 norm

(b —
 A

 •
I

9ffi: C
hanged. C

om
pute correct norm

.
>

gm
res_r =

 b
—

A
 •

x;
norm

r =
 nø

Iln(gm
res_r —

 A
Z

 • (A
_deflated \ (Y

'
•

gm
res_r)));

n
o
r
m
r
 
=

norm
(b —

 iterapp(afun,atype,afcnstr,x,varargifl{:}));
I

%
9w

R
:

C
h
a
n
g
e
d
.
 
C
o
m
p
u
t
e
 
c
o
r
r
e
c
t
 
n
o
r
m
.

g
m
r
e
s
_
r
 
=

b
—

iterapp
(
a
f
u
n
 
,

atype
,afcnstr

,
x
,
 
v
a
r
a
r
g
i
n
 
{

:

>
n
o
r
m
r
 
=

norm
( gm

res_r
—

A
Z

 •
( A

_deflated
\

(Y
'

*
gm

res_r
)
)
)
;

%
%
G
M
R
:
 
A
d
d
e
d
.
 
W
e
 
w
a
n
t
:

r
 
=

P
.b

—
P

.A
.x.

r
 
=

r
—

A
Z

•
(A

_deflated
\

(Y
'

•
r));

>
A

dded.
C
o
m
p
u
t
e
 
c
o
r
r
e
c
t
 
r
e
s
i
d
u
a
l
.

>
r

=
 r

—
A

Z
 •

( A
_deflated

\
(Y

' *
r

) );
>
%
3
G
M
R
:
 
A
d
d
e
d
.
 
C
o
n
v
e
r
t
 
t
h
e
 
d
e
f
l
a
t
i
o
n
 
s
o
l
u
t
i
o
n
 
t
o
 
t
h
e
 
r
e
a
l

>
 
%
%

s
o
l
u
t
i
o
n
.

>
x =

 Z
•

(A
_deflated \

(Y
'

•
(b

—
A

 •
x))) +

 x;
>>

C
osm

etic changes .
'gm

res' —
>

 'dgm
res'

2
*
.

iterm
sg (sprlntf(( 'gm

res(%
d)' 1. restart), tot, m

sxit ,
(

i
jJ flag, i

I
iterm

eg (sprlntf(( 'dgtnres(%
d) '1 ,restart),

t
o
l
 
,
m
a
x
i
t
 
,
(

i
j
]
,

flag,
iterm

sg(sprlntf(('gm
res'J),tol.m

axit.i.flag,iter(2),relres);
I

iterm
sg(sprlntf(['dgm

re.'j),tol,m
axit.i,flag,iter(2),relrel);
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e

pr
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 ty
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 u
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. O
pt

io
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P
R

E
O

N
D

lT
IO

N
lN

O
-T

Y
P

E
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1)
:

0:
no

 p
re

co
nd

iti
on

er
 (

de
fa

ul
t)

1:
 s

im
pl

e 
pr

ec
on

di
tio

ne
r 

w
ith

ou
t O

us
ta

fs
so

n 
m

od
ifi

ca
tio

n
P

R
E

C
O

N
D

IT
IO

N
IN

O
_T

Y
P

E
(2

)
(o

nl
y

m
ea

ni
ng

fu
l f

or
P

R
E

cO
N

D
IT

IO
N

IN
O

T
Y

P
E

(1
)

-
=

0)
:

0:
 m

ak
e 

no
 fa

ct
or

is
at

io
n 

(d
ef

au
lt)

1:
 m

ak
e 

a
co

m
pl

et
e

C
ho

le
sk

y 
fa

ct
or

is
at

 io
n

2:
 m

ak
e 

an
 in

co
m

pl
et

e 
C

ho
le

sk
y 

fa
ct

or
is

at
io

n 
(d

ro
pt

ol
 =

 0
.1

)

S
in

ce
 w

e 
ha

ve
 s

ev
er

al
 c

ho
ic

e.
 fo

r 
pr

ec
on

di
tio

ni
ng

 a
nd

 d
ef

la
tio

n,
 w

e 
bu

ilt
 a

 e
m

ai
l t

es
t s

ui
te

:
fu

nc
tio

n 
(x

,fl
ag

,r
ee

,it
er

,r
es

ve
cj

 =
st

ok
es

2D
_t

es
t_

su
ite

(m
,n

,q
,p

, p
re

co
nd

iti
on

in
g_

ty
pe

 ,
de

fla
tio

n_
ty

pe
 ,r

es
ta

rt
)

IS
T

O
K

E
S

2D
_T

E
S

T
-S

U
IT

E
Fu

nc
tio

n 
to

 a
id

 te
st

in
g 

of
 a

 2
D

 h
ea

te
d

ro
om

pr
ob

le
m

 b
as

ed
 o

n 
th

e
2D

 P
oi

ss
on

eq
ua

tio
n.

%
X

 =
S

T
O

K
E

S
2D

..T
E

S
T

S
U

IT
E

(M
,N

,Q
,P

)
w

ill
tr

y
to

 s
ol

ve
 a

 2
D

%
dr

iv
en

ca
vi

ty
pr

ob
le

m
 o

f s
is

e 
M

4N
P

 w
ith

 s
ub

do
m

ai
ns

 o
f c

is
c

%
M

xN
. T

o 
so

lv
e

w
ith

on
ly

 o
ne

 s
ub

do
m

ai
n,

 th
is

 f
un

ct
io

n 
ca

n
be

%
ab

br
ev

ia
te

d 
to

 S
T

O
K

E
S2

D
T

E
ST

SU
lT

E
(M

,N
).

% 9' 9' 9' 9' 9' 9' 9' 9' 9' 9' 9' 9' 9' 9' 9' 9' 'I

de
fla

tio
n_

ty
pe

 =
 ..

.
ex

tr
ac

t_
va

lu
es

(d
ef

la
tio

n_
ty

pe
 ,

(0
 o

j,
(0

2)
, (

0
1

2)
);

If
(d

ef
la

tio
n_

ty
pe

 (
1)

=
=

 2
)

ei
ge

nv
ec

to
rs

_t
yp

e 
=

 d
ef

la
tio

n_
ty

pe
(2

);

de
fla

tio
n_

ty
pe

 =
 d

ef
la

tio
n_

ty
pe

 (
1)

;

if
 (

na
rg

ln
 <

 7
)

re
st

ar
t =

40
;

en
d

%
 S

et
co

ns
ta

nt
s.

dr
op

to
l =

 0
.1

;
to

l
=

le
—

6;
m

ax
it 

=
30

00
0;

x0
(J

;
%

ei
ge

nv
al

ue
s_

m
et

ho
d

=
 0

; %
 U

se
 e

ig
 .

ei
ge

nv
al

ue
s_

m
et

ho
d 

=
 i;

9'
 U

se
 e

ig
s(

).

9'
 C

re
at

e
t
e
s
t
 
p
r
o
b
l
e
m
.

=
 e

to
ke

s2
D

(m
•

q,
 n

* 
p)

;

ST
O

K
E

S2
D

T
E

ST
SU

IT
E

 (
M

, N
 ,Q

,P
•
P

R
E

C
O

N
D

IT
IO

N
IN

C
T

Y
P

E
 •

 D
E

F
LA

T
1O

N
T

Y
P

E
)

sp
ec

ifi
es

 th
e 

de
fla

tio
n 

ty
pe

 to
 u

se
. O

pt
io

ns
:

D
E

F
LA

T
IO

N
_'

F
Y

P
E

(i)
:

0:
 n

o 
de

fl
at

io
n 

(d
ef

au
lt)

b 
=

rh
sd

riv
en

_c
av

ity
(m

 •
q,

n
•

9'
 C

re
at

e 
pr

ec
on

di
tio

ne
r

sw
itc

h
(
pr

ec
on

di
tio

ne
r_

ty
pe

)
ca

se
 0

 9
' N

o 
pr

ec
on

di
tio

ni
ng

.
1:

 s
ub

do
m

ai
n 

de
fl

at
io

n
2:

el
ge

nv
ec

to
r

de
fl

at
io

n
D

E
FL

A
T

1O
N

T
Y

PE
(2

) 
(O

nl
y

m
ea

ni
ng

fu
l f

or
 D

E
F

LA
T

IO
N

_T
V

P
E

(1
)

=
=

2)
:

A
p
r
e
c

c
a
s
e

1
9'

 S
im

pl
e

pr
ec

on
di

tio
ne

r
If

(f
ac

to
ris

at
io

n_
ty

pe
=

=
 0

)
9'

M
ak

e 
pr

ec
on

di
tio

ne
r 

no
n—

si
ng

ul
ar

.
0:

 u
se

 s
m

al
le

st
 e

ig
en

ve
ct

or
s 

(d
ef

au
lt)

1:
us

e 
la

rg
es

t e
ig

en
ve

ct
or

s
N

ot
e:

If 
a 

pr
ec

on
di

tio
ne

r
is

re
qu

es
te

d,
 th

e 
ei

ge
nv

ec
to

rs
 w

ill
be

b
a
s
e
d
 
o
n

th
e 

ge
ne

ra
lis

ed
 e

ig
en

va
lu

e 
pr

ob
le

m
, o

th
er

w
is

e,
 th

e
ei

ge
nv

ec
to

rs
w

ill
 b

e 
ba

se
d 

on
 th

e 
co

ef
fic

ie
nt

 m
at

rix
 o

nl
y.

A
_p

re
c 

=
 s

to
ke

s2
D

_s
im

pl
e_

pr
ec

on
di

tio
ne

r(
m

, n
, q

, p
, 1

);
el

se 9'
 L

ea
ve

it
si

ng
ul

ar
. l

ui
nc

 (
)

w
ill

 s
ol

ve
 th

at
 p

ro
bl

em
.

A
_p

re
c

=
st

ok
es

2D
_s

im
pl

e_
pr

ec
on

dl
tio

ne
r(

m
, n

, q
, p

, 1
);

en
d

en
d

ST
O

K
E

S2
D

T
E

ST
SU

1T
E

 (
M

, N
 ,Q

,P
 , 

P
R

E
C

O
N

D
IT

IO
N

1N
O

T
Y

P
E

,..
.

D
E

FL
A

T
1O

N
_T

Y
PE

,R
'F

A
R

T
) 

sp
ec

if
ie

s
th

e 
re

st
ar

t v
al

ue
to

 u
se

in
(D

)Q
*l

R
. D

ef
au

lt
va

lu
e

is
40

.
9'

 C
re

at
e 

fa
ct

or
is

at
io

n
of

pr
ec

on
di

tio
ne

r.
sw

itc
h

(
fa

ct
or

is
at

io
n_

ty
pe

)
ca

se
0 

9'
N

o 
fa

ct
or

is
at

io
n

Se
e 

al
so

 S
T

O
K

2D
T

T
C

O
M

B
lN

A
T

1O
N

, S
T

O
K

E
S2

D
,

L
A

pr
ec

;
U

 =
R

II
SD

R
JV

E
N

_C
A

V
IT

Y
, D

Q
dR

,
G

M
R

.
ca

se
1

9'
 C

om
pl

et
e 

fa
ct

or
is

at
io

n.
[L

,
U

)
=

 lu
(A

pr
ec

);
If 

(n
ar

gi
n 

<
 2

I
na

rg
In

3)
•r

ro
r(

 'N
ot

_e
no

ug
h_

in
pu

t_
ar

gu
m

en
ts

 .'
 )

;
en

d

ca
se

2
In

co
m

pl
et

e
(L

,
U

) 
=

 lu
in

c
(A

_p
re

c,
dr

op
to

l)
;

9'
 F

ix
si

ng
ul

ar
ity

 w
he

n 
de

al
in

g 
w

ith
 s

m
al

l s
ub

do
m

ai
ns

.
in

de
x 

=
 fl

nd
(d

ia
g(

U
) 

=
=

 0
);

If 
(n

ar
gl

n 
=

=
2)

q1
;

U
(i

nd
ex

, i
nd

ex
) 

=
 1

;
•n

d
p
 
=

1;
e
n
d

9
'
 
C
r
e
a
t
e
 
d
e
f
l
a
t
i
o
n
 
v
e
c
t
o
r
s
.

s
w
i
t
c
h
 
(
d
e
f
l
a
t
i
o
n
_
t
y
p
e
)

I
f
 
(
n
a
r
g
i
n
 
<
 
5
)

p
r
e
c
o
n
d
i
t
i
o
n
i
n
g
t
y
p
e

(
1
;

en
d

c
a
s
e
 
0

d
e
f
l
a
t
i
o
n
.

Z
=

ca
se

1
9'

Su
bd

om
ai

n
d
e
f
l
a
t
i
o
n

p
r
e
c
o
n
d
i
t
i
o
n
i
n
g
_
t
y
p
e
 
=

...
ex

tr
ac

t_
va

lu
es

(p
re

co
nd

iti
O

ni
flg

_t
yP

e,
(
0
 
0
)
,

[0
1)

,
(0

1
2
)
)
;

p
r
e
c
o
n
d
l
t
l
o
n
e
r
_
t
y
p
e
 
=

pr
ec

on
di

tio
ni

ng
-t

yp
e

(
1
)
;

fa
ct

or
is

at
io

nt
yp

.
=

pr
ec

on
di

tio
ni

ng
ty

pe
(
2
)
;

c
l
e
a
r
 
p
r
e
c
o
n
d
i
t
i
o
n
i
n
g
_
t
y
p
e
;

i
f
 
(
n
a
r
g
l
n
 
<
 
6

I
ls

em
pt

y(
de

fla
tio

n_
ty

ps
))

d
e
f
l
a
t
i
o
n
_
t
y
p
e

0
;

e
n
d

Z
 =

 s
to

ke
s2

D
su

bd
om

ai
n_

de
fla

tio
n_

ve
ct

or
s
(
m
,
 
n
,
 
q
,

c
a
s
e
 
2

9
'
 
E
i
g
e
n
v
e
c
t
o
r
 
d
e
f
l
a
t
i
o
n

s
w
i
t
c
h

(
ei

ge
nv

ec
to

rs
_t

yp
e)

c
a
s
e
 
0
 
9
'
 
E
i
g
e
n
v
e
c
t
o
r
e
 
b
a
s
e
d
 
o
n
 
s
m
a
l
l
e
s
t
 
e
i
g
e
n
v
a
l
u
e
s
.

I
f

(
pr

ec
on

di
tio

ne
r_

ty
pe

=
=

0)
(
e
i
g
e
n
V
e
c
 
,

ei
ge

nV
al

)
=

co
m

pu
te

_e
ig

en
va

lu
es

(A
,

(
1
.

3
•

q
•

p,
'S

M
'

e
i
g
e
n
v
a
l
u
e
s
_
m
e
t
h
o
d
)
;

e
l
s
e



(eigenV
.c ,

eigenV
al

com
pute_eigenvalues(A

,
A

_prec, 3
•

q
•

p,
'S

M
'

eigenvalues_m
ethod);

•nd
case

1 %
E

igenv.ctors based on
largest eigeavaiues.

if
( praconditioner_type =

0)
(eigenV

ec
,

eigenV
al I

=
com

pute_eigenvalues(A
, (],

3
•

q
•

p.
'LM

'
sigenvalues_m

ethod);
elsejeigenV

ec
,

eigenV
all

com
puts_eigenvaluez

(A
, A

_prec, 3
•

q •
p,

'LM
'

aigenvalues_m
ethod );

sad
end
Z

 =
eigenV

ec(:,
q •

sad

%
E

verything
is

setup
n
o
w
.

Let's
com

putel
(x,

fl.g, res ,
iter

,
r.svecj =

dgm
res(A

,
b, restart ,

tel
,

m
axit/reetart

,
L,

U
, xO

, Z
);

if
(flag -=

 0)
fprlntf(

'
1
4
o
_
.
c
o
n
v
e
r
g
e
.
r
e
a
c
h
e
d
_
w
i
t
h
i
n
_
%
d
_
j
t
e
r
a
t
i
o
n
s
 
.
\
n
'
 
,

m
axit);

x
xO

;
end

T
o generate the table, in this report, w

e used
a
 
w
r
a
p
p
e
r

function
that

call, the test suite
m

any
tim

es:
function

( iterationeM
atrix

]
=

stokee2D
_test_com

bination(problem
_eize

,
preconditioner_type

deflation_type ,
restart)

'FO
K

2D
T

E
ST

C
O

M
B

IN
A

T
IO

N
T

ry all com
binations of subdom

ains.

9'9'9'9'
9'9'

See also ST
O

K
E

S2D
T

E
ST

SU
IT

E
, ST

O
K

FS2D
.

9' M
ake a fancy header.

If (nargout =
=

 0)
fprintf(

'
\
\
_
p
I
\
n
q
_
\
\
I
'

);
for

p =
2

(0
:

log2( problem
_size))

f
p
r
i
n
t
f
(
'
_
%
4
d
'
 
•

p);
end

fprintf(
'
\
n
—
—
—
+
'
)
;

f
o
r
 
p
 
=

2
.

(0
:
l
o
g
2
(
 
p
r
o
b
l
e
m
_
s
i
z
e
 
)
J

fprlntf('
'
,

p);
e
n
d

f
p
r
l
n
t
f
(
'
\
n
'
 
)
;

s
a
d

f
o
r
 
q
 
=

2
.

fO
l
o
g
2
(
 
p
r
o
b
l
e
m
_
s
i
z
e
)
)

m
 
=

problem
_cisc

/ q
If

(
n
a
r
g
o
u
t
 
=
=

0)
f
p
r
l
n
t
f
(
'
%
3
d
1
'
 
,

q);
e
n
d

for
p
 
=

2
.

(0
:

log2( problem
_size))

n
=

problem
_size

/
p;

(
x
,
f
l
a
g
,
r
e
s
,
i
t
e
r
,
r
e
s
v
e
c
]

stokes2D
_test_suite(m

,n,q,p,
p
r
e
c
o
n
d
i
t
i
o
n
e
r
_
t
y
p
e

,
deflation_type

restart);
i
t
e
r

=
inner_gm

res_iteratione(iter
,

restart);
iter_m

at(1 +
 log2(q),

1 +
 log2(p)) =

iter
If (nargout =

=
0)

fprlntf('._%
4d' ,

iter);
end

e
n
d

If
(nargout =

0)
fprlntf('\n'); end

end

%
 
c
I
M
R
 
w
i
t
h
o
u
t
 
p
r
e
c
o
n
d
i
t
i
o
n
i
n
g
 
n
o
r

deflation.
f
o
r

I
=

2
.

(
0

:
log2(128)

)

for
r
e
s
t
a
r
t

(
5
 
1
0
 
2
0
 
4
0
 
8
0
 
1
6
0
 
3
2
0
)

(
x
,
f
,
r
,
i
t
e
r
,
r
v
j
=
 
s
t
o
k
e
s
2
D
_
t
e
s
t
_
s
u
i
t
e
(
i
,
i
,
l
,
1
,
(
)
)
,
r
e
s
t
a
r
t
)
;

f
p
r
l
n
t
f
(
'
%
6
d
.
_
'
 
,

inner_gm
res_iterations(

i
t
e
r
 
,

restart))
e
n
d

fprintf(
'
\
n
'
 
)
;

e
n
d

problem
_size

=
32;

no_p =
 0; sim

p =
1;

gust =
2;

no_f =
0;

com
p =

1;
Inep =

2;
n
o
_
d

0; subd =
 1; eigd

2;
sm

al =
0;

larg =
1;

restart =
40;

9' O
M

R
 w

ithout preconditioning but w
ith deflation

etokes2D
_test_com

bination (problem
_size, no_p. subd, restart );

9' C
M

R
E

E
 w

ith com
plete factorisation.

stokes2D
_test_com

bination(problem
_size ,

(sim
p,

com
p), no_d ,

restart);
s
t
o
k
e
s
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
o
n
(

problem
_size ,

(sim
p.

c
o
m
p
)
,

subd ,
restart

);

%
O

M
R

 w
ith incom

plete factorisation
stokez2D

_test_com
bination( problem

_size ,
(sim

p,
incp 1.

no_d ,
restart

);
stokes2D

_tezt_com
bination (problem

_size ,
(sim

p,
incp), eubd, restart );

for
i
=

2
(

0
:

log2(16384)
I

(x ,
f

,
r

,iter
,rv)

=
ztokes2D

_test_suite(
I, i

,
1

,in
(
)

restart
fprlntf('%

d_' ,
iter

)
end
fprlntf(

'
\
n
'
 
)
;

9
'
 
D
e
f
l
a
t
i
o
n
 
b
a
s
e
d
 
u
p
o
n
 
e
i
g
e
n
v
e
c
t
o
r
s
.

w
a
r
n
i
n
g
 
o
f
f
 
M
A
T
L
A
B
:
 
n
e
a
r
l
y
S
i
n
g
u
l
a
r
M
a
t
r
i
x

w
a
r
n
i
n
g

off M
A

T
L

A
B

:
e
i
g
s
 
S
i
g
m
a
N
e
a
r
E
x
a
c
t
E
i
g

s
t
o
k
e
s
2
D
_
t
e
s
t
_
c
o
m
b
i
n
a
t
i
o
n
(

problem
_size ,[eim

p ,com
p) ,

( eigd .01, restart );
stokes2D

_test_com
bination( problem

_size ,
( sim

p ,com
p], ( eigd .11, rest&

rt );

I
f
 
(
n
a
r
g
o
u
t
 
>
 
0
)
 
i
t
e
r
a
t
i
o
n
s
M
a
t
r
i
x
 
=

iter;
•
n
d

T
h
i
s
 
i
s
 
t
h
e
 
i
n
p
u
t
 
n
e
e
d
e
d

to
g
e
n
e
r
a
t
e
 
m
o
s
t
 
t
a
b
l
e
s

in chapter 3:

IT
E

R
A

T
IO

N
SM

A
T

R
1X

 =
S

T
O

K
T

T
C

O
M

B
IN

A
T

1O
N
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B The GNU General Public License
Version 2, June i99i

Copyright © i989, i991 Free Software Foundation, Inc.

59 Temple Place - Suite 330, Boston, MA 021i1-1307, USA

Everyone is permitted to copy and distribute verbatim copies of this license document,
but changing it is not allowed.

Preamble

The licenses for most software are designed to take away your freedom to share and
change it. By contrast, the GNU General Public License is intended to guarantee your
freedom to share and change free software—to make sure the software is free for all its users.
This General Public License applies to most of the Free Software Foundation's software
and to any other program whose authors commit to using it. (Some other Free Software
Foundation software is covered by the GNU Library General Public License instead.) You
can apply it to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General
Public Licenses are designed to make sure that you have the freedom to distribute copies
of free software (and charge for this service if you wish), that you receive source code or
can get it if you want it, that you can change the software or use pieces of it in new free
programs; and that you know you can do these things.

To protect your rights, we need to make restrictions that forbid anyone to deny you
these rights or to ask you to surrender the rights. These restrictions translate to certain
responsibilities for you if you distribute copies of the software, or if you modify it.

For example, if you distribute copies of such a program, whether gratis or for a fee, you
must give the recipients all the rights that you have. You must make sure that they, too,
receive or can get the source code. And you must show them these terms so they know
their rights.

We protect your rights with two steps: (i) copyright the software, and (2) offer you this
license which gives you legal permission to copy, distribute and/or modify the software.

Also, for each author's protection and ours, we want to make certain that everyone
understands that there is no warranty for this free software. If the software is modified by
someone else and passed on, we want its recipients to know that what they have is not the
original, so that any problems introduced by others will not reflect on the original authors'
reputations.

Finally, any free program is threatened constantly by software patents. We wish to avoid
the danger that redistributors of a free program will individually obtain patent licenses, in
effect making the program proprietary. To prevent this, we have made it clear that any
patent must be licensed for everyone's free use or not licensed at all.

The precise terms and conditions for copying, distribution and modification follow.
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TERMS AND CONDITIONS FOR COPYING, DISTRIBUTION
AND MODIFICATION

0. This License applies to any program or other work which contains a notice placed
by the copyright holder saying it may be distributed under the terms of this General
Public License. The "Program", below, refers to any such program or work, and
a "work based on the Program" means either the Program or any derivative work
under copyright law: that is to say, a work containing the Program or a portion of
it, either verbatim or with modifications and/or translated into another language.
(Hereinafter, translation is included without limitation in the term "modification".)
Each licensee is addressed as "you".

Activities other than copying, distribution and modification are not covered by this
License; they are outside its scope. The act of running the Program is not restricted,
and the output from the Program is covered only if its contents constitute a work
based on the Program (independent of having been made by running the Program).
Whether that is true depends on what the Program does.

1. You may copy and distribute verbatim copies of the Program's source code as you
receive it, in any medium, provided that you conspicuously and appropriately publish
on each copy an appropriate copyright notice and disclaimer of warranty; keep intact
all the notices that refer to this License and to the absence of any warranty; and give
any other recipients of the Program a copy of this License along with the Program.

You may charge a fee for the physical act of transferring a copy, and you may at your
option offer warranty protection in exchange for a fee.

2. You may modify your copy or copies of the Program or any portion of it, thus
forming a work based on the Program, and copy and distribute such modifications
or work under the terms of Section 1 above, provided that you also meet all of these
conditions:

(a) You must cause the modified files to carry prominent notices stating that you
changed the files and the .date of any change.

(b) You must cause any work that you distribute or publish, that in whole or in
part contains or is derived from the Program or any part thereof, to be licensed
as a whole at no charge to all third parties under the terms of this License.

(c) If the modified program normally reads commands interactively when run, you
must cause it, when started running for such interactive use in the most ordinary
way, to print or display an announcement including an appropriate copyright
notice and a notice that there is no warranty (or else, saying that you provide a
warranty) and that users may redistribute the program under these conditions,
and telling the user how to view a copy of this License. (Exception: if the
Program itself is interactive but does not normally print such an announcement,
your work based on the Program is not required to print an announcement.)
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These requirements apply to the modified work as a whole. If identifiable sections
of that work are not derived from the Program, and can be reasonably considered
independent and separate works in themselves, then this License, and its terms, do
not apply to those sections when you distribute them as separate works. But when
you distribute the same sections as part of a whole which is a work based on the
Program, the distribution of the whole must be on the terms of this License, whose
permissions for other licensees extend to the entire whole, and thus to each and every
part regardless of who wrote it.

Thus, it is not the intent of this section to claim rights or contest your rights to
work written entirely by you; rather, the intent is to exercise the right to control the
distribution of derivative or collective works based on the Program.

In addition, mere aggregation of another work not based on the Program with the
Program (or with a work based on the Program) on a volume of a storage or distri-
bution medium does not bring the other work under the scope of this License.

3. You may copy and distribute the Program (or a work based on it, under Section 2) in
object code or executable form under the terms of Sections 1 and 2 above provided
that you also do one of the following:

(a) Accompany it with the complete corresponding machine-readable source code,
which must be distributed under the terms of Sections 1 and 2 above on a
medium customarily used for software interchange; or,

(b) Accompany it with a written offer, valid for at least three years, to give any third
party, for a charge no more than your cost of physically performing source dis-
tribution, a complete machine-readable copy of the corresponding source code,
to be distributed under the terms of Sections 1 and 2 above on a medium cus-
tomarily used for software interchange; or,

(c) Accompany it with the information you received as to the offer to distribute
corresponding source code. (This alternative is allowed only for noncommercial
distribution and only if you received the program in object code or executable
form with such an offer, in accord with Subsection b above.)

The source code for a work means the preferred form of the work for making mod-
ifications to it. For an executable work, complete source code means all the source
code for all modules it contains, plus any associated interface definition files, plus
the scripts used to control compilation and installation of the executable. However,
as a special exception, the source code distributed need not include anything that is
normally distributed (in either source or binary form) with the major components
(compiler, kernel, and so on) of the operating system on which the executable runs,
unless that component itself accompanies the executable.

If distribution of executable or object code is made by offering access to copy from
a designated place, then offering equivalent access to copy the source code from the
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same place counts as distribution of the source code, even though third parties are
not compelled to copy the source along with the object code.

4. You may not copy, modify, sublicense, or distribute the Program except as expressly
provided under this License. Any attempt otherwise to copy, modify, sublicense or
distribute the Program is void, and will automatically terminate your rights under
this License. However, parties who have received copies, or rights, from you under
this License will not have their licenses terminated so long as such parties remain in
full compliance.

5. You are not required to accept. this License, since you have not signed it. However,
nothing else grants you permission to modify or distribute the Program or its deriva-
tive works. These actions are prohibited by law if you do not accept this License.
Therefore, by modifying or distributing the Program (or any work based on the Pro-
gram), you indicate your acceptance of this License to do so, and all its terms and
conditions for copying, distributing or modifying the Program or works based on it.

6. Each time you redistribute the Program (or any work based on the Program), the
recipient automatically receives a license from the original licensor to copy, distribute
or modify the Program subject to these terms and conditions. You may not impose
any further restrictions on the recipients' exercise of the rights granted herein. You
are not responsible for enforcing compliance by third parties to this License.

7. If, as a consequence of a court judgment or allegation of patent infringement or
for any other reason (not limited to patent issues), conditions are imposed on you
(whether by court order, agreement or otherwise) that contradict the conditions of
this License, they do not excuse you from the conditions of this License. If you
cannot distribute so as to satisfy simultaneously your obligations under this License
and any other pertinent obligations, then as a consequence you may not distribute
the Program at all. For example, if a patent license would not permit royalty-free
redistribution of the Program by all those who receive copies directly or indirectly
through you, then the only way you could satisfy both it and this License would be
to refrain entirely from distribution of the Program.

If any portion of this section is held invalid or unenforceable under any particular
circumstance, the balance of the section is intended to apply and the section as a
whole is intended to apply in other circumstances.

It is not the purpose of this section to induce you to infringe any patents or other
property right claims or to contest validity of any such claims; this section has the
sole purpose of protecting the integrity of the free software distribution system, which
is implemented by public license practices. Many people have made generous contri-
butions to the wide range of software distributed through that system in reliance on
consistent application of that system; it is up to the author/donor to decide if he or
she is willing to distribute software through any other system and a licensee cannot
impose that choice.
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This section is intended to make thoroughly clear what is believed to be a consequence
of the rest of this License.

8. If the distribution and/or use of the Program is restricted in certain countries either
by patents or by copyrighted interfaces, the original copyright holder who places the
Program under this License may add an explicit geographical distribution limitation
excluding those countries, so that distribution is permitted only in or among countries
not thus excluded. In such case, this License incorporates the limitation as if written
in the body of this License.

9. The Free Software Foundation may publish revised and/or new versions of the Gen-
eral Public License from time to time. Such new versions will be similar in spirit to
the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Program specifies a
version number of this License which applies to it and "any later version", you have
the option of following the terms and conditions either of that version or of any later
version published by the Free Software Foundation. If the Program does not specify
a version number of this License, you may choose any version ever published by the
Free Software Foundation.

10. If you wish to incorporate parts of the Program into other free programs whose
distribution conditions are different, write to the author to ask for permission. For
software which is copyrighted by the Free Software Foundation, write to the Free
Software Foundation; we sometimes make exceptions for this. Our decision will be
guided by the two goals of preserving the free status of all derivatives of our free
software and of promoting the sharing and reuse of software generally.

No WARRANTY

11. BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, THERE IS NO WARRANTY
FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW. EXCEPT
WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER
PARTIES PROVIDE THE PROGRAM "AS IS" WITHOUT WARRANTY OF ANY KIND,
EITHER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE.
THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS
WITH YOU. SHOULD THE PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST
OF ALL NECESSARY SERVICING, REPAIR OR CORRECTION.

12. IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRIT-
ING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MAY MODIFY
AND/OR REDISTRIBUTE THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU
FOR DAMAGES, INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUEN-
TIAL DAMAGES ARISING OUT OF THE USE OR INABILITY TO USE THE PROGRAM
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(INcLuDING BUT NOT LIMITED TO LOSS OF DATA Oft DATA BEING R.ENDERED INAC-
CURATE OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF THE
PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS), EVEN IF SUCH HOLDER
OR OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

END OF TERMS AND CoNDITIoNs

Appendix: How to Apply These Terms to Your New
Programs
If you develop a new program, and you want it to be of the greatest possible use to
the public, the best way to achieve this is to make it free software which everyone can
redistribute and change under these terms.

To do so, attach the following notices to the program. It is safest to attach them to the
start of each source file to most effectively convey the exclusion of warranty; and each file
should have at least the "copyright" line and a pointer to where the full notice is found.

one line to give the program's name and a brief idea of what it does.
Copyright (C) yyyy name of author

This program is free software; you can redistribute it and/or modify it under
the terms of the GNU General Public License as published by the Free Software
Foundation; either version 2 of the License, or (at your option) any later version.

This program is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABIL-
ITY or FITNESS FOR A PARTICULAR PURPOSE. See the GNU General
Public License for more details.

You should have received a copy of the GNU General Public License along with
this program; if not, write to the Free Software Foundation, Inc., 59 Temple
Place - Suite 330, Boston, MA 02111-1307, USA.

Also add information on how to contact you by electronic and paper mail.
If the program is interactive, make it output a short notice like this when it starts in

an interactive mode:

Gnomovision version 69, Copyright (C) yyyy name of author
Gnomovision comes with ABSOLUTELY NO WARRANTY; for details type
'show w'.
This is free software, and you are welcome to redistribute it under certain
conditions; type 'show c' for details.
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The hypothetical commands show w and show c should show the appropriate parts of
the General Public License. Of course, the commands you use may be called something
other than show w and show C; they could even be mouse-clicks or menu items—whatever
suits your program.

You should also get your employer (if you work as a programmer) or your school, if
any, to sign a "copyright disclaimer" for the program, if necessary. Here is a sample; alter
the names:

Yoyodyne, Inc., hereby disclaims all copyright interest in the program
'Gnomovision' (which makes passes at compilers) written by James Hacker.

signature of Ty Coon, 1 April 1989
Ty Coon, President of Vice

This General Public License does not permit incorporating your program into propri-
etary programs. If your program is a subroutine library, you may consider it more useful
to permit linking proprietary applications with the library. If this is what you want to do,
use the GNU Library General Public License instead of this License.
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