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A 3D collaborative interface for AR

Abstract

This thesis designs a new kind of interface for an augmented reality. Augmented reality is
currently not commonly used, but using it can have many advantages. It can, for example,
overlay ground cables while digging. The crane operator would be able to see the cables
when they are buried. Another example is overlaying an MRI scan during an operation.
The surgeons would have more detailed information on where to operate. Also in the field
of architecture, a building can be shown using augmented reality which gives the architects
or observers a good understanding of what the building is going to look like. The interface
designed in this thesis focuses on collaboration. Collaboration between, for example, the
architects showing their building to an observer (client). With this interface the architects
would be able to adapt the building to the wishes of the client while discussing it.

The interface exists in a 3D environment which is placed in the real world using augmented
reality. To make augmented reality more available for common use, a limit is set on
the hardware. The hardware that is required must be inexpensive, this places serious
limitations on the hardware selection. The interface is focused on collaboration between
its users which means interaction is required. However, in order to have interaction an
input device is required. 3D input devices often require expensive hardware which must
be omitted. Therefore, the hand of the user is used to form an input device in order to
realize the interaction. The interface is designed in such a way that users do not have to
learn explicitly how to operate the interface because people in general are not expected to
have knowledge of 3D interfaces. The properties of the interface are tested with several
experiments and the results look promising.
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1 Introduction A 3D collaborative interface for AR

1 Introduction

Today many applications use AR (Augmented Reality) to combine a virtual world with the
real world. In many of these applications this combination is made to better understand the
objects in the virtual environment. The advantage is that users can look at and around
a virtual object much like a real object. Currently most of these applications require
expensive specialized hardware for input and output. Because of this expensive hardware,
these AR applications are not available for common use. To make this kind of application
available for small businesses and consumers, alternatives for in- and output have to be
researched.

The current applications that use AR are very divers’, AR is used in many fields. For
example, AR is used [19] to train maintenance personnel of airplanes. Another example is
ModSAF [10] [28] which is a military simulation system. AR is also used in the gaming
sector, Piekarski et al. [29] use AR to play the game Quake. In TV broadcasting, AR is
also used, the FoxTrax system [8] highlights the location of the often difficult to see hockey
puck as it moves during the game. In the TV broadcasting field, AR is also used to display
advertising during sports games. There are many more areas in which AR is used but
these examples illustrate the diversity of how AR is used in applications.

AR could help to simplify tasks, for example when creating 3D objects. Such objects
are created on a daily basis by 3D modelers (for example architects, industrial designers
and game developers). Currently, these people use a classical desktop computer to create
their objects. Using AR in this situation could help improve productivity of 3D modelers,
because modelers can see real depth with AR. Also the way the objects are displayed
(almost like real objects) could help to get a better visual understanding of the object.
These benefits, mixed with the feature of working collaboratively on a model, can speed
up the process.

The interface of an application that aims on common people has to be easy to learn and
understand. In the current AR applications much work is done to enable the AR itself.
The interaction part of the application seems to get less attention. In order to have an
application for common people, the interface has to have more attention. The first problem
to overcome is the way input is received. A way of receiving input has to be defined that is
intuitive and does not require expensive hardware. In this situation the hands of the user
can be used. Using the hands of the user seems intuitive because people use their hands
to interact with real objects every day.

Networking is important in applications. Networking can be used to work together on the
same project or play a game with or against each other. With AR applications networking
can be used to work collaboratively in the same virtual environment. Working together
can increase the productivity. Users can, for example, explain things to each other while
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physically at different locations. A problem with concurrent users in one virtual environ-
ment is the understandability. Users have to have a way to understand what is happening
to not get confused. The interface of such an application has to cope with this.

All these aspects mentioned are not combined in one application. To fill this gap in the field
of AR, a project is initiated. The goal of this project is to create a prototype application
that realizes a virtual environment placed in the real world. Multiple concurrent users
should be able to interact with this virtual environment by purely using their hands. With
this application users would be able to work collaboratively in the same environment. To
create such an application a real world case is defined which is described in the following
paragraph.

1.1 The Digital Maquette case

When an architect designs a building and the customer wants to see what the end result
will look like, usually a maquette (a scale model) is built. This maquette is used to give the
customer a visual impression of how the building is going to be. People can walk around
the maquette, look inside the building and they can see what the building would look like
in reality. However, to create such a maquette, time and resources are required. Building
maquettes can take weeks to complete. A drawback of a real maquette is that it cannot
easily be altered after it is created. If this maquette would be a virtual maquette by using,
for example, an HMD (Head Mounted Display) and AR, the visual appearance would be
much the same as the real thing. Unlike a real maquette, this virtual model could be altered
anytime and usually at a much faster rate. With the use of AR, structural adjustments
to the model only need re-rendering instead of rebuilding the physical maquette. Different
colors could also be tried out, to see which colors fit best requiring little effort. Building the
maquette could be done with multiple users who do not have to be at the same location.
It would save time, resources and money and it offers more possibilities than physical
maquettes. The main drawback of a virtual maquettes is that they cannot be touched like
physical maquettes.

A difference between using AR instead of VR (Virtual Reality), is that AR can be used in
any office or room because with AR the surroundings are visible. VR would require a room
where there are no obstacles present so that the user does not bumps into something while
walking around. In this case, a table can be used to display the model on a fixed location
and give the user the ability to walk around the table to see the model from different
angles.

Because the digital maquette is a virtual environment built from virtual objects, this
environment can be replicated to different locations. This gives the architect the possibility
to discuss the preliminary version of a design with the customer who could be at a different
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location. However, this creates a gap in the communication between the customer and
architect. The customer or architect now need a way to let the other know what he or she
is talking about since they cannot physically see each other. They need a way to pinpoint
or select parts of the model. Nowadays, this could be done by using the keyboard or mouse.
However, since the users can walk around freely, a keyboard or mouse are quickly ruled
out as a possible input device. Therefore, an alternative way of input has to be defined.

The prototype of this case is named the Digital Maquette system. In the project four
different research fields are distinguished, hand tracking, hand pose estimation, replication
and interfacing. The hand tracking research field searches for a solution to find the hand in
a video feed. In order to use the hand as input, the pose of the hand must also be known.
The hand pose estimation research field searches for a solution on the pose problem. In
order to display the same virtual environment on different locations, the replication research
field is defined. The last research field is the interface field, this field focusses on creating
an interface for the Digital Maquette system. For each research field a different master
thesis is set up. M. Fremouw dedicated his master thesis [15] on the hand tracking field.
G. Boer is researching [4] the hand pose estimation. The replication field is researched
[25] by H. Lenting. For the last research field, interfacing, this thesis is defined. In the
following paragraph the challenges found in the research field “interacting” are described.

1.2 Challenges

The main challenge is how to create an intuitive 3D interface for AR with just the users’
hands as input. For this research it is assumed that the position of the thumb and the
index finger of a hand can be tracked. This means that the interface has to deal with 3D
finger input. The goal is to create an interface which can easily be used by people who
are not familiar with it. The interface has to be in the augmented world, this means that
the users have to be able interact with the objects in the augmented world and not with
a remote control system [17]. Because multiple concurrent users can work together, the
interface must work in such a way that, when a user changes something, the other users
should be able to understand what is happening. With this interface the following tasks
have to be possible:

– point out a virtual object to remote users,

– move, rotate and scale a virtual object,

– add a new predefined virtual object to the augmented world, and

– remove a virtual object from the augmented world.
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In the following section a summary of this research is given. In this summary the interface
that supports these tasks is described briefly.

1.3 Results

This section gives a small preview of the result made in this thesis. The interface designed
in this thesis used real-life collaboration concepts. In real-life, people see each other and,
therefore, can understand the actions of each other. To make it possible that users can
understand each other, the designed interface shows the hand of a user to other users.
Actions of a user can, therefore, be seen by other users. According to the experiments this
method works well, users indicate that they understand what other users are doing.

This thesis makes an effort to create an intuitive interface. In the experiments the time
required for the users to learn how to use the interface is used as a measurement to
approach the intuitiveness. On average the users needed less then half of the expected
time to complete the defined task. Therefore, the interface performs reasonable in terms
of intuitiveness.

In Chapter 3, Concept, the interface is explained in detail. In the next section the organi-
zation is given for this thesis.

1.4 Organization

This thesis is organized in the following way:

Chapter 2, Related Work, describes the current and prior research related to this thesis.
It explains existing systems and techniques that can be used by this research.

Chapter 3, Concept, defines a 3D concurrent interface for the Digital Maquette case. Fur-
thermore, the chapter tries to connect all required techniques in such a way that a prototype
can be built.

Chapter 4, Realization, describes the implementation of the concept defined in Chapter 3.
Furthermore, encountered problems are described in order to make other developers aware
of these problems.

Chapter 5, Experiments, is a chapter which defines experiments to evaluate the 3D con-
current interface defined and realized in Chapters 3 and 4, respectively.
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Chapter 6, Results, describes all the data acquired from the experiments defined in Chapter
5. At the end of this chapter a discussion is created about results that stand out.

Chapter 7, Conclusion, concludes and summarizes this thesis. Furthermore, it describes
directions for future work.
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2 Related Work

For a collaborative 3D user interface that uses AR, a number of different systems are
required. In the field of AR much research is already available, therefore part of the
required systems are already available. In this chapter an overview is given of the related
work and prior art. The concepts given in this chapter can be used as basis for this
research. The first system that is required is a system that enables the use of AR, in the
first paragraph such systems are listed.

2.1 Augmented Reality

In the field of computer science, AR combines VR with the real world. Combining the
two worlds can be done by blending the rendered objects of the VR into a video feed of
the real world. The main advantage of using AR instead of VR, is that the user can walk
around freely. In the Digital Maquette case this is important because otherwise the users
cannot see the other side of a maquette. In order to blend the VR objects in the video
feed, a reference between these two worlds needs to exist. Marker systems are systems
that can realize this kind of reference. ARToolkit [35], ARTag [14], and ARToolkitPlus
[22] are such marker systems. Figure 1a is a picture of a user holding a marker, this marker
is extracted from the video feed that is captured by the camera on the users head. The
position and orientation is calculated from the data using the marker. When the position
and orientation is known, a virtual object can be placed relative to the marker, for example
on top of the marker. The other marker systems work in the same manner, in Figure 1b a
more complex example is given. This example is a tank game based on the marker system
ARTag. The ARTag library has the feature to use multiple markers to calculate one big
square, for example a table. This can be useful to minimize possible error, but this is more
expensive in terms of calculation power. For the Digital Maquette case all three systems
are suitable, all three systems work roughly the same.

2.2 Glove-based systems

When having a reference between the real world and the virtual world, the problem of
placing virtual objects has been solved, however, this is not enough to create an interactive
system. To realize an interactive system an input device is needed, this input device,
however, cannot be a classical keyboard and or mouse. A user has to be able to walk
around the virtual world and still be able to interact with the objects. Thomas and
Piekarski [32] use a glove-based input device to create a 3D interface for the user. The
gloves are used to control a menu, a user can access the menu by pinching in the glove. The
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(a) ARToolKit, from [24] (b) ARTag - Tank game, from [9]

Figure 1: Marker systems

menu is displayed at the bottom of the images in Figure 2. They also describe three general
selection techniques: two-handed framing, line of sight and laser beam. These selection
techniques can be used to select virtual objects and interact with them and can be accessed
by the menu. Two-handed framing is a technique which is similar when selecting with a
classical 2D mouse, in for example a file manager. The first point of the selection box is
the thumb of the first hand and the second point of the selection box is the thumb of the
other hand, this is illustrated in Figure 2a. The result of this selection technique is that
the virtual object in the selection box is selected for interaction.

With the line of sight technique the user can place his/her thumb behind or in front of
the object. The technique then selects the object in the line of sight, from the camera to
the thumb. In Figure 2b an illustration is given. It must be noted that the virtual objects
are always drawn on top of the video feed. This has the effect that the virtual objects are
always in front of the hand, even when the virtual object is further away than the hand
with respect to camera.

The last selection technique is the laser beam technique, the thumb is extended with a
beam, as displayed in Figure 2c. With this beam the user is able to select a virtual object
that is far away only by pointing his thumb at the object. This technique can increase
productivity in large virtual environments because the user does not have to walk to the
virtual objects in order to interact with it. In the Digital Maquette case it probably is not
necessary to select objects from a distance because almost all objects are within the range
of the users’ hand.

Thomas and Piekarski also have a method of inputting characters, the glove-based key-
board. This keyboard is illustrated in Figure 2d. Inputting characters can be used in the
Digital Maquette case for labeling objects. This is not a direct requirement of the case,
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but labeling is something that might be interesting. The characters are set on a grid and
the user can input them by pressing one or two fingers to input one character. This key-
board is limited to 49 characters because a big character set expands the grid on which the
characters are placed. The input complexity increases when the grid is bigger, therefore
it is important to keep the grid as small as possible. This way of inputting would require
physical buttons on the fingertips of the gloves (described in [32]) and impact the ability
for users to perform other tasks, because they may accidentally be activated.

(a) Two-handed framing (b) Line of sight

(c) Laser beam (d) Keyboard

Figure 2: Glove-based input techniques, from [32]

Another pinch glove menu system is that of Bowman et al. [7]. This menu system, TULIP,
is attached to the fingers of the user as displayed in Figure 3. The user can activate an item
by pinching the connected finger. With this approach, the full position and orientation
of the hand is needed in order to display and navigate the menu correctly. This menu
system can be used in the Digital Maquette case to add or remove object from the virtual
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environment. Bowman et al. also describes a way of entering text with the pinch gloves,
this method uses a QWERTY layout which is displayed on screen. The user can move the
hand to select a row from the virtual keyboard. When the row is selected the key can be
entered by pinching the corresponding finger. This method leaves the inner keys such as
‘g’ and ‘h’, which can be selected by rotating the hand inward. The research depicts this
motion as awkward and also provided the alternative method of pinching the thumb to
both the index and middle fingers to select an inner key.

A general drawback of glove-based systems is the use of gloves, because gloves limit the
user. With gloves users cannot do other things while interacting, for example write down
notes on paper. This limitation is a serious drawback in the usability with respect to the
Digital Maquette case. Bowman et al. [6] also compared the TULIP menu system against
other menu systems. The results of the comparison is that users need a little more time to
learn the TULIP menu system, but when it is learned it handles just as fast as the other
menu systems. The big advantage of the TULIP menu system is that the user has less
arm and hand strain then the alternative tested menu systems. In the Digital Maquette
case this menu system can be used, but it requires that all fingers are tracked by the
hand tracker. A menu system in general can realize adding and removing objects from the
virtual environment.

Figure 3: TULIP menu system, from [7]

2.3 Interaction systems

For the Digital Maquette system it is important to have a high usability, because AR
systems are not very common which means common people do not have a lot of knowledge
of these type of systems. An important part of the usability is the way users are required to
interact, therefore additional interactive systems which can be used with AR are reviewed
that do not involve gloves as input.

The PIP (Personal Interaction Panel) [39] is an example of a 3D interface for AR. The
interface consists of a physical tablet with a physical pen. The tablet and pen are tracked
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and presented in AR. Because the tablet is known in the augmented space, objects can
be mapped on it. With the pen, the objects can be manipulated. This is actually a 2D
interface mapped onto 3D space. To illustrate this, the authors use buttons and sliders
in the augmented world on the tablet, an example is displayed in Figure 4a. For the PIP
system it is required that the users carry a tablet and pen; this is extra hardware which
should not be required because extra hardware limits the users. However, the physical
tablet and pen give the user tactile feedback. Because of the extra hardware the PIP
system is considered not useful with respect to the Digital Maquette case. The idea of a
control panel, however can be used.

(a) The PIP Interface, from [31] (b) Multiuser, from [30]

Figure 4: The PIP in action

Schmalstieg et al. [30] use the PIP interface to create a multiuser environment. This
environment shows the virtual PIP devices of every user in the augmented world. Which
makes the other users aware of what is happening if a user performs certain actions. The
awareness aids users to understand what other users are doing [11], but again this system
requires additional hardware which makes it not very useful in the Digital Maquette case.
The idea of showing the interface of the concurrent user can however, improve usability.
Figure 4b illustrates how two concurrent users can work together.

Feiner et al. [13] present a way of creating a window-based interface for AR. They use
2D windows which are displayed in the real world using AR. Figure 5 is an illustration of
this window-based system. The interaction with the windows is done by a normal pointing
device and a normal keyboard. This would require the users to use a keyboard and mouse,
so obviously, this system cannot be used in the Digital Maquette case.

Wilson created the input device XWand [38]. This input device registers movement, orien-
tation and has several buttons. With the XWand, remote operations are easy to perform,
but this system requires additional hardware (the XWand itself). This makes it not very
useful in the Digital Maquette system because every user has to operate an XWand in
order to interact. Another problem with this input device is that it is not a product but a
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Figure 5: Window-based interface, from [13]

prototype, and after 2004 the development was halted. In Figure 6 a XWand is displayed.

Figure 6: The XWand, from [38]

Another interaction system is The Responsive Workbench [23] created by Krüger et al.
The Responsive Workbench uses a projector to show information through a mirror on the
bottom side of the table, as displayed in Figure 7a. By using shutter glasses, Figure 7b,
this projected image can be experienced by the user as 3D. To display the right point of
view for the user a 6 DOF tracker is used to track the users’ head. In order to interact with
the workbench, a pen or gloves are tracked by the system. The Responsive Workbench
system requires an adapted table, a projector, tracking devices for the users’ head and
tracking devices for the pen or gloves. Because of all these requirements this system is
rather expensive and is difficult to set up. For this reason this system is considered not
suitable for the Digital Maquette system.
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(a) Schematic view (b) User working with the workbench

Figure 7: The Responsive Workbench, from [3]

2.4 Interaction and interfacing techniques

In order to properly display the AR and to create an optimal interaction system, special-
ized techniques can be used. This paragraph reviews a number of techniques that can
improve the usability. Bowman et al. [5] evaluate a number of techniques for grabbing and
manipulation. The Go-Go technique (Figure 8a) is an arm extension technique which lets
the user extend his/her arm in the virtual environment to grab an object. With ray-casting
(Figure 8b), the user can shoot a ray to an object. When the object is selected with the
Go-Go or the ray-casting technique, the user can manipulate the object. The advantage
of ray-casting is that the selection is easy, however, rotating the object with ray-casting is
only useful over the axis of the ray. The Go-Go technique suffers from imprecise grabbing
and it has a finite range. Therefore, the authors propose a new method, the HOMER
method. This is a combination of the Go-Go and the ray-casting technique. The user se-
lects the object with a ray and then the hand extends to the object, in this way the user can
manipulate the object in a useful way. The ray-casting, Go-Go and HOMER techniques
are used to select objects which are further away than the user can reach. With the Digital
Maquette case, everything is happening on the table in front of the user, which means that
almost everything is within the reach of the users’ hand. Therefore, using these selection
techniques would only add complexity to the interface and not have any real benefits.

An AR can result in a lot of information for the user, especially when multiple users are
active in the augmented space. Julier et al. [21] describe an automated information filtering
algorithm. This algorithm filters irrelevant information in such a way that the interface
becomes more readable for the user. The example used in the paper is the display of
a schematic view of a building on top of the real building, where the unfiltered version
overlays the complete structure and the filtered version overlays only the visible part of
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(a) Go-Go (b) Raycasting

Figure 8: Grabbing and manipulation, from [5]

the building. Information filtering can be very useful when the interface becomes crowded
with information. Because the case is to build a Digital Maquette the objects should not
hold a lot of additional information, therefore using this method does not seem necessary.

There are a lot of different interaction techniques, not all techniques fit well in the Digital
Maquette case. Chris Hand [18] does a survey of 3D interaction techniques, which are
useful in different fields of 3D systems. Gregory et al. [17] uses a haptic display for remote
controlling a 3D environment. This haptic display looks like the PIP interface with the
difference that this display is not part of the virtual environment while the PIP interface
is. Bowman et al. propose new research directions about 3D interaction in [1]. Bowman
tries to set new research directions for the field of 3D interfaces because the growth in this
area is slowed down since 2000 according to [1]. This paper summarizes many techniques
that can be used in combination with AR.

2.5 Summary

In the field of AR many systems are available, these systems often require additional hard-
ware. For example, the PIP system uses a tablet and pen for interaction. For concurrent
users, the PIP system would be suitable because users can see each others actions. Another
AR system uses a table as projection screen for displaying information. These specialized
hardware makes the system expensive and hard to set up.

Many interaction systems are based on glove-based input. Interaction techniques using
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gloves can, to a certain degree, be used in the Digital Maquette system because the hand
of the user is tracked. However, glove-based systems themselves cannot be used because the
gloves limits the user in executing other tasks while interacting. Glove-based interaction
techniques are often designed for single user usage. The techniques display information
only on the display of the user. This means that other concurrent users are not informed
with the actions the user executes. In the interface of the Digital Maquette system this can
be changed, users can be informed of actions performed by other users. In other words,
some interaction techniques based on gloves can be used in the Digital Maquette case.

Interfacing techniques like HOMER, Go-Go and Raycasting are used to select objects that
are not within reach of the user for manipulation. The virtual environment in the Digital
Maquette case is placed on a table. Users can walk around it and because of this almost
every virtual object is within reach. Therefore, these selection techniques are unnecessary
for the Digital Maquette system.
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3 Concept

While AR is not new, it is not widely available for every-day use. This can be attributed to
the price and availability of specialized hardware, such as an HMD. This meant that small
businesses and consumers could not afford the hardware. This has changed, over the years
electronics became cheaper and the required specialized hardware can now be acquired for
less than 500 euros [27, 34], which makes it more affordable for common usage. This thesis
tries to create a 3D collaborate interface which runs on inexpensive hardware in order to
bring the AR technology to common people.

The 3D collaborate interface in this thesis is focused on the Digital Maquette case. In this
chapter, a concept is given that tries to comply with the Digital Maquette case. In order
to create a concept of the Digital Maquette system, requirements of the system must be
defined. These requirements are stated in the next section. After that, the general setup of
the Digital Maquette system is given. This general setup will define the Digital Maquette
system on a global level. After the general setup the important specifics of the Digital
Maquette system are described. At the end of this chapter a summary is given of this
chapter.

3.1 Requirements

In order to design the interface, requirements must be set. In this section the requirements
of the Digital Maquette system are defined. In Table 1 the requirements are listed. For each
requirement a motivation is given. These requirements are used throughout the concept
as a basis for the design decisions. The most important requirements are discussed in the
next paragraph.

In the field of AR and VR a number of systems are already available. Most of these
systems require expensive hardware. The target area of the Digital Maquette case are
small businesses and costumers. This area does not always have the funds to acquire
expensive hardware. One of the main requirements for this system is that it should not
require expensive hardware so that small businesses and customers can use this system.
Using the Digital Maquette system should give an experience close to a physical maquette.
Keeping the gap between a physical maquette and a digital maquette small also keeps
the transition small. This can help people to switch to a digital maquette faster. With
a physical maquette people can freely move around it and pinpoint objects to others at
any given location. It is very important that the Digital Maquette system also has this
experience in usage. Users should not be limited by input devices attached to their hands.
When a user has, for example, a glove on his/her hand the user is limited by the working
radius of the glove. With gloves the user is also limited in executing other actions, for
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example, writing down notes. Therefore, no additional hardware should be required for
input. Physical maquettes are often used to discuss a design, for example of a building.
While discussing, people communicate with each other by, for example, pointing at certain
objects. This kind of communication and collaboration should also be possible in the
Digital Maquette system because it is one of the main reasons why a physical maquettes
is made. A complete overview of all requirements is shown in Table 1. Every requirement
is given a unique number, this number is used as reference in the rest of the concept.
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# Requirement / Motivation
1 The Digital Maquette should be available for common use and, therefore,

not expensive.
There already are expensive systems that can display virtual environments. The
key of the Digital Maquette case is that it should be available for consumers and
small businesses.

2 The virtual environment should be placed on a real world table.
The way the Digital Maquette is displayed should be close to the way a physical
maquette is displayed and real maquettes are usually placed on a table.

3 Users must be able to walk around the virtual environment / real world
table.
The experience of viewing the Digital Maquette should be close to viewing a physical
maquette because in this way the users can adopt the system faster. When a user
wants to view the rear of a physical maquette the user can walk around it. Therefore,
this should also be possible with the Digital Maquette.

4 Users should not need additional hardware for input.
Additional hardware can be confusing for the user. With additional hardware users
cannot move around freely which is required in requirement 3. Additional hard-
ware introduces additional costs and the complete system should not be expensive
according to requirement 1.

5 Users should be able to work together in the same virtual environment
from a different room or buiding and understand each others actions.
The main reason behind building a maquette is showing a design to other people.
In order to explain the design to other users, users need to work collaboratively.

6 Users should be able to add/remove objects to/from the virtual environ-
ment.
In order to edit the design adding and removing objects has to be available. This
can be used to show different designs.

7 Users should be able to move/scale/rotate objects in the virtual environ-
ment.
Adding and removing objects is not enough to show different designs. Objects also
have to be placed at the right location and with the right orientation and scale.

8 A user should be able to pinpoint a virtual object to another user.
Users can work collaboratively, but this does not mean that the users are in the
same room. Therefore the users need to be able to pinpoint objects to each other,
to show what their talking about.

9 The system should be intuitive, users should be able to work with the
system without explicit learning.
The Digital Maquette case focusses on architects showing designs to clients. Clients
do not necessarily have experience with the Digital Maquette system or with any
other 3D interactive system for that matter. Architects do not want to explain
the Digital Maquette system to every client, this would be too time-consuming.
Therefore, without explicit learning users should be able to use the Digital Maquette
system.

Table 1: Requirements of the Digital Maquette case
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3.2 General setup

In this section an overview is given of the whole Digital Maquette system. This thesis
focusses on the design of the interface of the Digital Maquette system. In order to view
and interact with the interface, in- and output methods need to be available. These
methods must first be defined because using a different method of in- or output can affect
the interface.

To show the Digital Maquette to the user a displaying technique must be chosen. VR
might be an option, but using VR would require a room with no obstacles present so that
the user would not bump into something. Because users should be able to walk around
the maquette (requirement 3). Such a room is expensive to setup, also consumers usually
do not have a room to spare. Therefore, when using VR requirement 1 would not be met.
Using AR instead of VR would give the users awareness of what is happening around
them. Using AR would therefore not require a room without obstacles. This makes AR
more suitable for the Digital Maquette system.

Every user in the environment views the system from his/her own point of view. This is
required because of requirement 3. Users should be able to walk around the maquette to
view, for example, the rear of a virtual building. To realize such an output system, an
HMD can be used, but also the Responsive Workbench [23] is a system which can be used.
When users have a personal point of view, the interface of the Digital Maquette system is
drawn for every user separately. This means that the location and orientation of the head
of the user relative to the table where the virtual environment is located must be known.
This can be realized by a global tracker, used in [23], or a marker system like [14], [22] and
[35].

The Responsive Workbench is an expensive system. Requirement 1 will not be met if this
system is used. Therefore, using an HMD seems a better approach. Using an HMD will
affect the interface of the Digital Maquette system. Currently, there are no affordable see-
through HMD’s available like the Lumus Optical HMD [26]. This means that a background
video of the real world must be present in the HMD to give the users awareness of the
physical objects around them. The interface of the Digital Maquette system must provide
such a video stream. This also means that a camera has to be attached to the users’ head.
Marker systems can use the video feed from the head mounted camera to calculate the
position and orientation of the table where the virtual environment should be displayed.
This means that no tracking device is required when a camera is present on the users’
head. Using a marker system in this situation seems a better approach because it saves
additional costs of the tracking devices.

According to requirement 4 and 9 the input method should be intuitive for users to use and
not require additional hardware. Using the users’ hand for input seems to be an intuitive
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method because people use hands to interact with real world objects every day. It is
assumed that at least the index finger and thumb of one hand of the user can be tracked
by the hand tracker [15] and the hand pose estimation [4]. This requires no additional
hardware and the users are also not limited in their hand movements by using this kind
of input. The drawback of these techniques is that it is research in progress. Currently,
the two techniques do not give enough output for the interface to work with. But it is
expected that it will work in the near future. The user input section of this chapter defines
in more detail why and how this way of input is used.

To let people work collaboratively across rooms or buildings, communication is needed
between the user interfaces of each user. This communication can be done over IP networks
which makes it compatible with the Internet. Using an already available network can
significantly decrease the costs for the end users. This network can distribute all the
actions of a user to the other users, making it possible to work together.

The general setup is illustrated in Figure 9. This is a schematic overview of how the
components relate to each other.

Figure 9: Components of the Digital Maquette system

3.3 User input

The user needs to be able to interact with the system, as described earlier a normal
keyboard and mouse are not an option. Specialized 3D interaction devices like the Space
Navigator [2] are also not ideal in this situation because these devices require the user
to stay at one place while interacting. Requirement 3 specifies that a user must be able
to move freely. This means there needs to be an alternative way of input. A possible
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intuitive way would be using the users’ hands for interaction, because humans already have
experience interacting with real objects with their hands. Registration of the movement of
the hands is a difficult task and outside the scope of this research. Wang et al. [36] have an
possible solution for this. For this research it is assumed that the thumb and index finger
of one hand can be tracked in 3D space because of the limitations of the hand tracking and
hand pose estimation. This assumption/limitation should not limit the interface because
with the thumb and index finger it is possible to define enough actions for the Digital
Maquette case.

Figure 10: Grabbing a virtual object (mock-up)

In order to establish interaction, actions have to be defined on the hand. Because the thumb
and index finger are tracked it would be possible to grab a virtual object, illustrated in
Figure 10 which is a mock-up of this technique. This is much like how a normal person
would, for example, pick up a pen. With this type of interaction a user would easily grab
through the object because a virtual object does not have any feedback (touch). Grabbing
through an object can confuse the user. Another problem with this approach is that users
cannot grab objects that are larger than the maximum distance between the thumb and
index finger. Therefore, this approach might not be an ideal approach.

Another approach is using the pinch technique [33], although this approach is in 2D, it
can be translated in 3D because the finger and thumb positions are known in 3D. With
this technique it is possible to create multiple actions with only a pinch as input. An
illustration of the pinch and release input is given in Figure 11. The input actions are
defined in Table 2, these actions can be extended through a menu system. To establish, for
example, the action “remove object”, the menu can be extended by a simple item remove.
Menu systems could be intuitive for most people because they are, to some degree, familiar
with traditional computer interfaces which often use the concept of menu systems. A menu
system, which can be abstracted to a list of choices, is not only used in computer systems.
Therefore, most people are familiar with menu systems. A menu system is used in the
Digital Maquette system to add functionality. With the menu system, all the interaction
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(a) Pinch (b) Release

Figure 11: Finger/Thumb input method

can be done through the pinch/release action and hand movement. The effect of having
only two basic forms of interaction should result in an easy to learn interface which meets
requirement 9.

User action System reaction
Index finger enters an ob-
ject

Object becomes semi-transparent

Pinch/release in an ob-
ject

Menu is displayed in the object and the object stays
transparant

Pinch in menu item Action coupled to the item is executed
Pinch menu move item Object position is coupled to thumb and index finger

position
Release menu move item Object is decoupled from thumb and finger position

Table 2: Basic interaction: Action / Reaction

3.4 Menu system

In Section 3.3, reasons are given for using a menu system. This section will state the details
of the menu component. As defined in Table 2, users have to pinch in an object in order
to activate the menu. The menu consists of an arbitrary number of items, each item has a
different action, label and color. Figure 12 shows two examples of a menu being displayed.
The reason behind the difference in label and color is to maximize the understandability
of the menu system. The use of colors aid humans to learn the interface faster [16]. Every
color should have a different meaning which is consistent throughout the whole interface.
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In this way the user will familiarize faster with the interface. When a user is familiar with
the interface, he or she probably does not need to read the label anymore to know what
kind of action the item represents.

The menu is defined by a number of items, these items are displayed to the user. An item
is a colored sphere with a label attached to it. Instead of the spheres, small 3D models,
could also be used which is much like icons in a 2D interface. Small 3D models may look
better but it can possibly confuse the user, the user might think that the 3D model belongs
to the Digital Maquette. Using only colors simplifies the interface which should have a
positive effect on usability. The label should not contain a lot of words, ideally one word
per item. With smaller labels, users can read the labels faster and when the right words
are used to describe the action behind the item, the user should understand the interface
faster.

(a) First angle (b) Second angle

Figure 12: Object menu

To activate an item, the user can pinch in the sphere representing the desired action.
Figure 12 displays an active menu for the object attached to the blue panel. The spheres
of the menu items are displayed for every concurrent user at exactly the same location.
Other users can activate these menu items at the same way as the user that pinched in the
object. The text label however, is not displayed at the same location and orientation for
every user. The text label of an item is rotated towards the viewing position of the user
for which the view is rendered. This makes the labels readable for every user viewing from
an arbitrary viewing point, this should aid the user to better understand the interface.
Figure 12a shows the same object as Figure 12b from a different angle. Because of the text
rotation, the text of the labels are readable from both angles.

A user selects an object when the users’ hand is moved within the boundaries of an object.
When an object is selected it becomes semi-transparent and a bounding box is displayed
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around the object. While the object is semi-transparent, the user can see through the object
to view objects behind the selected object. The bounding box shows the user exactly where
the object is placed in the virtual environment. Therefore, showing the bounding box aid
users while moving objects. Because the object is semi-transparant and a bounding box
is displayed, the user is informed that the object is selected for interaction. The user can
pinch in a selected object to activate the menu for that object.

The standard menu of an object is defined by the following items:

– Move (Blue)

– Rotate (Yellow)

– Scale (Green)

– Remove (Red)

An object can add menu items to fit the needs for that object. Throughout the user
interface, every action type has the same consistent color. “Move” is an item that the user
can activate by pinching and holding the pinch. The user can move the object around
while holding the pinch. When the user releases the pinch while moving, the object will
be placed at the last position before the release. While moving an object, the orientation
is not changed. This is important because a user might want to move an object and not
change the orientation. This would almost be impossible when moving and rotating is
combined, because humans tend to change the orientation of their hand while moving it.
Rotating is similar to moving, holding the pinch and rotating the hand rotates the object.
“Scale” also works by holding the pinch, when the user moves upward the object becomes
bigger and when the user moves downward the object becomes smaller. The remove item
does exactly what the label describes, on pinch the object will be removed from the virtual
environment. Requirement 7 is met with this menu system and menu items.

3.5 Adding objects

Interaction with existing objects can be realized with the input and menu system described
in the previous sections, but adding new objects requires an additional system. In [39] and
[30], a panel is used for each user to enable interaction for the user holding the panel. The
IPanel is inspired by this concept. The IPanel is a virtual panel mounted on the table
in the virtual environment of the Digital Maquette system. Figure 13a shows an empty
IPanel. The panel is always present in the environment on a fixed location. The panel is
visible for every user and every user can interact with this panel. This should make adding
objects to the environment understandable to all users. The users will never have to search
for the IPanel because it is at a fixed location, which makes the environment simpler. A
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simpler environment aid users to understand the interface better and learn to control it
faster. Two buttons are displayed on the panel; the previous button and the next button,
when pressed, the panel displays the previous or next predefined object. This new object
can be moved like any other virtual object. If the object is moved, scaled or rotated it is
decoupled from the panel making it part of the environment. Because the panel only has
two buttons the users should be able to learn how to control the panel relatively fast.

In Figure 13b an IPanel is displayed with a cube attached to it. The cube will be auto-
matically placed in the environment when the user interacts with it. This is could be an
intuitive way of placing objects in the environment because it does not require additional
actions or buttons. With the IPanel and the menu system, requirement 6 is met because
the IPanel makes adding objects possible and the menu system makes removing existing
objects possible. To give the users extra information about the object which is currently
attached to the IPanel a short piece of text is displayed. The text on the IPanel corre-
sponds to the name of the object. Because the IPanel is mounted at a fixed location on
the table, the text is displayed on the two longest sides of the panel. This way the text is
also readable for users that view the environment from the other side of the table, which
is an important feature for the usability with concurrent users.

(a) Empty (b) Cube

Figure 13: The IPanel

3.6 Collaboration

In order to work collaboratively with multiple users, users have to understand what other
users are doing. Otherwise users might become confused if, for example, an object starts
moving without notice. In the real world people can see the actions of other people. When
actions of others are visible, a person is able understand what another person is doing. This
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can be mimicked in the Digital Maquette interface. To interact with the interface the hand
of the user is used as input device. The hand is tracked, so the position and orientation
are known. This means that the hand of a user can be displayed in the interface of another
user. Displaying the hands of users lets users view other users actions. Viewing the actions
of others gives users the ability to understand them. Therefore, Requirement 5 and 8 are
met with this property.

3.7 Networking

Supporting multiple users in different rooms or buildings, requirement 5, requires net-
working. Networking itself is not part of the interface, but the networking has certain
restrictions which are important for the interface. A small description of the networking
system is given in this section to illustrate the properties of the network.

The network communication is done through an IP network, illustrated in Figure 14. The
network consists of a number of replica-managers. These replica-managers communicate
through each other by broadcasting UDP packets. A client connects with TCP to one
replica-manager and retrieves the committed updates from that replica-manager. When
a client wants to change an object, it sends the proposed update to the replica-manager.
With a voting technique the replica-managers commit or drop the proposed update. When
an update is committed on a replica-manager, it is propagated to all clients of that replica-
manager.

Figure 14: Network structure
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The important properties of the network for the interaction are:

– Not all proposed updates from a client are committed;

– A client receives no notice if an update is dropped;

– A client defines updates based on its cache. This means when the cache is outdated
the update will never be committed;

– A client renders from a cache which is possibly outdated.

These properties are important for the interaction of the interface. To account for the first
two properties, the interaction must be designed in such a way that, when an update is not
committed, the user interface must continue to function. This means that the interaction
system must never wait for an update, because there is no notice when an update is not
committed. The third property defines that an update formed by the client (interface)
can be based up on outdated cache and, therefore, never be committed. To maximize the
possibility of the up to date cache, the updates should not be issued faster then the network
can negotiate and propagate. To create the maximum amount of time between the update,
the interface should only send one update per interaction event. An interaction event is
triggered when a user moves the hand which is tracked. The hand tracker and hand pose
estimation deliver circa 15 input events per second. This leaves the network to negotiate
and propagate in approximately 66ms before the interface can issue another update. With
this technique, the issued update by the interface has the maximum possibility of being
committed which improves the responsiveness and, therefore, the usability. The fourth and
last important property is the cache of the client. This property is mentioned because is
does affect the interface. This property defines that, for example, an user may look at an
object that might actually be moved or removed by another user. The interaction system
of the interface must honor these network properties in order to keep the usability high.

3.8 User awareness

Users have to be informed of the ongoing events in the environment. Events can be,
for example, that a user joins or leaves, information about networking problems. User
interfaces tend to inform their users with messages by a popup, however this method is
not usable with this kind of user interface because a popup interferes with the interaction.
Games solve this with a HUD (head-up display), for example in Quake 4 [20] and Unreal
Tournament 3 [12]. Figure 15 is an illustration of what the HUD looks like in these games.
The concept of a HUD system can be used in the user interface of the Digital Maquette
system because it does not involve any interaction. The HUD in the user interface is
basically a text box in the top part of the screen. A new message will be placed at the
bottom line of the text box making the existing text scroll up. This will always give the
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user the latest messages on screen, keeping the user informed of all events. In Figure 13
the HUD is displayed as a blue semi-transparent box.

(a) Quake 4, from [20] (b) Unreal Tournament 3, from [12]

Figure 15: HUD systems in games

3.9 Summary

In this chapter the collaboratively 3D interface is described; what it must do and what
it should not do. The most import property is the usability of the interface because the
interface is aimed at common people. In order to achieve a high usability the interface must
be easy to understand. In the design of the interface simplicity is central and, therefore,
the interface should be easy to understand without any foreknowledge.

The user can use one hand to interact with the Digital Maquette system. With the input
of the hand, two basic forms of interaction is possible. Having only two basic forms of
input makes interacting simple. With these forms of interaction, the menu system can be
controlled.

With the menu system it is possible to change the location, orientation and scale of an
existing object. Removing an object is also done through the menu system. The menu
system is part of the virtual environment and every user can see the menus. With the
ability of seeing the actions of others users, users have the ability to understand what is
happening in the environment.

Adding an object is made available by the IPanel in the environment. Users can browse
through available objects and place an object in the environment by interacting (move,
rotate, scale) with it.
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The hands of the users are rendered in every connected interface. This makes it possible
to pinpoint objects to other users just by pointing. This way the users can work together
and understand the actions of each other.
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4 Realization

This chapter describes the implementation of the concept and the problems encountered
during implementation. Before implementing a system, a proper programming language
is required. In this situation speed is required to process, for example, the webcam feed.
Because the Digital Maquette system is a prototype and research system, the program
should be easy to adjust. Performance can be achieved by using C. However, with C, time
is required to deal with garbage collection and pointers. Another disadvantage of C is that
is does not have a large standard library. Not having this requires extra implementing
time in comparison to a language which does have a large standard library. This is why a
combination is chosen, Python and C. Components that have to be fast can be programmed
in C and the rest of the system can be created in Python. Python does have a large standard
library which makes adapting easy.

The development platforms are Linux and OSX due to easy development on these plat-
forms. Because Python supports both platforms only the C components have to be ported.
Porting the C components however, should not take to much effort because Linux and OSX
are both Unix-based systems. In most cases, the C program code does not have to change,
only the compile and linking flags have to be adapted.

The virtual environment has to be displayed in the HMD of a user. To display the 3D
environment, OpenGL is used because it is an open standard and is platform-independent.
Python and C both have libraries to use OpenGL and, therefore, OpenGL seems a suitable
solution.

In the next paragraphs, problems that arised during the implementation of the prototype
are described.

4.1 Input

In order to let the user interact with the system, the hand of the user is used. To be able
to know the hand pose, two separate components are needed, hand tracking and hand
pose estimation. The hand tracker searches for the hand in two video feeds (not from the
HMD mounted webcam) and sends the result to the hand pose estimation. The hand pose
estimation then maps the virtual hand on the result of the hand tracker. This virtual hand
is used for input to the system and is also displayed to the users. The hand tracker is
created by M. Fremouw and the hand pose estimation is created by G. Boer. For more
details on these systems see [15] and [4], respectively. While developing the system these
components where not available yet, this means that the input has to be simulated in
order to be able to test any interaction. The first approach of simulated input is realized
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by using the keyboard. Three keys are mapped for X, Y and Z movement. This approach
is far from ideal, even very experienced users (programmers) were constantly confused
which key they needed to press in order to activate the desired movement. The second
approach realized by using the mouse to move the virtual hand, because the mouse only
has 2 DOF the mouse is only able to move at two axis. This is fixed by changing one axis
when the right mouse button is pressed. The mouse can be used to move along the X
and Z axis, enabling the user to move left, right, away and closer. When the right mouse
button is pressed, the Z axis is swapped with the Y axis. This enables the user to move
the hand up and down. This does not cope with rotations at all, but this kind of input is
enough to be able to develop the biggest part of the system. To simulate real 3D input,
a different input device is required. A 6 DOF input device is required to be able to cope
with the possible movements and rotations. The SpaceNavigator [2] from 3DConnextion
is such a device. Figure 16a shows an image of a SpaceNavigator. This input device can
pan, tilt, spin, roll and zoom at the same time, in Figure 16b an illustration of the input
methods are shown. This device gives the ability to fully develop the user interface and
interaction system without input from the users’ hand. To move and rotate the hand in
the environment, the pan right/left, pan up/down and zoom in/out is connected to the X,
Y and Z axes of the hand, respectively. In order to rotate the hand, tilt, spin and roll are
connected to the rotation along the X, Y and Z axes, respectively.

(a) SpaceNavigator (b) Input methods

Figure 16: 3D Connexion - SpaceNavigator, from [2]

4.2 Networking

The concurrency of the system depends on the networking ability of the system. This
component of the system is created by H. Lenting [25]. Integrating the networking system
is not trivial at all. A user interface generally changes data of an object and builds upon
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that change. With a distributed system this is not possible, the user interface has to
propose updates. The user interface cannot even wait for an update to be committed
because the update can be dropped just as easily. It is a difficult task to decouple the user
interface with the storage in the way that is described in the concept. While developing, a
dummy networking layer was used. With the dummy layer, updates are always committed.
Another property of the dummy layer is that there is no delay in the commit, because the
update data is written immediately in the storage. In one interaction event it is possible to
use the data of a previous commit when there is no delay in a commit. Using this aspect
of the dummy layer should be avoided because with the normal networking layer this is
not the case.

When the user interface is attached to the network for the first time, a lot of updates
where dropped by the network. The updates were dropped even on slow/normal usage.
This resulted in objects occasionally not being displayed. This effect was caused by the user
interface sending more than one update in one interaction event. These type of situations
are typically hard to fix, because they occur occasionally. The updates are now reduced
to one per object per interaction event, this makes the interaction system very robust in
terms of distributed networking.

With the networking system fully integrated with the user interface, the ability to move
the hand on multiple displays is established. When a user tries to move his/her hand, the
interface proposes an update to the distributed network. This proposed update is approved
by the network or becomes obsolete over time. On approval, the update is sent back to
the user interface. When the update cannot be approved, the proposal disappears when
a committed update makes the proposal obsolete. In other words, when the user sees the
virtual hand moving on his/her display, the network has already approved the movement
and pushed the “move” action to the interface of the user. This approach immediately
raised the question: Is the latency of the network in the user interface low enough? When
the latency is too high, a solution would be to move the hand smoothly in the users’ own
interface and not wait for updates from the network. This has the drawback that the data of
the hand object is not consistent with the distributed network. With this drawback comes
another problem, the updates proposed on outdated data are dropped by the distributed
network. So decoupling the hand object to move smoothly is not a solid approach. But
in preliminary tests the latency of the network was actually low enough. Even with an
artificial 30% packet loss the hand moves reasonable smoothly. The responsiveness of the
interface will have to be experimented on to find out where the border between acceptable
and problematic lies.
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4.3 Models

A crucial ability of the system is to load models from the disk, not only because it is
very complex to create a model from code but, more importantly, architects need to load
their existing models. Wavefront developed OBJ [37], an open format for exchanging
objects. This format is supported by many 3D applications, which makes it a suitable
choice to embed in the Digital Maquette system. Models can have many vertices, when
the number of vertices increases the time required to render the model also increases.
Relative complex models can affect render speed in such a way that it is not workable
anymore. For example, a model with 84784 vertices takes approximately 35 seconds to
render. To create an acceptable situation, the model rendering has to be optimized. A
faster way is to create an OpenGL display list for every object. This display list is only for
the geometry of a model and is stored on the video card, in other words, all the vertices and
normals are stored in a display list on the video card. This makes it possible to render the
geometry of an entire model with only one call to the video card, which has an enormous
performance boost. Because the environment can have multiple objects of the same model,
these objects can share the same display list. This property makes it possible to create
display lists of the models at program startup, making it unnecessary to load data from
disk when an object is placed in the environment. Preloading the data results in no loading
delays when users are interacting with the system.

4.4 Summary

This chapter describes the problems and solutions encountered while implementing the
Digital Maquette system. While implementing the interface, no hand input nor networking
was available. In order to develop the interface some sort of input is required to simulate
the hand. The hand is simulated by three different input devices, keyboard, mouse and the
SpaceNavigator. With a simulated hand input, it is possible to interact with the interface
while the hand input is not yet operational.

During the development of the interface the networking layer was replaced by a dummy
layer. This gave the opportunity to create the interface apart from the networking. When
the networking was ready, it had to be integrated with the interface. The integration of
the networking layer is not trivial and has to overcome some hard problems.

When the Digital Maquette system is realized, preliminary tests are conducted by the
developers. These tests are executed to ensure that the implemented functionality works
correctly. During these tests, many small problems where addressed. In order to evaluate
the usability of the Digital Maquette system, experiments with test subjects (users) that
are not involved in the developing stage are required. In the next chapter experiments are
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defined to evaluate the realized prototype.
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5 Experiments

In order to evaluate the Digital Maquette system, several experiments have been performed.
This chapter describes the experiments and will summarize the results. The experiments
are important because they check if the quality of the Digital Maquette system is adequate
for end users. The evaluation is divided in three experiments, which evaluate the intu-
itiveness, the understandability of the concurrency and the responsiveness of the Digital
Maquette system.

To understand in what conditions the experiments are run, the conditions and circum-
stances of the experiments are defined in the next paragraph. After the conditions the
experiments are defined.

5.1 Experiment conditions

It is important to define clear conditions in order to keep the experiments unbiased. The
experiments are designed to evaluate the interaction with the interface of the Digital Ma-
quette system, focussed on intuitiveness, understandability of the concurrency and the
responsiveness. It is important to eliminate other aspects of the Digital Maquette system
because that can lead to a biased user. Therefore, in the experiments, users do not wear
video glasses but see the output of the Digital Maquette system on a screen. Video glasses
are not common in consumer electronics, using these with the experiments may lead to a
user that is only focussed on the glasses and not on the tasks defined in the experiments.
Another reason to not use the glasses is that they require a video feed for background video
and to detect the marker. This would introduce an extra bias because users would have
to look at the table in order to see the interface of the Digital Maquette system. With
the output on a screen, the user has a static view of the Digital Maquette system, which
again makes the user more focussed on the task. To eliminate uncontrolled behavior of the
networking part, the networking part is reduced to one replica-manager, which is basically
a client-server network. One replica-manager does not negotiate over UDP and bypasses
the replication part of the networking, making the Digital Maquette system simpler and
the results more focussed on the interface. The input of a user is changed from the users’
hand to a mouse, this has two reasons: The hand tracking and pose estimation are not
ready at the time of the experiments and the user can be biased when using his hand for
input because the virtual hand would move with the real hand, which may be distracting.

To gather data from the users, every interaction with the Digital Maquette system is
logged. This is done by a special client (the recorder client), connected to the replica-
manager. The recorder client records to a file, which is stored separately for every session.
A recorded session can be viewed by another special client, the play client. With the play
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client it is possible to display what users see while interacting with the system. In the
experiments, vocal communication is possible. Therefore, all vocal communication during
the sessions is recorded. With both, session and vocal recordings, enough data is available
to replicate the experiments. The ability to replicate the experiments is important because
otherwise, if extra data is required in order to come to a conclusion after an experiment,
that experiment would have to be executed again.

In the experiments, a maximum of two concurrent users is set. Therefore two computer
systems are required. The following computers are used for the experiments:

– Dell XPS M1530
The operating system is Ubuntu 8.04 Hardy Heron running on an Intel Core Duo CPU
T7250 at 2.00GHz with 2GB memory, a Marvell Technology Group Ltd. 88E8040
PCI-E Fast Ethernet Controller and an nVidia Corporation GeForce 8600M GT video
card with a 15” TFT screen.

– MacBook Pro 15”
The operating system is Ubuntu 8.04 Hardy Heron running on an Intel Core Duo CPU
2.16 GHz with 2GB memory, a Marvell Yukon Gigabit Adapter 88E8053 Singleport
Copper SA Ethernet controller and an ATI Radeon X1600 Mobile video card with a
15” TFT screen.

These two computer systems are reasonably similar in terms of performance and can,
therefore, be used in the experiments. When networking is required in an experiment, the
computer systems are connected through a 100mbit direct link. With a direct link there
is no additional Ethernet traffic that can affect the experiments.

Before a user starts with the experiments, a short explanation of the goals of the Digital
Maquette system is given to give the user an idea of its purpose. This explanation is not
told by the supervisor but given in the form of a printed text to avoid bias. Along with
the explanation, a description of the mouse input is also given because using the mouse
as a 3D input device is relatively complex and not part of the interface. After the user
reads the description, one of the supervisors also explains the mouse input with the use of
gestures, to make sure the user understands the input method.

In order to have an impression of the experience of the user, a number of questions are
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asked before the experiments start. The following questions are asked:

1. What is your age?

2. How many times do you use a computer?

O About 1 to 3 times a year

O About 1 to 3 times a month

O About 1 to 3 times a week

O Every day

O Two times a day or more frequently

3. Are you an experienced computer user?

O No, I am not an experienced computer user

O I know just enough to do my work

O The basics of computer usage is clear to me

O My knowledge of computer usage is above average

O I am a computer expert

4. Do you have experience with three-dimensional images or worked with them before?

O No, never seen or worked with them

O Did see them, but never worked with them

O Have worked with three-dimensional images

O My experience with three-dimensional images is above average

O I am an expert in this area

With these questions the experiences of the users is made clear, also the age is asked to
see if there is a relation between the age and the learning curve.

In the next three paragraphs the experiments are described.

5.2 Experiment 1: Intuitiveness

This experiment is used to find out if users can easily discover the functionality of the 3D
collaborate interface. In this experiment users are asked to perform a simple task, the time
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spent on the task is measured. With the questions asked and the time spent on the task
an impression of the intuitiveness of the interface should be available.

The user is asked to create a landscape with a car, a house and a cow. Figure 17b shows
the environment with this task completed. With this task, the user is required to use all
interaction aspects of the Digital Maquette system, create objects, use the menu and move
objects. If the user manages to get this task done, the interface should be reasonable clear
to the user.

(a) Initial (b) Completed

Figure 17: Setup experiment 1: Intuitiveness

Initially, only the IPanel is shown, as displayed in Figure 17a, that allows users to create
objects. The users work in their own disconnected environment. Two users are asked
to finish the task at the same time and, therefore, can ask each other questions. The
networking ability of the Digital Maquette system is not used because this experiment
focusses on the intuitiveness of the interface.

When the user is done, either 30 minutes have passed or the task is finished. The user is
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then asked to answer the following questions:

1. Is it clear how to use the program?

O Completely unclear

O Not clear

O Reasonable clear

O Almost clear

O Completely clear

2. How did you find it to discover the functionality of the program?

O Very difficult

O Difficult

O Neutral

O Easy

O Very Easy

3. What did you think of the reaction speed of the program?

O Very slow

O Slow

O Neutral

O Fast

O No delay noticed

These questions give the user’s perspective of the experiment and can be used to conclude
if the Digital Maquette system is intuitive. An additional question is asked to check how
much the user understands of the interface of the Digital Maquette system:

4. Can you explain how the program works?

This should give insight if the user actually knows how the Digital Maquette system works,
because the users might think they know the Digital Maquette system while in fact they
do not.
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5.3 Experiment 2: Concurrency

The Digital Maquette system supports multiple users, actions executed by other users can
be difficult to understand. This experiment is used to find out if the users understand the
concurrency of the Digital Maqette system. In this experiment the time the users take to
complete the task is measured.

The users work in pairs and the task is concurrent. Nine cows are placed in the virtual
world and the users are asked to re-arrange these cows in three groups of three cows.

Both users have the same task and work in the same virtual environment. This means
the mouse movement of both users is displayed on both screens. The IPanel of the first
experiment is removed to keep the users focussed at the task. For all users, the nine cows
are placed at exactly the same positions, to keep the environment equal for all users.

(a) Initial (b) Completed

Figure 18: Setup experiment 2: Concurrency

The experiment ends when the users complete their task or 30 minutes have passed. After
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the experiment the users are asked to answer the following questions:

1. Was it clear what the other user was doing?

O Completely unclear

O Not clear

O Reasonable clear

O Almost clear

O Completely clear

2. Was viewing the actions of the other user distracting?

O Always distracting

O Sometimes distracting

O In some situations distracting in other not

O Mostly not distracting

O Not distracting at all

3. How did you find completing your task while another user was active?

O Very difficult

O Difficult

O Neural

O Easy

O Very Easy

4. Does the program respond fast enough to work concurrently?

O To slow, not workable

O Very slow, badly workable

O Reasonable fast

O Fast, very workable

O No delay noticed
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These questions should give an insight of the experience of the users during the experiment.
To add extra detail several open questions are also asked:

5. During the experiment, did something distract you and if the answer is yes what did
distract you?

6. Did you find it difficult to create the groups? Why?

7. Do you think that in certain situations it could be handy to work with multiple
concurrent users?

Yes? Which situations, and why would it be handy?

No? Why can’t it be handy?

8. When working with multiple users concurrently, is it crucial to be able to talk to
each other?

The additional questions are important in order to retrieve the opinion of the users about
the concurrency.

5.4 Experiment 3: Responsiveness

An interactive interface needs to have a certain amount of responsiveness to let the users
work in an optimal way. This experiment is to find out how fast the Digital Maquette
system should react in order to keep a workable interface. The experiment starts with no
extra network delay and with every step the delay is increased with 50ms up till 500ms.
At every step the user is asked to give feedback about the responsiveness of the Digital
Maqette system.

The users are asked to do a continues task: move a car continuously from the left side to
the right and back again. This task is executed in a disconnected environment, both of
the users have their own environment. All other objects are removed except for the car.
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Figure 19: Setup experiment 3: Responsiveness

In every step the user is asked the following question:

1. What did you think of the responsiveness of the system?
The reaction time of the system was:

O Not workable

O Quite slow

O Workable

O Good

O Very good

When the user reports “Not workable” the experiment ends, it has no use to do additional
steps because the answer would continue to be “Not workable”. In any case, the experiment
does not go any further when it has reached a total delay of 500ms. In preliminary tests
500ms is defined as extremely slow, which makes 500ms suitable for the upper bound of
this experiment.

In the next chapter the results of the three experiments are described.
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6 Results

The previous chapter defined three experiments, intuitiveness, concurrency and respon-
siveness. In this chapter the results of these experiments will be described. In the first
paragraph the experience of the users in the field of 3D applications will be described, this
is important to get an insight into what kind of background the users have that follow the
experiments.

6.1 User Information

There are many different users, with and without experience in 3D applications. To be able
to test the intuitiveness of the interface people are picked that do not have much computer
experience. People that have experience in 3D applications might have expectations of the
interface and for this reason might be biased. For the concurrency experiment, people with
experience of concurrent networked systems might also be biased because they can also
have expectations. Therefore, inexperienced people are used to perform the experiments.

Figure 20: UIQ1: Age of users divided into categories

Finding inexperienced computer users can be problematic, but Kinderdagverblijf Us Twadde
Thús lent ten employees for the experiments. Kinderdagverblijf Us Twadde Thús is a com-
pany which operates in the childcare sector. The employees care for children from 0 years
old to 12 years old. The employees in general have no advanced computer knowledge
based on their jobs but to check this, questions are asked before the experiments start.
All employees are female and most employees are between 18 and 30 years old. For an
overview of the age distribution look at Figure 20. Kinderdagverblijf Us Twadde Thús has
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a registration system that all employees use. Therefore, the question “How many times
do you use a computer?” is answered with “Every day” or even more frequent (Figure
21). This means that the users have experience using a mouse, which is used as input
device of the Digital Maquette system during the experiments. The next question asked
is “Are you an experienced computer user?” Most users answered with “The basics of
computer usage is clear to me” and a minor part answered with “I know just enough to
do my job” (Figure 22). The users performing the experiments are used to use a computer
but do not have advanced computer experience. To see if the users have experience with
3D applications the question “Do you have experience with three-dimensional images or
worked with them before?” is asked. Most users answered that they did see 3D images
before but never worked with them or did not see them before at all. Only 30% of the
users have worked with them (Figure 23). This means that the experience of the users
with of 3D environments is not very high.

The experiments can start now that the background of the users is known. In the next
paragraphs the results of the experiments are described.

Figure 21: UIQ2: How many times do you use a computer?

Figure 22: UIQ3: Are you an experienced computer user?
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Figure 23: UIQ4: Do you have experience with 3D images or worked with them before?

6.2 Experiment 1: Intuitiveness

To measure the intuitiveness, the time is used that the user needs to complete the task.
Figure 24 is a graph of the time required by the users to complete the task. Every user
finished the task. There was one user who required 15.3 minutes to complete the task and
two users required roughly 11 minutes. The rest of the users completed their task in under
6.5 minutes. All the users tried to click on the buttons of the IPanel, much the same like a
button on a webpage. In general, the users had problems with the depth of the interface.
In the beginning of the experiment no user moved the mouse up or down only sideways and
to the front and back. After moving the mouse around a bit, users read the description
of the mouse as input device again. Reading it again made the users use the depth of the
system and figuring out how the buttons of the IPanel work. When the users understand
the buttons of the IPanel, creating the landscape took less time than understanding the
input.

Figure 24: E1: Time required by the user

After completing the task the questions were asked. The first question is “Is it clear how to
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use the program?”, the answers are displayed in Figure 25. Various answers were given to
this question, one user did not understand the interface at all and one user did not find the
interface clear. Most users find the interface reasonable clear or even more clear. To check
the clarity of the interface the following open question is asked: “Can you explain how the
program works?” The answer of this question is compared with the first question, for most
users the answers correlated. But two users answered the first question with “Reasonable”
and could explain the usage of the interface completely. Therefore, the answers of the first
question might be more positive than the graph in Figure 25 shows. The next question
asked is “How did you find it to discover the functionality of the program?”, Figure 26, most
users answered “Mediocre” and two users answered “Difficult” Which is peculiar because
the two users that answered with “Difficult” were two of the fastest users in the group
(second and third). In order to have an impression of the reaction speed of the program
the question “What did you think of the reaction speed of the program?” is asked. The
results of this question is displayed in Figure 27. One user answered “Slow” and two users
answered “Mediocre” but all other users answered either “Fast” or “No delay noticed”

Figure 25: E1Q1: Is it clear how to use the program?

Figure 26: E1Q2: How did you find it to discover the functionality of the program?
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Figure 27: E1Q3: What did you think of the reaction speed of the program?

6.3 Experiment 2: Concurrency

To measure the understandability of the concurrency, the time required to complete the
task is measured and, after the experiment, questions are asked. Figure 28 is a graph
of the time required by the user pairs. Because the task is completed in pairs, time is
measured for a user pair instead of a single user. All pairs finished in under 3.6 minutes
and most pairs finished in under 2 minutes. The two users that needed the most time
in the concurrency experiment also needed the most time in the intuitiveness experiment.
These two users did not understand the task completely. They thought they where ready
while they still needed to move cows to complete the task. Another problem during the
experiment was the mouse. The mouse can move outside the viewport which happened in
three cases. If the mouse is “lost” the client needs to reset to display the mouse in the center
of the viewport. In this experiment, one user had a problem with the depth of the Digital
Maquette system. This user did not realize that the mouse was floating above the cows in
the environment. During the experiment, users communicated with each other, four pairs
made agreements about which cows to move. While the users were busy with relocating
the cows, in general no user wanted to grab a cow where the other user was working. In
only one case the user pair had a small “fight” about a cow in the environment (the last
cow). In two cases, the majority of the cows were relocated by one user while the other
user was only moving the mouse and not any cows. In these two cases the user moving
the cows encouraged the other user to move a cow. One of the encouraging users even
explained how to move a cow.

After completing the task, the defined questions were asked. The first question asked is
“Was it clear what the other user was doing?”, the answers are displayed in Figure 29. This
question is answered by every user “Reasonable clear” or more clear. The second question
is “Was viewing the actions of the other user distracting?”, in Figure 30 the results are
displayed. The answers are spit into two groups, not distracting (50%) and distracting
(50%). The third question is “How did you find completing your task while another user
was active?”, Figure 31 is a graph of the answers. 60% of the user found it easy to complete
the task in a concurrent environment. The rest of the users answered between “Mediocre”
to “Very difficult” The fourth question is “Does the program respond fast enough to work
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Figure 28: E2: Time required by each user pair

concurrently?”, in Figure 32 the answers are displayed in a graph. All users answered that
the Digital Maquette system responded “Reasonable fast” or faster, some users did not
notice a delay between their input and program output.

Figure 29: E2Q1: Was it clear what the other user was doing?

Figure 30: E2Q2: Was viewing the actions of the other user distracting?

After asking four multiple choice questions four open questions are asked. The first open
question is: “During the experiment, did something distract you and if the answer is yes
what did distract you?” Four users answered that there were no distractions for them.
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Figure 31: E2Q3: How did you find completing your task while another user was active?

Figure 32: E2Q4: Does the program respond fast enough to work concurrently?

The two users that had a small fight for the last cow answered that it was a bit distracting
that the other user was trying to move the cow. One user answered that the mouse cursor
was distracting, this was because the user thought that the cursor of the concurrent user
was hers. Two users found it a little distracting that the second user moved the cow while
the first user wanted to move it. One user found it distracting when the concurrent user
opened a menu, this drew the attention of the user. The next question is: “Did you find
it difficult to create the groups? Why?” Nine users did not find it difficult to create the
three groups because the users were getting used to the interface. One user answered
that she found it difficult to grab the cow, this user had problems with the depth of the
system. The next question is: “Do you think that in certain situations it could be handy
to work with multiple concurrent users?” Two users answered with no, the reason given
is: “When you do everything alone, you know exactly what is left to do.” and the second
reason is: “Working together is distracting.” Eight users answered yes, six of them had
the same reason: “When you work together you can work faster.” The other two reasons
were: “When you work on the same design it can be handy.” and “Can be handy when
you make agreements about who does what.” The last question asked is: “When working
with multiple users concurrently, is it crucial to be able to talk to each other?” All users
answered yes to this question but not all users gave a reason. Four users answered with
the reason: “It is easier with the ability to talk to each other.” The other three users that
gave a reason answered with: “You can tell want you want to do and ask what the other
user is going to do.”
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6.4 Experiment 3: Responsiveness

While the user works with the system, the input of the interface is artificially delayed in
steps. Each step the user is asked the following question: “What did you think of the
responsiveness of the system?” The answers of this question is displayed in Figure 33.
This experiment is conducted on a single replica-manger which means that a delay exists
in the networking. This delay is measured during the experiments and varies between
11ms and 17ms in a one client setup. On top of this existing networking delay an extra
delay is introduced which is displayed in Figure 33. Without an extra delay the majority
of the users answered “Very good” After introducing 100ms extra delay the answers signif-
icantly changed, but the users still answered at least “Workable” With an extra delay of
150ms, 20% of the users answered “Quite slow” After 200ms the first users answered “Not
workable”

Figure 33: E3: Responsiveness
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6.5 Discussion

In this paragraph the results of the experiments are discussed. The graphs of the experi-
ments and the users during the experiments show curious behavior in some occasions. In
the next paragraphs these occasions are described and a possible explanation is given.

During the experiments a mouse is used for input (section 5.1), this might not be an ideal
input device for the interface of the Digital Maquette system. Even though the input
device is described in detail, it is expected that learning to use the input device will take
a couple of minutes. During the first experiment, all users tried to click on the buttons on
the IPanel. The users are familiar with the classical way of using a mouse and, therefore,
clicking on a button might seem a logical approach to the users. When the hands are used
for input, pressing the button with a finger might seem more logical, which is the defined
interaction to use a button of the IPanel. Only after reading the input description again
the users started to use the mouse in all directions.

Experienced users take about one minute to complete the task of the first experiment. Most
users did not require more than 6.5 minutes, the average time required by the users is 7
minutes. Removing one minute to actually execute the task, would leave 6 minutes to learn
the interface. These 6 minutes includes the time required to learn how the mouse input
works. The task itself was relatively simple (placing three objects), therefore, completing
the task was expected not to take longer than 15 minutes. These 15 minutes includes time
to learn to operate the interface. 6 minutes is less than half of the expected required time.
For users that are inexperienced with 3D environments this seems a reasonable amount
of time. After completing the task, most of the users responded that they understand
the user interface. In the second experiment, the answer that the users understand the
interface is evident because the users immediately started moving the cows.

In the first experiment, a question is asked what the user thinks of the responsiveness of the
Digital Maquette system. In the third experiment the users are asked the same question
again (with no extra delay). A peculiar thing about the answers of these questions is that
in the first experiment three users found the responsiveness of the system mediocre or
slow. In the third experiment the same three users found the responsiveness very good.
The responsiveness of the Digital Maquette system is exactly the same in both scenarios,
but the users might experience the responsiveness differently because they understand the
interface better in the third experiment. Another explanation could be that it is task-
dependent. In the first experiment, the users need to move the cursor in the buttons of
the IPanel and move a number of objects. In the third experiment the users only need to
move an object. The task is simpler which might effect the responsiveness experience.

Users are asked after the first experiment whether the users understand the interface or
not. In general, the users that required more time to complete the task answered that they
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understand the interface better than the users requiring less time. This might be explained
by the following: the users that understand the interface took their time to learn it, the
users that were fixed on getting the task done as fast as possible might not really have
learned how the interface works.

The expectations of the second experiment, concurrency, is that users could understand
each other because they can see each others actions. The results show that the users
actually understand the actions of each other quite well. However, a part of the users found
it distracting when they see the actions of the concurrent users. This was an unexpected
result, but it could be improved. For example, while displaying a menu, the labels could be
left out in the interface of users that did not activate that menu. The understandability,
however, could suffer from such a measure.

For the third experiment, responsiveness, it was expected that the users would suffer from
the latency after an extra delay of 100ms. The users answered that they could work with
the interface with a delay of 150ms. This is above expectations. This leaves extra time
for the interface to render its content and for the network to transmit the updates. When
hand tracking is used, the delay might be even higher. With hand tracking, the user is able
to point directly at the end position. With the use of a mouse, the user has to move the
cursor to the end position. The user requires to see the cursor move in order to position the
cursor correctly. This feedback is not required for the hand and, therefore, the experience
might be different.

In the experiments, the users worked with a mouse input system in order to keep them
unbiased. There should be an extra experiment that uses the user’s hand as input. The
hand tracking is not yet operational and, therefore, cannot be used. When the hand
tracking is operational, an experiment should be defined that evaluates the interface as a
whole.
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7 Conclusion and Future work

The goal of this thesis was to design a user interface for the Digital Maquette case. The
interface should give the users almost the same experience as a user would have with a
physical maquette. This case uses AR to place virtual objects, like buildings, in the real
world. When using AR or VR, expensive hardware is often required. This thesis focusses
on the use of inexpensive hardware. With the use of inexpensive hardware this system
is available for common use. When more people are able to use systems like the Digital
Maquette system, people can see the advantages of using such systems.

Using inexpensive hardware limits the design in many aspects. Therefore, designing such
an interface in 3D is a challenging task. It is also different from designing a 2D interface
in many ways making it even more challenging. Creating interaction on a 3D interface is
not straight forward. There are, for example, not many appropriate input devices. The
input devices that do exist are not common; and learning how to handle these is often not
simple. Using the hand as input device would be a solution. But hand tracking and hand
pose estimation are not yet off the shelf. This thesis is part of a larger project together
with three other theses. Two of these theses have as goal to make the hand input possible.
The other thesis researches networking required to realize collaboration. Networking is
required because users must be able to collaborate. Collaboration is an important aspect
in the Digital Maquette case because people using a physical maquette also have the ability
of collaboration. A 3D collaborative interface based on AR is currently not very common.
AR can help users to understand the matter in the virtual environment more than when it
is displayed on a traditional 2D screen. Understanding an AR interface, however, can be
hard for users. This thesis uses real-life collaboration concepts. In real-life, people see each
other and, therefore, are able to understand each other actions. The interface shows users
what another user is doing, through showing the hand of that user. This method works
well according to the results of the experiments, users understand each other actions while
collaborating.

When all the modules of the different theses were designed and built, they had to be
integrated with the interface. Integrating all the work was time-consuming, especially
integrating the networking part of the Digital Maquette system. The integration was
heavily underestimated by all students. In the Digital Maquette project this was something
that was learned the hard way. If the modules were integrated earlier in the development
stage, the integration would possibly take less time. Because integrating earlier would
simplify adapting the modules to work with each other.

There is still a lot of work left to do in this field. The interface defined in this thesis is
still in an early stage and not yet ready for deployment because it has to validate with the
hand tracker as input. I found it a very challenging task to design such an interface, there
were a lot of things that needed to be addressed. Because the four theses are strongly
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connected, I also learned many things from the other students in the other fields. The
process of creating this thesis was very exhausting, but cutting edge techniques are very
interesting and, therefore, I really liked creating it.
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