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From finite automata to power series and back again

Summary

In this thesis we examine the steps of Christol’s theorem and Ore’s lemma, to find answers to
the following two questions. Given a finite q-automaton over Fq with m states, what can we
say about the algebraic degree of the corresponding algebraic power series over Fq? Conversely,
given an algebraic power series of algebraic degree d, can we find a bound on the number of
states of generating minimal automaton?

We discuss some special cases and give answers to the questions above: Given a finite q-
automaton with m states, the degree of the corresponding power series is at most qm − 1.
Conversely, given an algebraic power series F in Fq[[X]] that satisfies a polynomial of degree d,
with coefficients in Fq[X] that have degree at most A, then we can bound the number of states
of a minimal generating automaton with a bound that is doubly exponential in d.

Master Thesis in Mathematics

Author: Anneroos Everts

First supervisor: prof. dr. Jaap Top

Second supervisor: prof. dr. Holger Waalkens

Date: February 22, 2012

Institute of Mathematics and Computing Science

P.O. Box 407

9700 AK Groningen

The Netherlands





Contents

1 Introduction 1

2 Finite automata and automatic sequences 3
2.1 Finite automata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Automatic sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2.1 Pointwise sum and product . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 The k-kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.3 Christol’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Furstenberg’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5.1 Diagonal of (1 +X + Y )−1 . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.2 Diagonal of (1 +X + Y 2)−1 . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Effectivity and bounds 17
3.1 From a q-automaton to an algebraic power series . . . . . . . . . . . . . . . . . . 17
3.2 From an algebraic power series to a q-automaton . . . . . . . . . . . . . . . . . . 20

4 Conclusion 25

Appendix: Forward reading 2-automata over F2 with two states 27

Bibliography 29

iii



iv CONTENTS



1
Introduction

Finite automata and power series are linked in an interesting way by Christol’s theorem: a
power series F =

∑
n≥0 anX

n over Fq, with q a prime power, is algebraic over Fq(X) if and only
if its coefficients an are generated by a finite automaton [Christol et al., 1980]. This theorem
gives an interesting connection between finite automata, a subject from computer science, and
the algebraic concept of formal power series. With this theorem we can transfer properties from
finite automata to power series, and vice versa.

A finite automaton can be visualized as a graph with a finite number of nodes, which are
called the states, with directed edges between them. An automaton takes a string of symbols
as input. Starting from the initial state, it moves from state to state along the directed edges,
according to the symbols it reads one by one. When the last symbol is read the automaton
produces an output that corresponds to the last state reached. If an automaton takes as input
the q-ary representation (n)q of a non-negative number n, we call it a q-automaton. Given a
q-automaton for q a prime power, let an denote the output corresponding to (n)q. Then we say
that the q-automaton generates the power series F =

∑
n≥0 anX

n over Fq. Christol’s theorem
states that this power series is algebraic.

In this thesis we answer the following two questions:

• Given a finite automaton with m states, what can we say about the algebraic degree of
the corresponding power series?

• Conversely, given an algebraic power series of algebraic degree d, can we find a bound on
the number of states of a minimal automaton that generates it?

We will give answers to these questions by closely following the steps in the proofs of Christol’s
theorem and a lemma by Ore.

For this thesis we used the excellent book Automatic sequences, Theory, Applications, Gen-
eralizations by Allouche and Shallit [2003] as the main reference. Most of the definitions, theo-
rems and notation in Chapter 2 are adopted from this book. We used Chapter 3 of Substitutions
in Dynamics, Arithmetics and Combinatorics by Fogg, Berthé, Ferenczi, Mauduit, and Siegel
[2002], for the proof of Ore’s lemma.

This thesis is organized as follows. In the first two sections of Chapter 2 we introduce finite
automata and automatic sequences. In Section 2.3, we state and prove Christol’s theorem.
We briefly discuss Furstenberg’s theorem on diagonals of rational multivariate power series in
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2 CHAPTER 1. INTRODUCTION

Section 2.4, and use the result in two detailed examples in the Section 2.5. The main results of
this thesis, the answers to the two questions above, are stated in Chapter 3. In Chapter 4 we
summarize our results and give suggestions for further research.



2
Finite automata and automatic sequences

In this chapter we introduce the concepts of finite automata and automatic sequences. We
start with some definitions and short examples in the first two sections, and we state and prove
some lemmas. We use these lemmas to prove Christol’s theorem in Section 2.3. In Section 2.4
we briefly discuss Furstenberg’s theorem, and use it in Section 2.5 to construct two detailed
examples.

2.1 Finite automata

A finite automaton is a model of computation, with a finite number of states and transitions.
It takes as input a word: a string of symbols from a given alphabet. Starting from the initial
state, it moves from state to state for every symbol it reads. When the last symbol is read, the
finite automaton produces an output that corresponds to the last state reached.

Formally, a finite automaton is defined to be a 6-tuple M = (Q,Σ, δ, q0,∆, τ) where

- Q is a finite set of states,
- Σ is the finite input alphabet,
- δ : Q× Σ→ Q is the transition function,
- q0 is the initial state,
- ∆ is the output alphabet,
- τ : Q→ ∆ is the output function.

We can represent a finite automaton with a transition diagram, which is a directed graph where
every vertex represents a state qi, see for example Figure 2.1. The transition function δ is
represented by directed edges that are labeled with a symbol from alphabet Σ. The initial state
is indicated by an unlabeled arrow. Every vertex has a label qi/a, where qi is the name of the
vertex and a is the output that corresponds to the state qi, so τ(qi) = a ∈ ∆. Sometimes the
name qi of a vertex is omitted, and only the symbol a for the output is given.

In this thesis, every automaton is a reverse reading deterministic finite automaton with
output, as described in [Allouche and Shallit, 2003, Chapter 4]. This means that the automaton
reads the symbols from right to left, as opposed to the more common forward reading. We have
chosen to use reverse reading automata, because we use them in all of our proofs. The two
definitions are equivalent for all results in this chapter [Allouche and Shallit, 2003, Chapter 5].

3



4 CHAPTER 2. FINITE AUTOMATA AND AUTOMATIC SEQUENCES
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1
q1/1q0/0
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0

Figure 2.1: An example of an automaton with two states.

A standard example of a finite automaton is presented in Figure 2.1. Although this automa-
ton has only two states, it is not trivial. Both the input and output alphabets are {0, 1}. For
every 0 that the automaton reads, the automaton stays in the same state. For every 1 it reads,
it moves to the other state. So δ(q0, 1) = q1, δ(q1, 1) = q0 and δ(qi, 0) = qi for i ∈ {0, 1}. For
example, for the input 101101, the automaton visits the states q0, q1, q1, q0, q1, q1 and ends in q0,
and hence the output is 0. We see that for a given input w the automaton gives output 0 if
and only if w contains an even number of ones. Otherwise, the automaton ends in q1 and gives
output 1.

To link the input and output of an automaton directly, we extend the domain of δ. We
define Σ∗ to be the set of all finite words that can be made with symbols from the alphabet
Σ, including the empty word ε. For example, for the alphabet Σ2 = {0, 1} we have Σ∗2 =
{ε, 0, 1, 00, 01, 10, 11, 000, 001, 010, ...}. We can now extend the domain of δ to Q × Σ∗. First,
define δ for the empty string ε, for all states q ∈ Q:

δ(q, ε) = q.

Next, for all w ∈ Σ∗, a ∈ Σ and q ∈ Q, define

δ(q, aw) = δ(δ(q, w), a).

With this extension of the domain of δ, τ(δ(q0, w)) is the output generated by the automaton
(Q,Σ, δ, q0,∆, τ) for a given input string w ∈ Σ∗. For example, if the input for the automaton
in Figure 2.1 is 101011001, then the output is given by τ(δ(q0, 101011001)) = 1.

2.2 Automatic sequences

In this thesis, we focus on finite automata that take as input the representation of an integer
n in base k ≥ 2, so the input alphabet is Σk = {0, 1, 2, . . . , k − 1}. Such an automaton is
called a k-automaton. Since every non-negative integer n can be expressed in a unique way
as n =

∑t
i=0 cik

i with ct 6= 0 and ci ∈ Σk for 0 ≤ i ≤ t, we can define the canonical base-k
representation of n as (n)k = ctct−1 · · · c1c0 ∈ Σ∗k. Conversely, given a string w ∈ Σ∗k of length

|w|, [w]k denotes the non-negative number n =
∑|w|−1

i=0 wik
i. Clearly we have [(n)k]k = n, but

([w]k)k is in general not equal to w.
A k-automaton can be used to generate an infinite sequence (an)n≥0, where an is the output

that corresponds to the input (n)k. This sequence is then called k-automatic. More formally:

Definition 1. An infinite sequence a = (an)n≥0 over a finite alphabet ∆ is called k-automatic
if there exists a k-automaton M = (Q,Σk, δ, q0,∆, τ) such that an = τ(δ(q0, w)) for all n ≥ 0
and all w with [w]k = n.

Note that this definition implies that leading zeros do not make any difference in the output
of M : if two words w1, w2 ∈ Σ∗k satisfy w1 = 0tw2, with 0t a string of t zeros, then they represent
the same number [w1]k = [w2]k, so the automaton M must satisfy τ(δ(q0, w1)) = τ(δ(q0, w2)). A
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direct consequence is that each edge labeled with a 0 of such a k-automaton should connect two
states with the same output label. We call automata with this property leading zeros invariant.
Any k-automaton with this property generates a k-automatic sequence (an)n≥0. If a sequence
is k-automatic, then there exist both a forward and a reverse reading automaton, see [Allouche
and Shallit, 2003, Chapter 5].

As an example, consider the 2-automaton in Figure 2.1. This automaton generates the
sequence

b := (bn)n≥0 = (0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 0, . . .).

This sequence is known as the Thue-Morse sequence [Thue, 1912]. Since multiplying a non-
negative integer n by two is equivalent to adding a 0 to its binary representation, we see that
bn = b2n. Similarly, multiplying n by two and adding one is equivalent to adding a 1 to (n)2, so
b2n+1 = 1 − bn. Together with b0 = 0, these recurrence relations are another way to define the
Thue-Morse sequence.

2.2.1 Pointwise sum and product

Let a = (an)n≥0 and b = (bn)n≥0 be two sequences over an alphabet ∆. If addition and
multiplication are defined for ∆, then we can define their pointwise sum (an + bn)n≥0 and
pointwise product (anbn)n≥0. A result of the following lemma is that if a and b are k-automatic,
then so are their pointwise sum and pointwise product.

Lemma 2. Let a = (an)n≥0 and b = (bn)n≥0 be two k-automatic sequences over the finite
alphabets ∆1 and ∆2 respectively. Let ρ be a function from ∆1×∆2 into the finite alphabet ∆3.
Then the sequence (ρ(an, bn))n≥0 is also k-automatic.

Proof. Since a and b are k-automatic, there are k-automata M1 = (Q1,Σk, δ1, q01 ,∆1, τ1) and
M2 = (Q2,Σk, δ2, q02 ,∆, τ2) that generate a and b respectively. Define

M3 = (Q1 ×Q2,Σk, δ3, [q01 , q02 ],∆1 ×∆2, τ3),

where δ3 and τ3 are defined as:

δ3([q1, q2], c) = [δ1(q1, c), δ2(q2, c)] ∈ Q1 ×Q2

τ3([q1, q2]) = [τ1(q1), τ2(q2)] ∈ ∆1 ×∆2

for all q1 ∈ Q1, q2 ∈ Q2 and c ∈ Σk. The k-automaton M3 generates a × b = ([an, bn])n≥0,
which is hence k-automatic. Finally, the k-automaton

M ′3 = (Q1 ×Q2,Σk, δ3, [q01 , q02 ],∆1 ×∆2, ρ ◦ τ3),

generates ρ(a× b) = (ρ(an, bn))n≥0, so this sequence is k-automatic.

2.2.2 The k-kernel

The k-kernel Kk(a) of an infinite sequence a = (an)n≥0 is defined to be the set of subsequences

Kk(a) = {(aki·n+j)n≥0 : i ≥ 0 and 0 ≤ j < ki}.

The k-kernel Kk(a) can be finite or infinite, but it always contains the sequence a itself, since a
corresponds to the subsequence with i = j = 0.
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As an example, we consider the 2-kernel of Thue-Morse sequence b = (0, 1, 1, 0, 1, 0, 0, 1, . . .).
Besides b itself, the 2-kernel contains the subsequence corresponding to i = 1 and j = 0:

(b2n+0)n≥0 = (b0, b2, b4, b6, b8, . . .) = (0, 1, 1, 0, 1, . . .).

This subsequence equals b, since we already saw that bn = b2n. Using b2n+1 = 1 − bn we see
that the subsequence corresponding to i = j = 1, given by

(b2n+1)n≥0 = (b1, b3, b5, b7, b9, . . .) = (1, 0, 0, 1, 0, . . .),

is equal to (1− bn)n≥0. The relations (b2n)n≥0 = (bn)n≥0 and (b2n+1)n≥0 = (1 − bn)n≥0 can be
used to prove that these two subsequences are in fact the only two elements of K2(b).

Lemma 3. Let k ≥ 2. A sequence a = (an)n≥0 is k-automatic if and only if Kk(a) is finite.

Proof. ⇒: Since a is k-automatic, there exists a k-automaton (Q,Σk, δ, q0,∆, τ) such that an =
τ(δ(q0, 0

t(n)k)) for all n, t ≥ 0. Given i ≥ 0 and 0 ≤ j < ki, let w ∈ Σ∗k be the word such
that |w| = i and [w]k = j. We will show that for these i and j, the subsequence (akin+j)n≥0
is generated by the k-automaton (Q,Σk, δ, q,∆, τ), where q = δ(q0, w). Since there are only
finitely many choices for q, the finiteness of Kk(a) follows.

With i, j, w and q as above, we have for n > 0 that (kin)k = (n)k0
i, so

(kin+ j)k = (n)kw.

Hence for n > 0 we have

δ(q0, (k
in+ j)k) = δ(q0, (n)kw) = δ(δ(q0, w), (n)k) = δ(q, (n)k).

For n = 0 we have (kin+ j)k = (j)k and w = 0t(j)k for some t ≥ 0. So we have for n = 0:

δ(q0, (k
in+ j)k) = δ(q0, (j)k) = δ(q0, 0

t(j)k) = δ(q0, w) = q = δ(q, (0)k).

So we see that the subsequence (akin+j)n≥0 is generated by the k-automaton (Q,Σk, δ, q,∆, τ),
which completes this part of the proof.

⇐: We can partition Σ∗k with the following equivalence relation: for w, x ∈ Σ∗k we have

w ≡ x ⇔ ak|w|·n+[w]k
= ak|x|·n+[x]k

for all n ≥ 0.

The number of equivalence classes is equal to the number of elements in the k-kernel of a,
and hence finite. We can use these equivalence classes as the states of a k-automaton M =
(Q,Σk, δ, q0,∆, τ), where

Q = { [x] : x ∈ Σ∗k }
δ([x], c) = [cx] ∀ c ∈ Σk,

τ([w]) = a[w]k ,

q0 = [ε].

Before we prove that M generates a, we need to check that δ and τ are well-defined. So we
have to check if [w] = [x] implies δ([w], c) = δ([x], c) for all c ∈ Σ, and τ([w]) = τ([x]). Firstly,
if [w] = [x] then

ak|w|·n+[w]k
= ak|x|·n+[x]k

∀n ≥ 0. (2.1)
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Since this holds for all n, it also holds for n = km+ c, for all m ≥ 0. This implies:

ak|cw|·m+[cw]k
= ak|cx|·n+[cx]k

∀m ≥ 0.

So [cw] = [cx], hence δ([x], c) = δ([w], c). Secondly, if [w] = [x], then taking n = 0 in (2.1) gives
us a[w]k = a[x]k . So τ([w]) = τ([x]), hence τ is also well-defined.

By induction on the length of w, we see that δ(q0, w) = [w]. Hence τ(δ(q0, w)) = τ([w]) =
a[w]k for all w ∈ Σ∗, so M generates a.

Lemma 4. For all m ≥ 1, a sequence a = (an)n≥0 is k-automatic if and only if it is km-
automatic.

Proof. ⇒: Suppose that a is k-automatic. By Lemma 3, we know that the k-kernel Kk(a) is
finite. Since Kkm(a) is a subset of Kk(a), it follows that the km-kernel is finite. Using Lemma
3 again, we find that a is km-automatic.

⇐: Since a is km-automatic, it is generated by km-automaton M = (Q,Σkm , δ, q0,∆, τ), so
an = τ(δ(q0, (n)km)). The idea of the proof is to use this km-automaton as a basis to make a
k-automaton N = (Q′,Σk, δ

′, q0,∆, τ
′) that generates a. We use the fact that for every b ∈ Σkm

there is a unique string bm−1 . . . b1b0 of length m in Σm
k such that [b]km = [bm−1 . . . b1b0]k. For

each state of M , we will replace the km outgoing edges by a tree of states, representing the
choices of b0, b1, . . . , bm−1. See Figure 2.2 for an example of a 4-automaton and a 2-automaton
that generate the same sequence.

0, 2

3

0, 3

1, 3
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ba

1, 2

1 2

0

0

0, 1

c

ba

0
0

1

1
1

0

0

1

0, 1

1

0

1

10

c

a

aa

c b

Figure 2.2: These 4-automaton and 2-automaton generate the same sequence.

More precisely, we start with the automaton M and delete its edges, but keep the states.
Connect each state q ∈ Q to k new states with edges labeled with 0, 1, . . . , k − 1 respectively,
representing the k choices of b0. Connect each just created state to its own k new states in
the same way, so with edges labeled with the k choices of b1. Continue this process, until for
each q ∈ Q a tree of depth m − 1 is created, with root q and km−1 different leaves. Every
leaf corresponds to a certain q and word bm−2 · · · b1b0. For each leaf, and each value of bm−1,
we connect the leaf to δ(q, b), where [b]km = [bm−1 · · · b1b0]k, and label the edge with the value
of bm−1. As a result, we have that δ(q, b) = δ′(q, bm−1 · · · b1b0) for all q ∈ Q, b ∈ Σkm and
bm−1, . . . , b0 ∈ Σk such that [b]km = [bm−1 · · · b1b0]k. Furthermore, δ′(q, c) is defined for all
q ∈ Q′ and all c ∈ Σk.
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We extend the output function τ ofM to an output function τ ′ for N . First, let τ ′(q) = τ(q)
for q ∈ Q. To make sure that leading zeros do not make any difference in the output, give every
state in Q′ \ Q the same output as the state of Q to which it is connected by a path of zeros.
Now all states q ∈ Q′ have an output label.

With induction on the length of w we have that an = τ ′(δ′(q0, w)) for all w such that
[w]k = n. Thus, this k-automaton N generates a, which is therefore k-automatic.

2.3 Christol’s Theorem

A formal power series F (X) =
∑

n≥0 anX
n in the ring Fq[[X]] of formal power series over Fq,

with q = pk for some prime p, corresponds to an infinite sequence a = (an)n≥0 over Σq. Christol’s
theorem states that a power series F is algebraic over Fq(X) if and only if the corresponding
sequence is p-automatic. For example, the algebraic power series

∑
n≥0X

n = 1
1+X in F2[[X]]

corresponds to the sequence (1)n≥0 over Σ2, which is clearly 2-automatic.

To prove Christol’s theorem we need the following Fq-linear transformation. For 0 ≤ r < q,
let Λr be the map from Fq[[X]] to Fq[[X]] defined by

Λr(
∑
n≥0

anX
n) =

∑
n≥0

aqn+rX
n.

Note that the sequence corresponding to Λr(F ) is a subsequence of a and is an element of the
kernel Kk(a).

Lemma 5. Let F and G be two formal power series in Fq[[X]], then the following properties
hold:

(a) F (X) =
∑

0≤r<q
Xr
(
ΛrF (X)

)q
,

(b) Λr(F
qG) = FΛr(G), ∀ 0 ≤ r < q.

Proof. (a): We have

F (X) =
∑
n≥0

anX
n =

∑
0≤r<q

∑
n≥0

aqn+rX
qn+r =

∑
0≤r<q

Xr
∑
n≥0

aqn+rX
qn

=
∑

0≤r<q
Xr
(∑
n≥0

aqn+rX
n
)q

=
∑

0≤r<q
XrΛr

(
F (X)

)q
.

(b): Use part (a) to write G =
∑q−1

r=0 Λr(G)qXr , then

F qG =

q−1∑
r=0

(
FΛr(G)

)q
Xr.

In general, for a power series B =
∑

n≥0 bnX
n and r, s ∈ {0, . . . , q−1} it holds that Λr(B

qXs) =
Λr(
∑

n≥0 bnX
qn+s) = 0 if r 6= s and Λr(B

qXs) = B if r = s. So for 0 ≤ r < q we have

Λr(F
qG) = Λr

( q−1∑
s=0

(FΛs(G))qXs
)

=

q−1∑
s=0

Λr
(
(FΛs(G))qXs

)
= FΛr(G).
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Note that the polynomial ring Fq[X] is contained in Fq[[X]]. Hence, the field of fractions
Fq(X) is contained in the field of fractions Q(Fq[[X]]) = Fq[[X]][ 1

X ] =: Fq((X)). The latter
consists of Laurent series

∑
n≥n0

anX
n, with n0 ∈ Z. A power series F ∈ Fq[[X]] is algebraic

over Fq(X) if there are polynomials p0, p1, . . . , pd in Fq[X], not all zero, such that
∑d

i=0 piF
i = 0.

Lemma 6 (Ore). A formal power series F ∈ Fq[[X]] is algebraic over Fq(X) if and only if there
exists polynomials A0, . . . , At in Fq[X], not all zero, such that

A0F +A1F
q +A2F

q2 + . . .+AtF
qt = 0.

Furthermore we can suppose that A0 6= 0.

Proof. We will follow the proofs as presented in [Fogg et al., 2002, Chapter 3] and [Allouche and
Shallit, 2003, Chapter 12]. Since the sufficiency is clear, we only have to prove the necessity. Let
F =

∑
n≥0 anX

n be an algebraic formal power series, then there exist a polynomial P ∈ Fq[X][T ]

such that P (F ) = 0. Let d = degP , and perform Euclidean division of T q
i

by P in the ring
Fq(X)[T ] for 0 ≤ i ≤ d: there are polynomials Qi and Ri in Fq(X)[T ] such that

T q
i

= QiP +Ri,

with degT (Ri) < d. Since R0, . . . , Rd are d + 1 polynomials of degree at most d − 1 in T , they
are linearly dependent. So there are polynomials A0, . . . , Ad ∈ Fq[X] such that A0R0 +A1R1 +

. . .+AdRd = 0. Using Ri = T q
i −QiP we obtain

d∑
i=0

AiT
qi = P ·

d∑
i=0

AiQi.

Since F is a zero of P , it is also a zero of the left-hand side, so we find that A0F + A1F
q +

A2F
q2 + . . .+AtF

qt = 0.

To prove that there is such a relation with A0 6= 0, assume that we have A0F + A1F
q +

A2F
q2 + . . .+ AtF

qt = 0, with t minimal. Let j be the smallest non-negative integer such that
Aj(X) 6= 0 and assume that j > 0. Using property (a) of Lemma 5 we have

Aj =
∑

0≤r<q
Λr(Aj)

qXr.

Since Aj 6= 0, it follows that there is an r for which Λr(Aj) 6= 0. For this r, using Λr on∑t
i=j AiF (X)q

i
= 0 gives us

0 =
t∑
i=j

Λr(AiF (X)q
i
) =

t∑
i=j

Λr(Ai)F (X)q
i−1
,

where we use property (b) of Lemma 5 in the second equality. This gives us a new relation
for F, F q, . . . , F q

t−1
, where the coefficient in front of F q

j−1
is nonzero. This contradicts the

minimality of j, hence j = 0.

Originally, the last part of this lemma is not stated in Ore’s lemma. With Ore’s lemma and
the linear transformation Λr we are now ready to prove Christol’s theorem.
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Theorem 7 (Christol). Let q = pn for a prime p and a positive integer n and let a = (an)n≥0
be a sequence over Fq. Then a is p-automatic if and only if the formal power series

∑
n≥0 anX

n

is algebraic over Fq(X).

Proof. We follow the proof as presented in [Allouche and Shallit, 2003, Chapter 12].

⇒: Since a is p-automatic, by Lemma 4 it is also q-automatic. By Lemma 3 we know that
the q-kernel Kq(a) is finite. Let a(1), . . . ,a(s) be the s elements of Kq(a), with a(1) = a. Let

Fi =
∑
a
(i)
n Xn be the formal power series corresponding to a(i) for 1 ≤ i ≤ s. Using property (b)

of Lemma 5, we can rewrite each Fi as

Fi =

q−1∑
r=0

Λr(Fi)
qXr.

The sequence corresponding to Λr(Fi) =
∑

n≥0 a
(i)
qn+rX

n is an element of the kernel Kq(a) for
all 0 ≤ r ≤ q − 1 and 1 ≤ i ≤ s. Since Kq(a) is finite, this implies that the power series Fi
belongs to the vector space spanned by F1(X)q, . . . , Fs(X)q over Fq(X). Similarly, we find that

F qi =
∑
n≥0

a(i)n X
qn =

q−1∑
r=0

∑
n≥0

a
(i)
qn+rX

q(qn+r) =

q−1∑
r=0

Xqr(
∑
n≥0

a
(i)
qn+rX

n)q
2
.

So F qi , and hence Fi, belongs to the vector space spanned by F1(X)q
2
, . . . , Fs(X)q

2
over Fq(X),

for all 1 ≤ i ≤ s. By continuing this argument, and choosing i = 1, we find that F1, F
q
1 ,

F q
2

1 , . . . , F q
s

1 belong to the vector space spanned by F1(X)q
s+1
, F2(X)q

s+1
, . . . , Fs(X)q

s+1
over

Fq(X). The dimension of this vector space is at most s, so the s + 1 power series F1, F
q
1 ,

F q
2

1 , . . . , F q
s

1 are linearly dependent, hence F1 is algebraic.

⇐: The converse implication is a bit more involved. Let F =
∑

n≥0 anX
n be an algebraic

power series, with corresponding sequence a = (an)n≥0. The idea of the proof is to make a finite
set H that contains power series of a certain form, such that F is an element of H, and that
for all 0 ≤ r ≤ q − 1 we have Λr(H) ⊂ H. This implies that the power series corresponding to
the elements of Kq(a) are all contained in H, so Kq(a) is finite. Hence a is q-automatic, and by
Lemma 4 it is also p-automatic. In the rest of the proof we will construct the set H and prove
that H is stable under Λr.

Let F be of algebraic degree t over Fq(X). By Ore’s Lemma there are polynomials f0,
f1, . . . , ft ∈ Fq[X], with f0 6= 0, such that

t∑
i=0

fiF
qi = 0. (2.2)

Define G := F/f0, then equation (2.2) gives us

G =
t∑
i=1

giG
qi ,

with gi = −fif q
i−2

0 for 1 ≤ i ≤ t, and define

N = max(deg(f0),deg(g1), . . . ,deg(gk)).
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Let H be the finite set of formal power series of the form

t∑
i=0

hiG
qi , (2.3)

where the hi are polynomials in Fq[X] with deg(hi) ≤ N . For any element H =
∑t

i=0 hiG
qi in

H and any 0 ≤ r ≤ q − 1, we have

Λr(H) = Λr

(
h0G+

t∑
i=1

hiG
qi
)

= Λr

( t∑
i=1

(h0gi + hi)G
qi
)

=
t∑
i=1

Λr(h0gi + hi)G
qi−1

,

where we used property (b) of Lemma 5 in the last equality. Since the degree of the polynomials
h0gi + hi is at most 2N , we have for all 1 ≤ i ≤ t that

deg(Λr(h0gi + hi)) ≤ 2N/q ≤ N.

Hence, Λr(H) is an element of H for all H ∈ H and 0 ≤ r < q, so H is stable under Λr.
Furthermore, H contains F = f0G, which completes the proof.

If the sequence corresponding to a power series F is generated by a finite automaton M ,
then we say that M generates the power series F . With Christol’s theorem, we can prove
algebraic statements about power series with the use of automata. We give two corollaries of
Christol’s theorem, starting with Corollary 8 on Hadamard products. To prove this without
automata theory is much more involved, see [Furstenberg, 1967]. Define for two formal power
series F =

∑
n≥0 anX

n and G =
∑

n≥0 bnX
n in Fq[[X]], the Hadamard product of F and G as

F �G =
∑

n≥0 anbnX
n.

Corollary 8. If two power series F and G are algebraic over Fq(X), then so is their Hadamard
product F �G.

Proof. Since F and G are algebraic over Fq(X), by Christol’s theorem the sequences a = (an)n≥0
and b = (bn)n≥0 are both p-automatic. By Lemma 2, their pointwise product (anbn)n≥0 is also
p-automatic. Hence, by Christol’s theorem, the Hadamard product F � G =

∑
n≥0 anbnX

n is
algebraic over Fq(X).

For a power series F =
∑

n≥0 anX
n over Fq and an element α ∈ F∗q , define Fα as

Fα =
∑
n≥0
an=α

Xn.

So the coefficients of Fα only take the values 0 and 1, and we have F =
∑

α∈F∗q αFα.

Corollary 9. A power series F over Fq is algebraic if and only if the power series Fα is algebraic
for each α ∈ F∗q.

Proof. ⇐: Since F can be written as the pointwise sum F =
∑

α∈F∗q αFα and all the Fα are

algebraic, by Lemma 2 we know that F is also algebraic.
⇒: If F =

∑
n≥0 anX

n is algebraic, then there is a q-automaton M = (Q,Σq, δ, q0,Fq, τ)
that generates a = (an)n≥0. For every α ∈ F∗q , define the new output function

τα(q) =

{
1 if τ(q) = α,

0 otherwise.
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The q-automaton M̃ = (Q,Σq, δ, q0,Fq, τα) generates the sequence corresponding to Fα. Hence
the power series Fα is algebraic over Fq(X) for each α ∈ F∗q .

2.4 Furstenberg’s Theorem

Let G be an element of the ring Fq((X,Y )) of Laurent series in two variables over Fq, so

G(X,Y ) =
∑
m≥m0

n≥n0

gm,nX
mY n,

with gm,n ∈ Fq and m0, n0 ∈ Z. The diagonal D(G) of G is the formal Laurent series in one
variable defined by

D(G) =
∑

k≥max{m0,n0}

gk,kX
k.

Diagonals and Hadamard products are linked in the following sense:∑
n≥0

anX
n

�
∑
n≥0

bnX
n

 =
∑
n≥0

anbnX
n = D

∑
n≥0

anX
n

∑
n≥0

bnY
n

 ,

which follows straightforwardly from the definitions of diagonals and Hadamard products. Using
Corollary 8 on this relation gives us that if F and G are two algebraic power series, then the
diagonal of the algebraic power series F ·G in two variables algebraic too. The following theorem
by Furstenberg shows that in general the diagonal of a two-dimensional rational Laurent series
is algebraic.

Theorem 10 (Furstenberg). A formal Laurent series F =
∑

n≥n0
anX

n over a finite field Fq
is algebraic if and only if it is the diagonal of a rational Laurent series in two variables, i.e.
F = D(G) for an element G =

∑
m,n≥0 gm,nX

mY m of Fq(X,Y ) ⊂ Fq((X,Y )).

Proof. We will sketch the idea of the proof here. For a complete proof, see [Allouche and Shallit,
2003, Chapter 12, 14] or [Furstenberg, 1967].

⇐: Christol’s theorem can be generalized to the multidimensional case, where we use mul-
tivariate power series and multidimensional arrays. In the two-dimensional case, Christol’s
theorem states: a formal power series G =

∑
m,n≥0 gm,nX

mY n is algebraic over Fq(X,Y ), with

q = pk, if and only if the corresponding double sequence g = (gm,n)m,n≥0 is p-automatic. A
double sequence can be seen as an infinite matrix, and it is p-automatic if there exist a finite
p-automaton M = (Q,Σ, δ, q0,∆, τ), with Σ = Σp × Σp, that generates g. This automaton M
takes as input a string of pairs of symbols, so for example ([wk, vk], . . . , [w1, v1], [w0, v0]), and
reads it pair by pair. It produces the output gm,n for m = [wk · · ·w0]p and n = [vk · · · v0]p. The
concept of kernel can also be defined for the two-dimensional case. The p-kernel of the double
sequence g = (gm,n)m,n≥0 is a set of infinite submatrices:

Kp(g) = {(gpim+j , pin+l)m,n≥0 : i ≥ 0, 0 ≤ j < pi, 0 ≤ l < pi}.

Like in the one-dimensional case, the p-kernel of a double sequence is finite if and only if the
double sequence is p-automatic.

We now have generalizations to the multidimensional case of the previous lemmas and theo-
rems, so we can start with the actual proof. If G is a rational Laurent series, the corresponding
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double sequence g = (gm,n)m,n≥0 is p-automatic, and hence Kp(g) is finite. Let F be the diagonal
of G, then we have an = gn,n, so the kernel of a can be written as

Kp(a) = {(apin+j)n≥0 : i ≥ 0, 0 ≤ j < pi} = {(gpin+j,pin+j)n≥0 : i ≥ 0, 0 ≤ j < pi}.

So the infinite sequences in Kp(a) are diagonals of the infinite matrices in Kk(g) with j = l.
Hence, Kp(a) is finite too, so a is p-automatic and F is algebraic.

⇒: If F is an algebraic power series, then Ore’s lemma gives us that there are polynomials
Bj(X) not all equal to zero, such that

B0F +B1F
q + · · ·+BtF

qt . (2.4)

The idea of this part of the proof is to construct from this equation a rational power series G in
two variables such that F = D(G). The approach to find this G, as presented in [Furstenberg,
1967] and [Allouche and Shallit, 2003, Chapter 12], is rather long and not so transparent, so we
leave out the rest of the proof.

2.5 Examples

Furstenberg’s theorem can be used to construct an algebraic power series in one variable, by
taking the diagonal of a rational Laurent series in two variables. In this section we discuss two
similar examples, in which we consider the diagonal of a Laurent series. In the first example we
find a quite trivial diagonal, but in the second example we find a more interesting diagonal and
construct a generating automaton, find a algebraic relation and compute the kernel.

2.5.1 Diagonal of (1 +X + Y )−1

Consider the following power series in F2(X,Y ):

F1(X,Y ) = (1 +X + Y )−1 =
∑
n≥0

(X + Y )n =
∑
n≥0

n∑
m=0

(
n

m

)
XmY n−m.

To find its diagonal, we need the coefficients in front of the monomials XmY n−m for which
m = n−m, so n = 2m. Hence,

D(F1) = D

∑
n≥0

n∑
m=0

(
n

m

)
XmY n−m

 =
∑
k≥0

(
2k

k

)
Xk ∈ F2((X)).

We will see that D(F1) = 1, by using a theorem of Legendre [Legendre, 1808]. Let sk denote
the number of ones in the binary representation of a non-negative number k. Legendre’s theorem
states that for i such that 2i|k! but 2i+1 - k!, it holds that i = k − sk. So let j be such that

2j |
(
2k
k

)
= (2k)!

k!k! and 2j+1 -
(
2k
k

)
. Then we have j = 2k−s2k−(k−sk+k−sk) = −s2k+2sk = sk.

This implies that j ≥ 1 for k > 0, so
(
2k
k

)
≡ 0 mod 2 for k > 0, hence D(F1) = 1. This power

series has not an interesting kernel or automaton, so we move on to the next example.
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2.5.2 Diagonal of (1 +X + Y 2)−1

We now consider F2(X,Y ) = (1 +X + Y 2)−1. Rewrite F2 as

F2(X,Y ) =
∑
n≥0

(X + Y 2)n =
∑
n≥0

n∑
m=0

(
n

m

)
Xn−mY 2m.

To compute D(F2), we need the coefficients of F2 in front of the monomials Xn−mY 2m with
n−m = 2m, so n = 3m. We find

D(F2) =
∑
k≥0

(
3k

k

)
X2k = 1 +X2 +X4 +X8 +X10 +X16 +X18 +X20 +X32 + . . . . (2.5)

We use Legendre’s theorem again to see when
(
3k
k

)
≡ 1 mod 2. For k ≥ 0, write

(
3k
k

)
= (3k)!

k!(2k)! ,

and let jk be such that 2jk |
(
3k
k

)
but 2jk+1 -

(
3k
k

)
, then

jk = 3k − s3k − (k − sk)− (2k − s2k) = sk + s2k − s3k.

So jk = 0, hence
(
3k
k

)
≡ 1 mod 2, if and only if sk+s2k = s3k. This last equation means that there

are no carries when we add the binary representations of k and 2k. So k and 2k can not have
a 1 on the same place in their binary representations, hence (k)2 can not have any consecutive
ones. If this holds for k, it also holds for 2k, since (2k)2 = (k)20, so

(
3k
k

)
≡
(
6k
2k

)
mod 2.

Let a = (ak)k≥0 be the sequence corresponding to F = D(F2) =
∑

k≥0 akX
k, with

ak =

{(3(k/2)
k/2

)
=
(
3k
k

)
for even k,

0 for odd k.

We have ak = 1 if and only if k is even and has no consecutive ones in its binary representation.
With this description, we can find a 2-automata for (ak)k≥0, see Figure 2.3. Once the automaton
gets in state q3 it can never get out, so it will produce output 0. This exactly happens when
(k)2 ends with a 1 or (k)2 contains consecutive ones. If the automaton is in any of the other
states, the output is 1. This automaton is leading zeros invariant and generates a.

1

0
0

q0/1

1
0, 1

1 0

q3/0 q2/1

q1/1

Figure 2.3: A 2-automaton with four states that generates the sequence corresponding to F = D((1 +
X + Y 2)−1).

Since F = D(F2) is algebraic over F2(X), there is a polynomial P with coefficients in F2(X)
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such that P (F ) = 0. To find this polynomial P , we start by computing F 2:

F 2 =
(∑
k≥0

(
3k

k

)
X2k

)2
=
∑
k≥0

(
3k

k

)
X4k =

∑
k≥0

(
6k

2k

)
X4k

=
∑
k≥0

k≡0 mod 2

(
3k

k

)
X2k.

If k ≡ 3 mod 4 then the binary representation of k ends with two ones, so
(
3k
k

)
= 0 for these k.

Using this, we find

F + F 2 =
∑
k≥0

(
3k

k

)
X2k +

∑
k≥0

k≡0 mod 2

(
3k

k

)
X2k

=
∑
k≥0

k≡1 mod 2

(
3k

k

)
X2k =

∑
k≥0

k≡1 mod 4

(
3k

k

)
X2k.

With similar calculations as for F 2 we compute X2F 4:

X2F 4 = X2
∑
k≥0

k≡0 mod 4

(
3k

k

)
X2k =

∑
k≥0

k≡0 mod 4

(
3k

k

)
X2(k+1)

=
∑
k≥0

k≡1 mod 4

(
3(k − 1)

k − 1

)
X2k.

For k ≡ 1 mod 4, the binary representations of k and k− 1 end with 01 and 00 respectively, the
rest of digits are the same. So for k ≡ 1 mod 4, k has consecutive ones if and only if k − 1 has,
so
(
3k
k

)
and

(3(k−1)
k−1

)
have the same value in F2. So we see that F satisfies

F + F 2 +X2F 4 =
∑
k≥0

k≡1 mod 4

((
3k

k

)
+

(
3(k − 1)

k − 1

))
X2k = 0.

Hence, F is a zero of the irreducible polynomial P (T ) = X2T 3 + T + 1 = 0 ∈ F2(X)[T ].

Since a is 2-automatic, the kernel must be finite. Let a(1) = a be the first element of K2(a),
and split a(1) in two subsequences, a(2) = (a2k)k≥0 and a(3) = (a2k+1)k≥0, which are both
elements of K2(a). We now have three elements in the 2-kernel:

a(1) = a = (1, 0, 1, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, . . .),

a(2) = (a2k)k≥0 = (1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, . . .),

a(3) = (a2k+1)k≥0 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, . . .).

If we keep repeating the splitting of the sequences, we obtain all elements of K2(a). We know
that a(1) splits into a(2) and a(3), and that the zero sequence a(3) splits in two copies of itself.
So we only need to see what happens if we split a(2) = (a2k)k≥0 = (

(
6k
2k

)
)k≥0 = (

(
3k
k

)
)k≥0. Let b

and c be the ‘even’ and ‘odd’ subsequences of a(2):
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b = (

(
3(2k)

2k

)
)k≥0 = (

(
3k

k

)
)k≥0 = a(2),

c = (

(
3(2k + 1)

2k + 1

)
)k≥0.

If k is odd, then (2k + 1)2 ends with two 1’s, so
(3(2k+1)

2k+1

)
≡ 0 mod 2. If k is even,

(3(2k+1)
2k+1

)
≡(

3k
k

)
mod 2. So we see that c = a. Hence K2(a) consists of the three elements a(1),a(2) and a(3).

In the proof of Lemma 3 we construct an automaton using the elements of the kernel. This
shows that there is a 2-automaton with just three states that generates a. The 2-automaton
that we create with this procedure is the automaton in Figure 2.4. We named the state on the
left q3, because this automaton can also be obtained by merging the states q0 and q2 of the
automaton in Figure 2.3.

0
q0/1

0, 1

1
q1/11

q3/0

0

Figure 2.4: A 2-automaton with only three states that generates the sequence corresponding to F =
D(F2).



3
Effectivity and bounds

Consider a q-automaton over Fq with m states. It describes a formal power series F over Fq,
which is algebraic according to Christol’s theorem. What can we say about the algebraic degree
of F? The other way around, consider a formal power series in Fq[[X]] that satisfies a polynomial
P = α0 + α1T + . . . + αdT

d over Fq[X]. What can we say about the size of a corresponding
q-automaton? By closely examining the steps in the proofs of Christol’s theorem and Ore’s
lemma, we can answer these questions. The results are summarized in Theorem 12 in Section
3.1 and Theorem 14 in Section 3.2. Both theorems are followed by special cases and remarks.

For both theorems that follow, we need the following lemma, which is a direct consequence
of the proof of Lemma 3.

Lemma 11. If an infinite sequence a = (an)n≥0 is k-automatic, then there is a (reverse reading)
k-automaton M with |Kk(a)| states, that generates a. Furthermore, there is no k-automaton
that generates a with less than |Kk(a)| states.

Proof. In the second part of the proof of Lemma 3, we create a k-automaton M that generates a,
with exactly |Kk(a)| states. Suppose there is a k-automaton M̃ that generates a with t states,
such that t < |Kk(a)|. From the first part of the proof of Lemma 3, we see that |Kk(a)| is

bounded by the number of states of M̃ , so |Kk(a)| ≤ t. This leads to a contradiction, so there
is no k-automaton that generates a with less than |Kk(a)| states.

For a given power series or sequence, we say that an automaton is minimal if the number of
states equals the size of the corresponding kernel.

3.1 From a q-automaton to an algebraic power series

Theorem 12. Let M be a leading zeros invariant q-automaton over Fq with m states, where q
is a prime power. Let F =

∑
anX

n ∈ Fq[[X]] be the corresponding formal power series. Then
the algebraic degree of F is at most qm − 1.

Proof. Let s denote the number of elements in the kernel of a = (an)n≥0, by Lemma 11 we have

s ≤ m. In the first part of the proof of Christol’s theorem, we find that F, F q, F q
2
, . . . , F q

s
are

linearly dependent. Assuming that F is nonzero, we find that the degree of algebraicity of F is
at most qs − 1, which is in turn bounded by qm − 1.

17
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This exponential bound implies that a power series corresponding to a relatively simple
finite automaton with 4 states over F2, has an algebraic degree that we can only bound by
24 − 1 = 15. However, we know from the first part of the proof of Christol’s theorem that there
is a relationship between just 5 monomials, namely F, F 2, F 4, F 8 and F 16. In some special cases
this can help us find a polynomial P such that P (F ) = 0, but in general such a polynomial P
can be hard to find. If the automaton is not minimal and if we can compute the size s of the
kernel, then we can bound the algebraic degree of the corresponding power series by qs − 1.

To investigate the tightness of the bound of Theorem 12, we explore the infinite class of
power series Fm that satisfy F 2m−1

m + (X + 1) = 0 for m ≥ 1. The result is summarized in the
next proposition.

Proposition 13. For m ≥ 1, let Fm be the power series solution of F 2m−1
m + (X + 1) = 0 with

F (0) = 1. There exists a reverse reading 2-automaton over F2 that generates Fm with m + 2
states. Moreover, there are no 2-automata that generate Fm with less than m+ 2 states.

Proof. We write Fm =
∑

n≥0 anX
n and use the equation F 2m

m +XFm + Fm = 0 to get∑
n≥0

anX
2mn +

∑
n≥0

anX
n+1 +

∑
n≥0

anX
n = 0.

So we see that a0 = 1 and for n ≥ 1 we have

an =

{
an−1 for n 6≡ 0 mod 2m,

an−1 + an/2m for n ≡ 0 mod 2m.
(3.1)

This recurrence relation defines the unique power series with Fm(0) = 1 that satisfies P (Fm) = 0.
Before we present an explicit expression for the power series Fm, note that the power series
(1 +X)−1 =

∑
n≥0X

n can be written as
∏
j≥0(1 +X2j ), since every n can uniquely be written

as a sum of different powers of 2. If we remove the terms where j is a positive multiple of m,
then we get the power series

Fm =

∏
j≥0(1 +X2j )∏
k≥1(1 +X2km)

=
∏
k≥0

(1 +X2km)−1. (3.2)

Clearly F (0) = 1 and P (Fm) = 0 since

F 2m

m =
∏
k≥0

(
(1 +X2km)−1

)2m
=
∏
k≥1

(1 +X2km)−1 = (1 +X)Fm.

Let (n)2 = ct . . . c1c0 be the binary representation of an integer n, then (3.2) gives us that
an = 1 if and only if cjm = 0 for all j ≥ 1. A 2-automaton M = (Q,Σ2, δ, q0,Σ2, τ) for Fm can
be constructed easily, see Figure 3.1 for the case that m = 6. Let Q = {q0, q1, . . . , qm, qm+1},
where q0 is the initial state and qm+1 the sink state. We define the transition function as

δ(qi, a) = qi+1 for 0 ≤ i < m and a ∈ {0, 1},
δ(qm, 0) = q1,

δ(qm, 1) = qm+1,

δ(qm+1, a) = qm+1 for a ∈ {0, 1}.

The output for the sink state qm+1 is 0, and τ(qi) = 1 for 1 ≤ i ≤ m. We see that if for some
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j > 0 the digit cjm of (n)2 equals 1, then the automaton produces output 0. Otherwise, the
automaton produces output 1. So this automaton generates Fm.

q0/1

0, 1

0

q7/0

q1/1

q2/1

q5/1

q4/1q6/1

q3/1

0, 1 0, 1

0, 1

0, 10, 1

0, 1

1

Figure 3.1: This 2-automaton generates the power series Fm of Proposition 13 for m = 6.

To see that Fm cannot be generated by an automaton with less states, we have to look at
the kernel of the corresponding sequence a = (an)n≥0. Using 3.1 we see that

a0 = a1 = . . . = a2m−1 = 1 and a2m = a2m+1 = . . . = a2m+1−1 = 0.

So the sequence a starts with 2m ones, followed by 2m zeros. Hence, for 0 ≤ i ≤ m, the
subsequence (a2in)n≥0 starts with 2m−i ones, followed by the same number of zeros. Furthermore,
the subsequence (a2m+1n+2m)n≥0 starts with a zero. So we found m+ 2 subsequences that begin
differently, hence the kernel of a contains at least m + 2 elements. Using Lemma 11, this
completes the proof.

So we found an infinite set of (minimal) automata of increasing size m that generate power
series of algebraic degree qm−2 − 1. So this confirms that the bound of Theorem 12 should be
exponential. However, we have not yet found an example that makes this bound tight.

We will now consider the very specific example that q = 2 and m = 2, so we look at all
leading zeros invariant 2-automata over F2 with only two states. We will find the algebraic
degrees of the corresponding power series and compare them to the bound of Theorem 12.

There are 26 = 62 different 2-automata with 2 states over F2, but not all of them are leading
zeros invariant. An automaton M has this property if and only if every edge labeled with a
0 connects two states with the same output, so τ(δ(qi, 0)) = τ(qi) for all states qi. If both
states of M have the same label, then the corresponding power series is 0 or (1 + X)−1. So,
we continue with the case that M has two states with different output labels and let F be the
corresponding power series. Then F + (1 + X)−1 is generated by an automaton similar to M ,
but with swapped output labels. Once we have a minimal polynomial of F , it is trivial to find a
minimal polynomial for F + (1 +X)−1, which has the same degree. So we assume that the two
states of M , q0 and q1, have output labels τ(q0) = 0 and τ(q1) = 1. Since these output labels are
different, δ(qi, 0) = qi has to hold for i = 0, 1 to make sure that the automaton is leading zeros
invariant. There are 4 possibilities to choose δ(q0, 1) and δ(q1, 1). When δ(q0, 1) = q0, then the
automaton generates F = 0. When δ(q0, 1) = q1, then there are two possible automata left, see
Figure 3.2.

The automaton in Figure 3.2a generates the power series F1 =
∑

n≥1X
n = X(1 + X)−1,
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0

1
10

0, 1

(a)

0

1
10

1

0

(b)

Figure 3.2: Two non-trivial, leading zeros invariant 2-automata with 2 states.

which satisfies (X + 1)F1 −X = 0. The complementary power series F2 = F1 + (1 +X)−1 = 1
satisfies F2 − 1 = 0. The automaton in Figure 3.2b is the same as in Figure 2.1, and generates
the Thue-Morse sequence b = (0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 0, . . .). Let F3 =

∑
n≥0 snX

n

be the corresponding power series, where sn counts the number of ones in (n)2. We want to find
the minimal polynomial of F3, so we start by computing F 2

3 :

F 2
3 =

∑
n≥0

snX
2n =

∑
n≥0

s2nX
2n

where we used sn = s2n. Since s2n + 1 = s2n+1 we have

XF 2
3 = X

∑
n≥0

s2nX
2n =

∑
n≥0

s2nX
2n+1 =

∑
n≥0

s2n+1X
2n+1 +

∑
n≥0

X2n+1.

Hence

(1 +X)F 2
3 =

∑
n≥0

s2nX
2n +

∑
n≥0

s2n+1X
2n+1 +

∑
n≥0

X2n+1 = F3 +X(1 +X2)−1.

So we find (1+X)F 2
3 +F3 +X(1+X2)−1 = 0, or equivalently (1+X)3F 2

3 +(1+X2)F3 +X = 0.
It is easy to show that the corresponding complementary power series F4 = F3 + (1 + X)−1 =∑

n≥0(sn + 1)Xn satisfies the same polynomial.

We have now found the six different power series over F2 that are generated by a 2-automaton
over F2 with 2 states. They all have an algebraic degree of at most 2. The bound of Theorem
12, which is 3 in this case, is in this case not tight.

3.2 From an algebraic power series to a q-automaton

Given a power series F of algebraic degree d, can we give an upper bound for the number of
states of a minimal automaton that generates it? No, since the algebraic degree d is not enough
to give such a bound. To see this, consider a formal power series F of algebraic degree 1, so
F − r(X) = 0 for a rational function r(X) ∈ Fq(X). There are infinitely many choices for this
r(X), which are all generated by different automata, but there are only finitely many q-automata
of a given size. So the algebraic degree d of F is not enough to find an upper bound for the
size of a minimal automaton. Let P (T ) = α0 + α1T + . . . + αdT

d be a polynomial such that
P (F ) = 0, then we can give such a bound, if we know the maximum degree of the coefficients
of P . The result is stated in the following theorem.

Theorem 14. Let F =
∑

n≥0 anX
n be an algebraic power series that is a zero of P (T ) =

α0 + α1T + . . .+ αdT
d, with αi ∈ Fq[X] and αd 6= 0. There exists a q-automaton that generates
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F with at most

C := q
(d+1)

(
(qd−1)·A·

(
q(qd−1)

q−1
−d2+d

)
+1

)

states, where A = max0≤i≤d (degαi).

Proof. We will closely follow the steps in the proofs of Christol’s theorem and Ore’s lemma, as
presented in Section 2.3, to see how we can bound the number of states of a minimal generating
automaton.

We start with revisiting the proof of Christol’s theorem. The set H contains elements of
the form

∑d
i=0 hiG

qi , with hi ∈ Fq[X] and deg(hi) ≤ N , for 0 ≤ i ≤ d. So H has at most
q(d+1)(N+1) elements. The q-kernel of a = (an)n≥0 corresponds to a subset of H, so we have that
|Kq(a)| ≤ q(d+1)(N+1). Using Lemma 11, we find that there exists a q-automaton that generates
a with at most q(d+1)(N+1) states. In the rest of this proof we will find an upper bound for N
that depends on q, d and the maximum degree A of the coefficients αi of P .

We now turn to the proof of Ore’s lemma. Recall that the polynomials Ri ∈ Fq(X)[T ] are

the result of the Euclidean division T q
i

= QiP + Ri for 0 ≤ i ≤ d, with Qi ∈ Fq(X)[T ] and
degT Ri < d. Let Ri,j ∈ Fq(X) be the coefficient in front of T j in Ri, for 0 ≤ i ≤ d and 0 ≤ j < d:

Ri = Ri,0 +Ri,1T +Ri,2T
2 + . . .+Ri,d−1T

d−1 0 ≤ i ≤ d.

We want to express each Ri,j as a rational function in the αi’s. Since we have T q
i ≡ Ri mod P

in Fq(X)[T ]/(P ), we can use the relation

T d ≡ −α0

αd
− α1

αd
T − . . .− αd−1

αd
T d−1 mod P.

qi − d + 1 times on T q
i

to find that each Ri,j can be written as a homogeneous polynomial of

degree qi − d+ 1 in the polynomials α0, . . . , αd, divided by αq
i−d+1
d .

The next step in Ore’s lemma is finding f0, f1, . . . , fd ∈ Fq[X] such that f0R0+. . .+fdRd = 0.
We want to express f0, f1, . . . , fd as a rational function in the Ri,j ’s, and hence as a rational
function in the αi’s. Let f = (f0, f1, . . . , fd), and let R = (Ri,j)i,j be the (d+ 1)× d matrix that
has the coefficients of Ri on row i for 0 ≤ i ≤ d. Note that both indices i and j start counting
from 0. We can assume R has rank d. If this is not the case, we can leave some rows of R out
and replace them by new rows with coefficients in Fq, to obtain a matrix S of rank d and with
the same height as R, such that if f is a solution of fS = 0, then we also have fR = 0.

Let Mi be the d × d submatrix of R that is obtained by removing the ith row of R. Since
we assume that the rank of R is d, at least one of these submatrices Mi has rank d. Let |Mi|
denote the determinant of the submatrix Mi, then the non-zero row vector

f̃ = (|M0|,−|M1|, |M2|, . . . , (−1)d|Md|)

satisfies f̃R = 0, since for 0 ≤ j ≤ d− 1

(f̃R)j = fR�,j = R0,j |M0| −R1,j |M1|+R2,j |M2|+ . . .+ (−1)dRd,j |Md| = det([R�,j |R]) = 0,

where R�,j denotes the jth column of R.

The maximum degree of the numerators in the ith row of the matrix R is at most Aq
i−d+1,

since each Ri,j can be written as a homogeneous polynomial of degree qi − d+ 1 in α0, . . . , αd,

divided by αq
i−d+1
d . Since the determinant |Mi| consists of products of d polynomials Ri,j

that are all pairwise in a different row, each f̃i = (−1)i|Mi| can be written as a homogeneous
polynomial of degree (q1 − d + 1) + (q2 − d + 1) + . . . + (qd − d + 1) in α0, . . . , αd, divided
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by α
(q1−d+1)+(q2−d+1)+...+(qd−d+1)
d . We remove these denominators of f̃ to obtain a polynomial

solution f of fR = 0, with

deg fi ≤ A · ((q1 − d+ 1) + (q2 − d+ 1) + . . .+ (qd − d+ 1))

= A ·
(
q(qd − 1)

q − 1
− d2 + d

)
=: B.

for 0 ≤ i ≤ d.

Returning to Christol’s theorem, we see that N := max{deg(f0),deg(g1), . . . ,deg(gd)}, where

gi = −fif q
i−2

0 . We now are in a position to bound N :

N = max{deg(f0),deg(f1) + (q1 − 2) deg(f0)), . . . ,deg(fd) + (qd − 2) deg(f0)}
≤ B + (qd − 2)B

= (qd − 1) ·A ·
(
q(qd − 1)

q − 1
− d2 + d

)
.

Using this bound for N in the bound q(d+1)(N+1) that we found in the beginning of this proof,
we find that the number of states of a minimal generating automaton is bounded by

C = q
(d+1)

(
(qd−1)·A·

(
q(qd−1)

q−1
−d2+d

)
+1

)
.

Since q/(q − 1) ≤ 2 for q ≥ 2, and −d2 + d ≤ 0 for d ≥ 1, the bound C in Theorem 14 can
be bounded by the slightly simpler expression

q(d+1)(2A(qd−1)2+1).

Note that it does not matter if the polynomial P in Theorem 14 is irreducible or not, since the
proof works for all polynomials P with P (F ) = 0. In some cases, this gives us the opportunity
to use a different polynomial P , with different degree d and height A, such that we can find a
smaller bound C.

The bound of Theorem 14 seems rather loose, and we have not found examples that make
this bound tight. In the rest of this section we will investigate the case that F is a rational
power series that satisfies a polynomial with linear coefficients, so d = A = 1. In this case the
bound of Theorem 14 is q2(q−1)q+2.

We will first consider the case where q = 2. Then F is a rational power series over F2 that
satisfies s(X)F − r(X) = 0 for certain linear polynomials r, s ∈ F2[X], with s(0) 6= 0. Since
s(X) ∈ {1, 1 +X}, and r(X) ∈ {0, 1, X, 1 +X}, we only have the following possibilities for F :

0, 1, X, 1 +X,
1

1 +X
,

X

1 +X
.

The kernels of the corresponding sequences are respectively of size 1, 2, 3, 3, 1 and 2. Hence, by
Lemma 11 there are 2-automata of these sizes that generate these sequences. The corresponding
automata are easy to find, see Figure 3.3. So in the specific case that A = d = 1 and q = 2, a
power series F can always be generated by a 2-automaton with at most 3 states. This degree is
relatively small compared to the bound C = 64 that Theorem 14 gives.

The next proposition will consider the case where A = d = 1 and q is prime.
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1 +X: 11
0, 1

0

0
1

0, 1

0

01
1

0, 1

1: X:

1

0

1

0 0, 10

1

0

0, 1

0: 1

0, 1

1
1+X :

0

10
1

0, 1

X
1+X :

0

Figure 3.3: These 2-automata over F2 generate all possible rational power series over F2 that satisfy
s(X)F − r(X) = 0, with deg(r),deg(s) ≤ 1.

Proposition 15. Let p be a prime and let F be a power series in Fp[[X]] that satisfies s(X)F −
r(X) = 0 for some s, r ∈ Fp[X] with deg(s), deg(r) ≤ 1 and s(0) 6= 0. Then there is a p-
automaton that generates F with at most max{p, 4} states.

Proof. Since s(0) 6= 0 we can rewrite F = r(X)/s(X) as

F =
a+ bX

1− cX
= a+

bX + acX

1− cX
= a+ (b+ ac)X

∑
n≥0

cnXn,

where a, b, c ∈ Fp. If c 6= 0, we define k = b+ac
c and rewrite F as

F = a+ k
∑
n≥0

cn+1Xn+1 = a+
∑
n≥1

kcnXn.

So the sequence a = (an)n≥0 that corresponds to F satisfies

an =

{
a for n = 0,

kcn for n 6= 0.

To compute the size of the kernel, note that we have cp = c, so for n ≥ 0, i ≥ 0 and 0 ≤ j < pi

we have

api·n+j =

{
a for n = j = 0

kcp
i·n+j otherwise

=

{
a for n = j = 0

kcn+j otherwise
= an+j .

As a result, the p-kernel of a consists of the subsequences (an+j)n≥0 for j ≥ 0. When not both
j and n are zero, we have that an+j = an+j+p−1. As a result, the p-kernel contains at most p
elements.

When c = 0, then F is just a linear function, and the p-kernel consists of at most four
elements: (a, b, 0, 0, . . .), (a, 0, 0, . . .), (b, 0, 0, . . .) and (0, 0, 0, . . .). Hence, the kernel of a exists of
at most max{p, 4} elements. By Lemma 11, there is a p-automaton that generates F with at
most max{p, 4} states.
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Note that for the power series as described in Proposition 15, Theorem 14 gives a bound of
C = p2(p(p−1)+1). If we reconsider the set of examples in Proposition 13, Theorem 14 gives us a

bound of C = 22
m(1−1/2(−2+22

m
)(4−22m−3·2m+4m)), while the power series are actually generated

by 2-automata of size m+ 2. In both cases, the bound of Theorem 14 is much too high.



4
Conclusion

Christol’s theorem gives us the opportunity to go from finite automata to power series and back
again. The goal of this master’s project was to make this theorem more effective by finding
bounds for both directions. We found that the size of the kernel of a sequence is essential:
it equals the number of states of a minimal (reverse reading) automaton that generates the
sequence.

The first question of this thesis was: Given a finite automaton with m states, what can
we say about the algebraic degree of the corresponding power series? We found an answer by
looking at the first part of the proof of Christol’s theorem. Our result is summarized in Theorem
12 and states: Given a finite q-automaton with m states, the degree of the corresponding power
series is at most qm−1. We found an infinite class of examples that show that this bound should
indeed be exponential, but we have not found an example that makes the bound tight.

The second question was: Given an algebraic power series of algebraic degree d, can we find
a bound on the number of states of a minimal automaton that generates it? This question
was a bit naive, since there are infinitely many power series over Fq of degree d, but there are
only a finite number of finite q-automata of a given size. So the algebraic degree of F is not
enough to bound the number of states of a minimal automaton. If F satisfies a polynomial
α0 + α1F + · · ·+ αdF

d = 0, then we also need the maximym degree A of the coefficients αi to
find a bound on the number of states of a minimal generating automaton. The bound that we
found after examining the steps the proof of Ore’s lemma and of the second part of the proof
Christol’s theorem is doubly exponential in d, and can be found in Theorem 14. We investigated
the case that A = d = 1 and q is prime. We found that we can bound the algebraic degree in
this case by max{q, 4}, which is much smaller bound than the bound given by Theorem 14.

Further research could focus on finding examples to make both bounds tight, or finding ways
to lower these bounds. Since we used in this thesis right-to-left reading automata, and our
results are applicable to these automata, the link with forward reading automata has still to be
explored. Furthermore, we have found the algebraic degree of the power series D((1+X+Y a)−1)
for a = 1, 2, and we found corresponding minimal automata. What happens for a > 2 can be a
subject for further research.
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Appendix: Forward reading 2-automata over F2 with
two states

In early stages of the work on this thesis, we considered all forward reading 2-automata over F2

with two states, including 2-automata that are not leading zeros invariant. For each automaton
we found the corresponding power series and its minimal polynomial. This process is similar to
what we did for reverse reading 2-automata with two states in the end of Section 3.1. Here, we
describe all forward reading 2-automata with two states that are leading zeros invariant, which
means in this case that δ(q0, 0) = q0.

There are 32 leading zeros invariant 2-automata over F2 with two states, since there are
23 possibilities to define δ and 22 ways to label the states. If both output labels are 0, then
the formal power series that corresponds to the automaton equals F0 = 0, no matter how
δ is defined. Similarly, if both states are labeled 1, then the corresponding power series is
F1 =

∑
n≥0X

n = (1 +X)−1. So we only have to consider the case where the 2-automaton has
two different labels. Note that if F is the power series corresponding to such a 2-automaton M ,
then swapping the output labels of M results in the power series F + (1 +X)−1. Once we have
a minimum polynomial for F , it is easy to find the minimum polynomial for F + (1 +X)−1. So
we will only consider the 2-automata where τ(q0) = 1 and τ(q1) = 0.

In 4 cases of the 8 possibilities to define δ we have δ(q0, 0) = q0 = δ(q0, 1), which means
that the automaton will always stay in state q0 with output label 1 and hence will generate F1.
The four remaining automata are shown in figure 1, and are called M3,M4,M5 and M6. Let

0

1
01

0, 1

M3 :

0

1
01

1

0
M4 :

0

1
01

1

0

M5 :

0

1
01

0, 1
M6 :

Figure 1: The remaining four non-trivial 2-automata with 2 states with τ(q0) = 1 and τ(q1) = 0.

Fi =
∑

n≥0 a
(i)
n Xn be the power series corresponding to automaton i, for i = 3, 4, 5, 6. Clearly,

we have F3 = 1, since a
(3)
n = 1 if only if n = 0. So the minimum polynomial of F3 is T − 1 = 0.

For M4 we have that a
(4)
n = 1 if and only if (n)2 ends with a zero. So F4 =

∑
n≥0X

2n = 1
1+X2 ,

which has as minimum polynomial (1 +X2)T − 1 = 0.
The 2-automaton M5 is similar to the automaton in figure 2.1, but with the labels swapped.

The automaton M5 generates the other Thue-Morse sequence: a
(5)
n = 1 if and only if the binary

represenation of n contains an even number of ones. Note that it does not matter how this
automaton reads the input, for both directions it produces the same sequence. Let sn be the

27
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number of ones in (n)2, then we can express F5 as F5 =
∑

n≥0(sn + 1)Xn. We compute

(1 +X)F 2
5 = (1 +X)

∑
n≥0

(sn + 1)X2n =
∑
n≥0

(sn + 1)X2n +
∑
n≥0

(sn + 1)X2n+1

=
∑
n≥0

(s2n + 1)X2n +
∑
n≥0

(s2n+1 + 1)X2n+1 +
∑
n≥0

X2n+1 = F5 +
∑
n≥0

X2n+1

= F5 +
X

1 +X2
,

so F5 is a zero of (1 +X)3T 2 + (1 +X2)T +X = 0.

By looking at automaton M6 we see that a
(6)
n = 1 if and only if (n)2 ends with an even number

of ones, so we can express the corresponding power series as F6 =
∑

i≥0(
∑

n≥0X
2n)4

i
X4i−1.

Consider

XF 2
6 = X

(∑
i≥0

(∑
n≥0

X2n
)4i
X4i−1

)2
=
∑
i≥0

(∑
n≥0

X2n
)4i+1

X4i+1−1 =:
∑
n≥0

bnX
n,

then we see that bn = 1 if and only if (n)2 ends with an odd number of ones. So XF 2
6 +F6 = 1

1+X ,

hence F6 is a zero of X(1 +X)T 2 + (1 +X)T + 1 = 0.
Hence just like for reverse reading automata, all forward reading 2-automata with two states

that are leading zeros invariant, generate power series with algebraic degree at most 2.
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